Monads have become a key tool in computer science, and broader applications of category theory. For example, they are used in the semantics of computational effects [17], structuring functional programs [19, 23], probabilistic modelling [9, 11, 18], natural language semantics [21], quantum foundations [1, 12], formal language theory [4], and even appear explicitly in the standard library of the Haskell programming language [10].

Monads are a categorical concept. A monad on a category $\mathcal{C}$ consists of an endofunctor $T$ and two natural transformations $1 \Rightarrow T$ and $\mu : T \circ T \Rightarrow T$ satisfying certain axioms. Given two monads with underlying functors $S$ and $T$, it is natural to ask if $T \circ S$ always carries the structure of a monad. This would, for example, provide a way to combine simple monads together to model more complex computational effects. Unfortunately, monads cannot generally be combined in this way, but Beck [2] has shown that a natural transformation of type $S \circ T \Rightarrow T \circ S$ satisfying coherence conditions, referred to as a distributive law, is sufficient for $T \circ S$ to form a monad.

General-purpose techniques have been developed for constructing distributive laws [5, 8, 15, 16]. These methods are highly valuable, for as stated in [5]: “It can be rather difficult to prove the defining axioms of a distributive law.” In fact, it can be so difficult that on occasion a distributive law has been published which later turned out to be incorrect; see [14] for an overview of such cases involving the powerset monad. More commonly, when searching for a distributive law the “obvious” candidate does not always work out. The challenge is then to search for other possibilities, but such a search may be doomed to failure, wasting valuable research time.

The literature has tended to focus on positive results, either demonstrating specific distributive laws, or developing general-purpose techniques for constructing them. The key contribution of our work is to provide a family of no-go theorems establishing conditions under which no distributive law can
exist\(^1\). There has been a relative paucity of such negative results. The most well-known result of this type appears in [22], where it is shown that there is no distributive law combining the powerset and finite probability distribution monads, via a proof credited to Plotkin. This result was strengthened to show that the composite functor carries no monad structure at all in [7]. Recently, the same proof technique was used to show that composing the covariant powerset functor with itself does not carry any monad structure [14], correcting an earlier error in the literature [15]. To the best of our knowledge, these are currently the only published impossibility results.

**Contribution**

Monads have deep connections with universal algebra. Every finitary monad is the free algebra monad for an algebraic theory. For example the list, multiset and finite powerset monads are the free algebra monads for the theories of monoids, commutative monoids and join semilattices respectively. Given this correspondence, one might anticipate that monads composed via distributive laws relate to some form of composite algebraic theory. This turns out to be a good intuition, and a description of such a correspondence appears in [20], giving explicit algebraic conditions for the existence of a distributive law, inspired by earlier work in the setting of Lawvere theories [6].

We take advantage of this algebraic viewpoint. Our theorems are phrased in terms of abstract properties of the algebraic theories corresponding to both monads, whereas all previous results have needed to fix at least one of the two monads. We typically require two axiomatic components:

1. Conventional equational axioms. For example, idempotence \(x \ast x = x\) and unitality \(x + 0 = x\) axioms are of central importance.

2. More delicate properties of the algebraic theories, restricting how the variables appearing in certain provable equalities can vary across each side of the equation.

We restrict our attention to monads on the category of sets and functions, as this is already an incredibly rich setting. Our contribution can be divided into two families of results:

---

\(^1\)This short submission is based on the conference paper [24] Further technical details appear in [25]
Firstly, we widely generalize Plotkin’s method [22], leading to purely algebraic conditions under which a no-go result holds. This theorem recovers all the known negative results we are aware of, and many useful new results. We immediately see that in fact there is no distributive law for any of the four pairwise combinations involving the powerset and distribution monads. The key ingredients for this theorem are binary terms that are idempotent and commutative. In subsequent theorems we establish that the restriction to binary terms is unnecessary, and that requiring commutativity is also not essential.

Secondly, we identify an entirely novel approach, distinct from Plotkin’s method. This technique leads to four new theorems, covering combinations of list and tree like monads that were previously out of reach:

- A theorem establishing conditions under which algebraic theories with more than one constant do not combine well with other theories. This theorem identified a previously unnoticed error claiming a distributive law \( L \circ (- + E) \Rightarrow (- + E) \circ L \) for the list and exception monads [16, Example 4.12] pointing to an error in [16, Theorem 4.6].
- A no-go theorem for monads that do not satisfy the so-called abides equation [3]:
  \[
  (w + x) * (y + z) = (w * y) + (x * z)
  \]

  One application is to resolve negatively the open question [15, 16] of whether the list monad distributes over itself, a source of a previous error [13] in the literature.
- A third no-go theorem focuses on the combination of idempotence and units. This theorem yields further new results, for example there is no distributive law of type \( PM \Rightarrow MP \) for the powerset monad over the multiset monad.
- Finally, we present a theorem defining conditions under which at most one distributive law can exist. For example, the well-known distributive law for the multiset monad over itself is unique.

Physicists emphasize the importance of no-go theorems, because they clearly identify theoretical directions that cannot succeed. We follow this example, and hope that by sharing our results, we prevent others from wasting time on forlorn searches for distributive laws that do not exist.
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