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Abstract. In the paper it is argued that bridging the digital divide may cause a new ethical and social dilemma.
Using Hardin’s Tragedy of the Commons, we show that an improper opening and enlargement of the digital
environment (Infosphere) is likely to produce a Tragedy of the Digital Commons (TDC). In the course of the
analysis, we explain why Adar and Huberman’s previous use of Hardin’s Tragedy to interpret certain recent
phenomena in the Infosphere (especially peer-to-peer communication) may not be entirely satisfactory. We then
seek to provide an improved version of the TDC that avoids the possible shortcomings of their model. Next, we
analyse some problems encountered by the application of classical ethics in the resolution of the TDC. In the
conclusion, we outline the kind of work that will be required to develop an ethical approach that may bridge the
digital divide but avoid the TDC.
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Introduction

‘‘For the magnitude of the sea is such, as to be suf-
ficient for the use of all nations, to allow them
without inconvenience and prejudice to each other
the right of fishing, sailing, or any other advantage
which that element affords’’. Thus Hugo Grotius in
1625.1 In those days, it seemed that the resources of
the oceans were inexhaustible, and hence that regu-
lating their use was unnecessary. Grotius’ approach
was correct, but his conclusions were not. He rightly
considered the sea as a common, available to every-
body, at anyone’s discretion. But he failed to see that
the exponential increment of the population, the
indiscriminate use of natural resources and their
comparatively slow process of regeneration could
cause irretrievable exploitation. As Hardin (1998)
remarks, the foreseeable exhaustion of worldwide
fisheries is an instructive example (actually, fisheries
management and other problems in the use of a
common are sometimes interpreted as instances of a
Tragedy of the Commons (Hardin 1968), but more on
this presently). In this paper, we argue that, like

Grotius when talking about the sea, we should con-
sider the environment produced by digital resources
(Infosphere) as a common, but that, unlike Grotius,
we should be aware of, and possibly prevent, the
potential problems implicit in unregulated exploita-
tion of the Infosphere. Pursuing a global extension
and enlargement of the Infosphere in order to bridge
the digital divide may cause a Tragedy of the Digital
Commons.

Here is a brief summary of the paper. In the next
section, we review the original version of the Trag-
edy of the Commons (henceforth TC). In the third
section, we analyse two of its features that are rele-
vant to the application of the model to the Info-
sphere. In the fourth section, we briefly outline the
well-known problem of the digital divide; we discuss
some of the strategies currently pursued in order to
solve it; and we show how bridging the digital divide
may bring about a Tragedy of the Digital Commons
(henceforth TDC). In the fifth section, we draw on
Hardin’s TC to model agents’ behaviours in the
Infosphere. In the sixth section, we criticise a pre-
vious use of the TC by Adar and Huberman,
showing why it may not be applicable to the Info-
sphere. In the seventh section, we offer an improved1 Grotius 1625. Grotius is also cited in Hardin 1998.
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version of the TDC that avoids the possible short-
comings of Adar and Huberman’s model. In the
eighth section, we summarise the debate between
ecocentric and anthropocentric ethics, in view of the
analysis of some difficulties encountered by these
approaches when they are applied to the Infosphere.
The paper is intentionally problematic and it focuses
only on the TDC and its causes. Thus, in the con-
clusion, we only hint at the kind of work that will be
required to develop an ethical approach that may
avoid the TDC, a task left to a paper we hope to
complete in the near future.

The tragedy of the commons

The TC is a thought experiment used by Hardin
(1968) in order to show how the single-minded pur-
suit of the individual good may cause destruction of
the common good. As it is well-known, we shall recall
it briefly.

Imagine some herdsmen who have access to a
common pasture. Each of them can increase his herd
by at least one sheep. This would bring to each of
them a positive advantage and cause only very mar-
ginal damage (e.g., less forage), which would be
shared with the rest of the community. The herdsmen
behave like fully rational and self-interested agents,
so each of them decides to pursue his individual
strategy by bringing one more sheep to the commons.
The process is repeated and the herds increase pro-
gressively. The situation becomes a tragedy when the
herdsmen’s rational decision finally causes exploita-
tion from which the pasture cannot recover. The
excessive search for the individual good has resulted
in the destruction of the common good.

Although the tragedy is typically caused by a
process that decreases the amount of (renewable)
resources available to an increasing number of
exploiters, Hardin shows that it can also be the out-
come of a process of pollution. In this case, the
exploiters still gradually impoverish the available re-
sources, ending up by destroying them, yet they do so
not by taking something from them, but by adding
something that spoils their nature or equilibrium. The
reasoning is the same in both cases: ‘‘The rational
man finds that his share of the cost of the wastes he
discharges into the commons is less than the cost of
purifying his wastes before releasing them’’ (Hardin
1968: 1245). According to Hardin, the principal
source of the problem of the TC lies in the population.
In his view, excessive exploitation or pollution of the
commons are the effects of indiscriminate access to it
and of the lack of control on demographic develop-
ment.

The tragedy of the commons and the infosphere

The TC is an instance of the Prisoner’s Dilemma,
applied to a conflict among several agents sharing the
same bounded environment and limited resources.2

Given its analytic power and its intuitive character,
TC has been used over the years as a theoretical
framework to model and interpret analogous situa-
tions in various disciplines.3 What makes the TC so
interesting is that the use-benefits the agents derive
from the environment is a common good. In this
paper, we consider the Infosphere as such a common
good and, in the fifth section, we shall see that the TC
can be usefully applied to the Infosphere as well. For
this purpose, in this section we wish to call the
reader’s attention to two key features of the model:
the concept of ‘‘bounded environment’’ and the
assumption that the agents’ behaviour is entirely self-
interested.4

TC occurs in a bounded environment, whose re-
sources are exhaustible, that is, finite, not immedi-
ately renewable and not totally resilient. Consider,
for example, the contrast stressed by Hardin between
the limited resources of the Biosphere and their free
use. When a woodcutter cuts down a tree, he con-
sumes the common, because that tree cannot grow
again. Likewise, when someone discharges his wastes
into the common, he destroys it because the envi-
ronment may not recover at all or only too late. Now,
it may be argued that the Infosphere is a totally dif-
ferent kind of environment, for it lacks effectively
fixed dimensions.5 When the agents ‘‘put’’ something
into the Infosphere, like an email, one may contend
that they are actually ‘‘expanding’’6 the digital space,
since the latter can be seen as being equivalent to the

2 In general, the Prisoner’s Dilemma is a strategic situ-
ation where the rational pursuit of each individual’s pref-
erences leads to sub-optimal results. The TC is a n-person
Prisoner’s Dilemma related to common goods or bounded

environments with limited resources (see Ostrom 1986;
Fletcher and Zwick 2000).

3 See, for example, Turner (1991) for the study of con-
flicts in systems of distributed artificial intelligence; Pfeiffer
et al. (2001) on the analysis of the mechanisms of ATP

production; Robert and Sorci (2001) on the evolution of
obligate interspecific brood parasitism in birds.

4 See Ostrom 1977, 1986.
5 Such a characterisation of the Infosphere has been

under attack from a variety of quarters over the past few

years. A justification of this model has been carried out in
Floridi (2003). For its use related to the digital divide see
also Floridi (2002). We are grateful to Charless Ess for
having called our attention to the importance of this point.

6 The quotes are there to remind us of the slightly dif-
ferent meaning of the word in this context.
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totality of objects that constitute it. Similarly, when
the agents ‘‘take’’ something from the Infosphere, as
they do when they download a file, one may object
that they are not necessarily destroying the file itself
and, consequently, destroying the digital environ-
ment. For this reason, care must be exercised in
applying the TC model to the Infosphere. We shall do
so not isomorphically – as if the Infosphere were
simply just another environment exactly like the
Biosphere – but homomorphically, that is, by paying
attention to the peculiarities of the digital environ-
ment as well.

Our second caveat concerns the analysis of the
agents’ behaviour. Hardin assumes that each agent in
the Biosphere follows his own strategy, while disre-
garding entirely all other agents, their interests and
their actions. Social interrelations are mentioned only
when the single herdsman reminds himself of the
existence of the others in order to subdivide the
damage. Hardin considers each herdsman as if he
were isolated from the social context in which he
works. One may object that this is one of the weakest
features of the model, and that TC provides no more
than an idealised model that, at best, is only partly
applicable to real-life situations. However, the
objection may be answered by pointing out that, first,
this is true of all models, and second, that in the case
of the Infosphere it is reasonable to argue that the
‘‘selfish’’ assumption appears largely justified. The
Infosphere and its digital resources are such that they
easily incline an ordinary user to be oblivious to the
presence of others; this is the solipsistic nature of the
web so often stressed in the literature. Consider, for
example, the common situation of using an Internet
connection. Typically, each user tends to use all the
bandwidth7 he has, without considering the presence
or the needs of other users, who are consuming
bandwidth at the same time. Each user considers the
presence of other users only when there is saturation
of the bandwidth, because he is then reminded that
other agents are sharing the same limited resources.
This is exactly what happens with Hardin’s herds-
men, as we saw in the previous section.

We shall presently argue that there are good rea-
sons to believe that a new version of the TC may arise
in the Infosphere. However, applying the TC to the
Infosphere without considering the previous two
features means misusing Hardin’s model and may
easily lead to false problems and ineffective solutions.

The digital divide

A good way to approach the problem of the ‘‘digital
tragedy’’ correctly, and hence provide a solid basis
for its interpretation and for the development of a
strategy for its resolution, is by looking first at its
cause, the digital divide and the strategies for bridging
it.

Information and Communication Technologies
(ICTs) offer enormous possibilities for development
and improvements but they also create new social
disparities, usually analysed under the general label
of digital divide.8

The digital divide (DD) is caused by the various
difficulties encountered by people in their (lack of )
interactions with ICTs and hence in accessing infor-
mation contents, services and resources. The imme-
diate effect of the DD is a discrimination between
those who can be denizens of the Infosphere and
those who cannot, between insiders and outsiders,
between information rich and information poor.9 In
the long run, the DD redesigns the map of worldwide
society, generating or widening generational, geo-
graphic, socio-economic and cultural divides. These
are not merely reducible to the gap between indus-
trialised and developing countries, since the DD is
also a problem internal to many advanced societies.
According to the Human Development Report

7 ‘‘Bandwidth’’ is a technical term in ICT that refers to

the difference between the highest and lowest frequencies of
a transmission channel (the width of its allocated band of
frequencies). However, following common practice and
adopting the terminology used in the referred literature, in

this paper we use ‘‘bandwidth’’ as synonymous for ‘‘con-
nectivity’’, to refer to the data rate or capacity – that is, the
volume of information or amount of data per unit time –

that a system can process through a given communication
channel, and hence as an informal measure of network
capacity that is often wasted by users (waste of bandwidth).

8 See eEurope 2000 and 2001; Human Development
Report 2001; The Information Society 2003.

9 The Human Development Report 2001 of the United

Nations Development Programme (UNDP) shows a critical
and difficult situation in the spread of the Internet. Internet
users make up only 6.7% of the world population. Of those

54.3% are in the United States, 28.2% in the high-income
OECD (excl. US), 3.2% in Latin America and the Carib-
bean, 2.3% in East Asia and the Pacific, 3.9% in Eastern

Europe and CIS, 0.6% in the Arab States, 0.4% in Sub-
Saharan Africa and 0.4% in South Asia. According to the
Nielsen//NetRatings Global Internet Trends Q4 2002, In-
ternet Population is circa 9.6% of World’s Population, and

it is so distributed: 29% United States, 23% Europe, 13%
Asia and Pacific, 2% Latin America, 33% Rest of World
(where: Europe covers France, Germany, Italy, Nether-

lands, Spain, Sweden, Switzerland and United Kingdom;
Asia and Pacific covers Australia, Hong Kong, Japan;
Latin America covers Brazil).
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(2001), for example, Internet users are still predomi-
nantly urban and located in certain regions, better
educated and wealthier, young, male.

Bridging the DD ought to be one of the goals of
the international community. Thus, the UN, UNE-
SCO and the European Union have organised action
plans and task forces to study the problem and at-
tempt to solve it. A case in point is the Digital
Opportunity Task Force (DOT Force) of the US
Government. The European Commission, on the
other hand, has recognised that ‘‘closing the ‘digital
divide’ between developed and developing countries
is a key goal for the European Union’’ (eEurope
2000: 4) and it has instituted a special action plan,
called eEurope, that aims at resolving the DD
through the extension of Internet access to all fields
of European society, in order ‘‘to bring European
citizens on-line in all aspects of their lives, allowing
them to participate in and benefit from the possibil-
ities offered by digital technologies’’ (eEurope
2001: 3).

The principal strategies pursued to bridge the DD
are spreading the availability of ICTs and increasing
their accessibility and usability. The goal is to open
the Infosphere to the largest number of people. This
is tantamount to enlarging the population of the
Infosphere. However, following Hardin’s reasoning,
the excessive and undisciplined increase of popula-
tion in an environment may bring about the
destruction of the environment itself. So, improving
the Infosphere by bridging the digital divide, without
paying due attention to the necessary responsibility
of the users, is likely to bring about an increase in
bandwidth saturation and in information pollution.
As Hardin (1968) says: ‘‘The pollution problem is a
consequence of population’’ (p. 1245). The DD is
certainly an issue that demands the maximum
attention and engagement. However, its resolution
risks being the cause of a Tragedy of the Digital
Commons.

The tragedy of the digital commons

By considering the Infosphere as an environment and
a public good, we can show the dilemma of the TDC
and use the TC model to interpret it.

As in the case of Hardin’s TC, the TDC arises in
two ways. First, the average user of the Infosphere
behaves in much the same way as Hardin’s herdsman.
He is inclined to take excessive advantage of the re-
sources of the Infosphere, without paying attention to
the consequences of his behaviour. Consider, for in-
stance, the problem of the overloading of the net and
the related slowing down of traffic. Huberman and

Lukose (1997) have shown that Internet congestion is
a direct effect of selfish reasoning: ‘‘because Internet
surfers are not charged in proportion to their use, it
often appears rational for them to consume band-
width [sic] greedily while thinking that their actions
have little effect on the overall performance of the
network. Because every individual can reason this
way, the whole Internet’s performance can degrade
considerably, which makes everyone worse off ’’
(p. 535).

Second, the problem of pollution arises in the
Infosphere too. It concerns (what might be consid-
ered, depending on the level of abstraction adopted)
an indiscriminate and improper use of technologies
and digital resources, with the consequent over-
production of data – therefore an excess of
information, often redundant – and corruption of
communications, which may be transformed into
mere noise. A concrete example is spam. Apparently,
more than 45% of email traffic consists of junk
messages and an increasing number of ISPs are
being forced to use software filters in order to try at
least to reduce it. ‘‘America OnLine is now blocking
an average of 780 m junk e-mails daily’’ (The
Economist 2003: 58). The spam problem is more
than a simple nuisance. It has been estimated that
‘‘spam will cost American organisations alone more
than 10 billion dollars this year in lost productivity
and extra spending to combat it. World-wide costs
are much larger’’ (The Economist 2003: 58). The
problem is becoming so huge that some govern-
ments, e.g. the EU, are passing strict legislation
against spammers.

As a consequence of the gradual bridging of the
DD, the increase in the population of the Infosphere
may bring about a bandwidth exploitation and an
information pollution of the digital environment. This
is a tragedy of the digital commons no less worrying
and urgent than the one occurring in the Biosphere.
In the end, it is the classic case of jumping out of the
frying pan into the fire: in order to avoid the DD we
may jump into the TDC. Clearly due attention must
be paid to preventing this. We shall return to this
point in the conclusion.

The tragedy of the digital commons and peer-to-peer

networks

Our attempt to identify a TDC in the Infosphere has
been predated by Adar and Huberman (2000), who
claim to have identified a new version of Hardin’s
TC, which they call the ‘‘Tragedy of Digital Com-
mons’’. By analysing user traffic on the Gnutella
network, Adar and Huberman have discovered the
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presence of an excessive number of free riders.10

Sending a message on the network and evaluating its
effects over a period of 24 h, they have determined
that approximately 70% of Gnutella users do not
share files, and that approximately 50% of all the
answers to the original demand come from a mere 1%
of the sharing hosts, while 98% come from 25% of the
network hosts. The consequence is an increase both
in the degradation of system performance and in the
‘‘vulnerability’’ (their term) of the network. The
performance degradation results from (a) the de-
crease in the number of peers who share most of the
requested files and (b) the increase in the number of
hosts within the search horizon.11 On the one hand,
since the bulk of the shared files is contributed by a
small number of peers, steady demand for these files
results in a dramatic overload of the relevant hosts,
i.e., the files’ owners. On the other hand, the increase
in the number of hosts makes the identification and
searching of the available files more difficult and
slower, with the result that an increasing number of
files become unreachable for a growing number of
users. In the long run, this situation makes the net-
work more ‘‘vulnerable’’. For example, in order to
protect the copyright of the files it becomes sufficient
to identify the few peers hosting them and to stop
them sharing the files, without trying to identify every
peer on the network. Adar and Huberman conclude
that ‘‘if this trend continues copyright issues might
become moot compared to the possible collapse of
such systems’’. In the presence of numerous free
riders, they find a new version of the TC: ‘‘since files
on Gnutella are treated like a public good and the
users are not charged in proportion to their use, it
appears rational for people to download music files
without contributing by making their own files acces-
sible to other users. Because every individual can
reason this way and free ride on the efforts of others,
the whole system’s performance can degrade consid-
erably, which makes everyone worse off – the tragedy
of the digital commons’’ (Adar and Huberman 2000,
emphasis added).

Adar and Huberman’s TDC has attracted a great
deal of interest and discussion on the web. From our
point of view, it may be subject to four main criti-
cisms.

First, the model does not consider the importance
of the dimensional feature of the environment (see
third section) in order to apply the TC to this envi-
ronment. The Infosphere and the Biosphere have
different properties, and downloading a file from a
peer-to-peer network, like Gnutella, does not involve
the destruction or elimination or even the removal of
the file from the network. The file sharing activity
involves the use, through duplication, of the contents
of the network. It does not imply a damaging or
deleting of the downloaded data. So there is no
analogy with the woodcutter’s action mentioned
above.

Second, the fundamental feature of Hardin’s TC is
the safeguarding of the common and not its devel-
opment. The fact that most of the peers download
public files without sharing any of their own does not
bring about the destruction of the network, it is a
mere ‘‘missed opportunity’’, for it does result in a
lack of improvement of the ecosystem, but it is not an
alteration of its equilibria. The network ‘‘vulnerabil-
ity’’, stressed by Adar and Huberman, depends
exclusively on external action against the hosts of the
network (e.g., the shutdown of a host because of legal
action by a record company). It does not depend on
internal mechanisms.

Third, Adar and Huberman’s analysis might be
viewed as confusing levels in the manner, known in
philosophy, since Aristotle, as ‘‘metabasis eis allo
genos’’. In modern terminology, this consists in the
unjustified transition from a certain level of abstrac-
tion, at which a system is analysed, to another. Adar
and Huberman begin by adopting a level of
abstraction at which the Infosphere is treated as a
bounded environment, comparable to Hardin’s Bio-
sphere. They then proceed by analysing the relations
among the informational objects in a way that pre-
supposes an interpretation of the Infosphere as an
unbounded space, lacking fixed dimensions. But
when they draw their conclusions regarding the
Tragedy of the Digital Commons, they implicitly go
back to the original level of abstraction to interpret
the Infosphere as a bounded environment. The con-
fusion is obvious and the errors it causes invalidate
their analysis.

Finally, and as a result of the previous confusion,
Adar and Huberman analyse the behaviours of what
are actually two kinds of agents, human and artificial,
without distinguishing between them. This is a
problem because the issues concerning the sharing of
files involve the behaviour of peers, and so primarily

10 Gnutella is a network where users can share files with

everyone, independently on any server. More technically,
Gnutella is a protocol designed for sharing peer-to-peer files
in a distributed network, see http://www.gnutella.com/.

11 ‘‘The search horizon is the farthest set of hosts
reachable by a search request’’ (Adar and Huberman 2000).
Technically speaking, a peer is a user on a network who has

features equivalent to other users, and a host is a computer
(or a computer system) that is connected to a network and
that contains the data. For example, a peer is another

computer running Gnutella. Following Adar and Huber-
man, in the present section we use the two terms as inter-
changeable.
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human agents, whereas the issues involving the
improvement of the environment – namely the sys-
tem’s vulnerability and the degradation of the sys-
tem’s performance – concern digital features and
informational objects, and so artificial agents as well
(we shall return to this feature in the next section).

To conclude, the problem analysed by Adar and
Huberman is not explicable in terms of a new TC, but
in terms of a lack of improvement of the Infosphere.
This does not mean that their analysis is mis-directed.
As we have seen, the Infosphere may well be affected
by a Tragedy of the Digital Commons, but it is
important to delineate it correctly. Besides, having
learnt from Adar and Huberman, we should pay
attention to the behaviours of the artificial agents as
well.

Extension of the tragedy of the digital commons

The TDC, analysed in the fifth section, describes
exclusively human agents’ actions. It does not thus
far concern artificial agents, but Hardin’s model can
also be fruitfully applied to the possible actions and
interactions of these agents in the Infosphere.12

Artificial agents may exploit or pollute the Info-
sphere. Consider a worm, that is, a computer pro-
gram whose main actions are self-replication and the
spreading of copies of itself within computer systems.
The worm’s multiplication may generate information
pollution in the ecosystem. As in the case of spam, the
worm’s action may cause an over-production of
redundant information and data (but if the worm is
checking the network, the data produced does not
pollute the environment). At the same time, by
spreading copies of itself within the Infosphere, a
worm consumes bandwidth. Since every copy is a
self-sufficient program, it will create more copies and
spread them through the environment. Consequently,
the combined actions of all the worms may produce
an irretrievable exploitation of the environment.13

Worms are not the only artificial agents that can
exploit the environment ‘‘tragically’’. Perhaps an even
more typical example is represented by a virus pro-

grammed to delete the files on a system. In this case,
the damage is represented not by the exploitation of
the environmental resources, like bandwidth, but by
the destruction of parts of the digital environment,
i.e., the informational contents of the Infosphere.14

Ethics in the infosphere

The Tragedy of the Digital Commons comes in two
versions: one involves human agents, the other in-
volves artificial agents. In both versions, TDC causes
ethical problems that concern the behaviours of
agents online and their effects on the digital envi-
ronment. The second version seems less problematic.
For, although its solution involves the engineering of
‘‘ethical’’ artificial agents – and this is not a trivial
matter – the problem itself does not constitute a di-
lemma, that is, its solution is not coupled with the
emergence of another problem. Unfortunately, this is
the case with the first version, which raises an ethical
dilemma about bridging the DD without, at the same
time, creating the conditions for the irreversible
exploitation and pollution of the Infosphere. Both
problems can be approached from two ethical per-
spectives, one ecocentric, the other anthropocentric.

The ecocentric perspective concentrates its atten-
tion on the environment, its properties, preservation
and (possibly) intrinsic values. The fundamental tenet
is that an ethical theory should be based on the
principle that an action is morally good or evil
depending on how it affects the environment, its
contents and inhabitants. So, an ecocentric ethics
argues that it is possible to find an exact and objective
definition of ‘‘good’’ and ‘‘evil’’ for the environment
and then evaluate actions in terms of their environ-
mental effects. Moral evaluation is the result of hu-
man activity but its specific nature does not depend
on it.

The anthropocentric approach is based on the
principle that ‘‘good’’ and ‘‘evil’’ are not just identi-
fied by human beings, but depend strictly on human
judgement, interests and perspectives. The idea that
there may be a mind-independent measure of evil or
good is considered to be meaningless. Ethical facts
are the result of human judgement about the nature
and importance of the elements involved in specific
situations. Values are not simply grasped more or less
successfully through reflection and experience, but

12 For a definition of ‘‘artificial agents’’, as used in

Information Ethics, and an analysis of their (moral) ac-
tions, see Floridi and Sanders’ forthcoming paper.

13 Since bandwidth is not only a characteristic of the

Infosphere (the way to access to the Infosphere itself), but
also a resource that is owned, bought, sold, and leased, the
issue of worms ‘‘chewing up’’ bandwidth in the Infosphere

is not simply a tragedy of the commons: it is also a major
issue of business and economic concern. We owe this
remark to Charles Ess.

14 Note that this can also be accomplished by an human
agent. At this level of abstraction, the two actions would be

fully assimilable because the possible differences in the
nature of the two agents would be either unperceivable or
irrelevant.
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they are constituted by the ethical discourse, and the
latter is a human product. So there would be no
values if there were no humans.

Defined classically as being antinomic, both
perspectives disagree more about the genesis and
mind-independent nature of values than on their
normative conclusions, on which they can easily
converge. The anthropocentric idea that ‘‘the personal
wants of the individuals … should guide the use of
resources’’ (Kneese and Bower 1979: 4–5) is the basic
principle of liberal politics. In Hardin’s model, for
example, the moral value of actions is grounded on
their consequences for the environment. Following
this consequentialist assumption, Hardin’s solution is
based on the fundamental principle of Authoritari-
anism, that is, on ‘‘mutual coercion mutually agreed
upon’’ (Hardin 1968: 1247). On the other hand, the
ideas that the ecosystem is ‘‘a diversity of life forms
existing in a dynamic and complex but stable inter-
dependency’’ (Marietta 1979: 197), and that ‘‘all living
things are alike in having value in their own right,
independent of their usefulness to human purposes’’
(Brennan and Lo 2002) ground the politics inspired by
the ‘‘deep ecology movement’’. Both these general
approaches can be interpreted as philosophies of
‘‘normative constraints’’ (Andrews 1982).

Choosing between the anthropocentric and the
ecocentric approach in the Biosphere is difficult and
problematic. This is so even in the case of the Info-
sphere. Consider the following example. Suppose
there are two agents in the Infosphere. One is a
worm. It produces copies of itself and spreads them
through the network. The other is an antivirus pro-
gram. It destroys the worm and its ‘‘products’’. Now,
suppose that the worm has been created in order to
check the security of the network and that the anti-
virus program has been installed in order to prevent
an overflow on the same network. Two problems
arise, both for the ecocentric and for the anthropo-
centric perspective. According to an ecocentric ap-
proach, the worm increases the digital space (and this
may be considered ‘‘good’’), but at the same time it
exploits the environment by using too much band-
width (and this may be considered ‘‘evil’’). On the
other hand, the antivirus prevents over-exploitation
(good), but at the same time it prevents an increase in
the space (evil). According to the anthropocentric
approach, the worm is checking the network (good),
but at the same time it decreases the bandwidth
available for users (evil). On the other hand, by
deleting every copy of the worm, the antivirus pro-
gram avoids the over-use of users’ connections
(good), but at the same time prevents checking of the
network security and the expansion of the digital
space (evil).

The previous example is elementary but already
suffices to illustrate how subtle and tricky choosing
between the two approaches may be. An ethics
grounded on one of the two approaches, without any
further consideration for the specific features cha-
racterising the Infosphere, is not useful for inter-
preting and solving the new ethical problems caused
by the ICTs, some of which we have explained in the
present paper. What is needed is an ethics capable of
taking into account the peculiarities of the new digital
environment.

Conclusions and further work

We have shown how Hardin’s TC can be applied to
the Infosphere in order to uncover and model a new
ethical dilemma, the Tragedy of the Digital Com-
mons, and its main related problems. We have ex-
plained that, depending on how the digital divide is
bridged, its solution may bring about a TDC as a side
effect. We have also shown that Hardin’s TC can be
applied to the Infosphere, only if due attention is paid
to the specific properties of the new environment, its
differences with respect to the Biosphere, and the
nature of the agents that inhabit it. As a consequence,
we have criticised the previous use of TC by Adar and
Huberman and explained why their model may not be
applicable to the Infosphere. After that, we have
provided a revised version of the TDC, which takes
into account artificial agents. Finally, we have out-
lined some difficulties in finding a solution to the TDC
through the use of two classical perspectives in ethics.

It is not the task of this paper to propose a solu-
tion for the TDC. However, by way of conclusion, we
wish to sketch here a possible direction in which the
research may be developed.15

ICTs have been changing human societies on a
global scale and for some time now. They have
modified the old social order and have been intro-
ducing new social factors. As Hardin said: ‘‘the laws
of our society follow the pattern of ancient ethics,
and therefore are poorly suited to governing a com-
plex, crowded, changeable world’’ (Hardin 1968:
1245). This holds true for the information society as
well, and may be extended to classic ethical ap-
proaches in computer ethics. Most of the efforts made
to solve the new problems caused by ICTs seem to be
informed only by legal needs and requirements.
Ethical theorising seems largely subordinate to
applications, codes and laws. However, a legal

15 We are currently working on a possible solution of the
TDC centered on the ontological properties of the Info-
sphere considered as common good.
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approach, or even an approach too applications-ori-
ented, does not seem to be of primary importance in
the discussion of the issues analysed in this essay.
There have been some attempts to elaborate an
innovative ethical approach based on the idea that
the new problems are evidence of a new moral con-
text. It seems important that further research will be
developed in this direction. To give an answer to the
new problems on the Infosphere, such as the TDC, an
ethical theory has to consider the peculiar features of
the system under analysis. In ethical and social sys-
tems, the players are the environment, its contents
and its inhabitants, the agents. But we know that
when we say ‘‘agents’’ in the Infosphere we are not
talking exclusively about human beings but also
about artificial agents. And we also know that the
digital environment is very different from the Bio-
sphere. Classic ethical approaches do not seem well-
equipped to deal with these novelties (Floridi 1999).
The same holds true for standard legal systems. As
Barlow said: ‘‘Digital technology is detaching infor-
mation from the physical plane, where property law
of all sorts has always found definition’’ (Barlow
1994: 1). The identification of a potential Tragedy of
the Digital Commons allows us to understand, with
clarity and precision, that ICTs cause new ethical and
social problems, and that the search for their solution
leads towards the development of a specific ethics for
the Infosphere. Intellectual research in this direction
will need to be provided in the future.
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