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Glossary of Technical Terms

This glossary has been assembled and edited by the editor. It includes entries and comments
from the following contributors. Adams, Antonelli, Colburn, Bedau, Cohen, Cordeschi, Ess,
Fetzer, Horidi, Grim, Johnson, Mainzer, McLaughlin, Mitcham, Smith, Stanovsky,
Seinhat, Thagard, Urquhart, White and further comments from J. C. Bedl, Jonathan
Cohen, Gudtiero Ficcinini, Luigi Dappiano and Saul Fisher.

ABDUCTION Inference involving the generation and evauation of explanatory hypotheses.
In its gtrict sense, a mode of creative conjecture introduced by C. S. Peirce. In its looser
sense, a species of inductive inference, till associated with Peirce, dso known as ‘inference
to the best explanation’, which involves sdecting one member from a set of dternative
hypotheses as the dternative providing the best explanation of the avalable evidence.
Hypotheses that explain more of the available relevant evidence are preferable to those that
explan less. Hypotheses that are preferable are aso acceptable when sufficient evidence
becomes available. Hypotheses that are incompatible with the evidence are rejected asfalse.
Hypotheses may be fase even when they are acceptable, which makes inference of thiskind
fdlible, but they remain the mogt rationd among the dternatives considered.

ABDUCTIVE INFERENCE See ABDUCTION

ABSTRACT DATA TYPE See DATA ABSTRACTION

ABSTRACTION (The result of) a process of smplification, to describe something a a
more generd level than the leve of detaill seen from another point of view. This is often
achieved by omitting details specific to individua cases or to methods of mplementation.
For example, aredtor’s description of a house may leave out architectural detail so thet it is
an abstraction of an architect’s description. In computer science, language abstraction is the
use of high-level language programs dlowing computational processes to be described
without reference to any particular machine, hence more amply. See dso ABSTRACTION,
FULL and ABSTRACTIONS/IDEALIZATIONS.

ABSTRACTION, FULL A semantics for a programming language is fully aogtract if it does
not distinguish programs, or program phrases, which are observationaly equivaent. See dso
ABSTRACTION and ABSTRACTIONS/IDEALIZATIONS.



ABSTRACTION, PROCEDURAL The separation of a computationa procedure A’s use
from its definition, so that another procedure B can cal A to get something accomplished
while remaining ignorant of how A accomplishesits task.

ABSTRACTION/IDEALIZATION The axioms and theorems of forma sysemsin pure
mathematics make assertions about abstract entities that do not exist in spaceftime, such as
points and lines in Euclidean geometry. The truth or falsity of these hypotheses seems to be
andytic and a priori. If those forma systems are provided an empiricd interpretation and
those entities are identified with things that may have ingances in spaceltime, such as the
paths of rays of light, the results belong to applied mathematics. The truth or falsty of these
hypotheses seems to be synthetic and a posteriori. Idealizations, by comparison, are specid
cases of physica phenomena that might or might not have any instances during the history of
the world, such as frictionless planes and perfect spheres. See dso ABSTRACTION and
ABSTRACTION, FULL.

Al See ARTIFICIAL INTELLIGENCE

Al, STRONG In one sense, the difference between ‘weak’ and ‘strong’ Al isthat between
the use of machines as atoal that is useful in the sudy of the mind and the claim that these
machines actudly do possess minds. Alternatively, the difference between ‘weak’ and
‘strong’ Al isthat between how we do think (the descriptive thesis) and Al as studying how
we should think (the prescriptive thess).

ALETHIC Of true or fdse vdue.

ALGOL A programming language, developed in the late 1950’ s, which established many of
the features of modern programming languages.

ALGORITHM Any wel-defined sequence of steps (procedure or routine) that takes some
vaue as input and guarantees a vaue as output in some finite number of Seps. See Ao
DECISION PROCEDURE.

ANALOGY See REASONING, ANALOGICAL

ANALYTIC/SYNTHETIC The digtinction has typicaly been drawn between different
kinds of hypotheses as possble objects of knowledge, where sentences are qudified as
andytic when (i) their predicates are contained in their subjects, (ii) they are logicd truths or
are reducible to logical truths when synonyms are subgtituted for synonyms, or dse (iii) their
negations are contradictory. Other sentences are said to be synthetic. The history of this
digtinction is important enough to deserve discusson. Hume digtinguished knowledge of
relations between ideas (when one idea includes or excludes another; for example, the
notion of being a bachedor includes the notion of being unmarried) from knowledge of



matters of fact (where that is not the case; for example, the height, weight, and colour of
hair d a person who happens to be a bachdor are not included in the notion that he is a
bachdor). Thus, knowledge of relations between ideas has been viewed as andytic, while
knowledge of matters of fact has been viewed as synthetic. Smilarly, Kant, who introduced
these terms, distinguished knowledge of conceptual connections (when one concept is
contained in another) as anaytic and knowledge that is informative about the world as
gynthetic. While Kant asserted the existence of synthetic a priori knowledge thet is both
informative about the world and aso knowable independently of experience due to the
mode of function of the human mind, that position digtinguishes specific forms of rationdism
and has been rgected by dl forms of empiriciam.

A PRIORI/A POSTERIORI A digtinction between kinds of knowledge that can be
acquired independently of experience (such asthat 2 + 2 = 4 or that bachelors are
unmarried) and that can be secured only on the basis of experience (such as that some
apples are rotten or that John is a bachelor). Often defined relaive to anaytic/synthetic and
necessary/contingent distinctions.

ARTIFICIAL INTELLIGENCE (abbrev. Al) Branch of computer science that investigates
the extent to which computers can perform tasks that require intelligence when done by
people. Al is closdly associated to cognitive science.

ASSIGNMENT The process whereby a variable in a program acquires a new vaue,

thereby losng whatever old vaue it had compostiondity. A semanticsis compostiond if the
vaues it gves to composite entities can be congtructed from the vaues of the components of
those entities.

ATTRACTOR Region of a phase space into which dl trgectories departing from an
adjacent region (‘basin of atraction’) tend to converge. Example: fixed point, limit cycle,
deterministic chaos.

AUTOASSOCIATIVE NETWORKS Connectionis networks (or atificid neurd
networks) in which each unit (or node) is connected to every other unit, including itsdlf.

AUTOCATALY SIS Sdf-cadyss, cadyss of a chemicd reaction by one of the products
of the reaction.

BACKPROPAGATION Backprogation, sometimes caled “the generdized Ddtarule)” is
a supervised learning dgorithm for weight change that is frequently used in multilayered
connectionist networks (or artificid neurd networks). The actua output activation pattern
for a given input activation pattern is compared with the desired output. The difference
between the two—the error measure—is then propagated back into whatever connections
were used to get the actud output activation pattern. The connections among units that
contributed to the actua output are strengthened (increased in weight) when the match is



good and are reduced in srength (decreased in weight) when it is poor. The weights of
connections among units (or nodes) are thus adjusted so as to reduce the margin of error
between the actua output and the desired one.

BAYES THEOREM Derivable from the definition of conditiond probability as a feature of
the calculus of probability, where P(h/e) -- the probakility of hypothesis h, given evidence e
-- eguals the product of the probability of evidence e, given hypothesis h (which is dso
known as a ‘likeihood’) multiplied by the probability of hypothess h divided by the
probability of evidence e. That is, P(h/e) = P(e/h) « P(h)/P(e), where P(h) and P(e) are
known as ‘unconditiona’ (or as absolute) probabilities, insofar asthey are not formdized as
‘conditiona’ (or relative to) specific conditions. In order for the theorem (in this or more
complex forms) to be gpplied, it is necessary to fix the vaues of the probabilities on the
right-hand sde to cdculate the vaue of the probakility on the left-hand Sde. The fashionin
which thisis supposed to be doneis what divides species of Bayesaniam.

BAYESIANISM. A theory of knowledge maintaining that Bayes theorem captures the
fundamentd principle of scientific reasoning. According to this view, adequate measures of
evidentiad support must satisfy certain mathematicad relationships characteristic of the
cdculus of probability. The cumulative influence of acquired evidence is taken to be
determined by a process of conditiondization.

BELIEF The gtate of accepting an hypothess as true. Beliefs gppear capable of variation in
drength, where a person might hold some beliefs more srongly than others. Some
quantitative theories supply ameans for measuring the strength of bliefs, especidly in terms
of betting odds that one would accept under certain specia conditions. The importance of
beliefs arises because (d) we explain and predict events that occur during the course of the
world’s higory on the basis of our bdiefs, which thereby supply the foundation for our
underganding of nature; and (b) we tend to act on the bads of our bdiefs reative to the
contexts in which we find oursalves, where these ‘ contexts consst of our other beliefs, our
motives, our ethics, our abilities, and our capabilities. Alternatively, the Sate of accepting an
hypothesis as true or dternatively as rationaly worthy of adoption.

BELIEF, DEGREES OF A person’s measure of credibility (or strength of conviction) that
something is the case, where those degrees of beief are usualy measured by means of

betting odds. For example, if a person were willing to bet even money at odds of 2:1 against
Duke repesting as the basketball champion of the NCAA, that would presumably make the
person’s degree of belief that Duke will win equal to 1/3 (or 33 percent) and that Duke will

lose equa to 2/3 (or 66 percent). Theories of knowledge that do without acceptance and
regjection rules tend to make this a basic concept.

BESTAND A term used by Heidegger to name the way the world gppears in technological
perspective. Modern technology makes the world appear as ‘Bestand’ or ‘resources to be



manipulated. Also sometimes trandated as ‘standing-reserve” In ordinay German, the
word also means ‘stock’ or ‘supply.’

BEST MATCH PROBLEMS. Minsky and Papert’s term for problems whose solution
involves aseessing the satidfaction of multiple soft (i.e, non-mandatory) congraints. A
problem that arises for procedures for solving best match problemsiis that of avoiding loca
maxima of goodness of condraint fit. It can be characterized as an energy minimization
problem. The andog of the goodness maximum is the energy minimum, and the anadlogs of
locd goodness maxima are locd energy minima. The Studtion is easy to visudize as an
energy landscape. In an energy landscepe, the goodness maximum corresponds to the
lowest vdley in the landscape, while locad goodness minima correspond to locad valeys in
the landscape. The problem of avoiding locd goodness maxima is thus the problem of
avoiding sdttling into alocd valley, rather than into the lowest valley in the energy landscape.

BOLTZMANN MACHINE. An interactive connectionist network designed by Hinton and
Sgnowski (and named after the physicist Ludwig Boltzmann) that is especidly efficient at
solving best match problems. To handle the problem of locd maxima of goodness of
condraint fit, the Boltzmann machine employs a computationd andog of the metalurgica

process of annedling, a process whereby metds are heated to a little below their mdting
point and then cooled very dowly o that dl their atoms have time to settle into a single
orientation. The andog of temperature in the Boltzmann machine is random noise that is
introduced into network activity. The function of the noise isto jar the network out of loca

energy landscape vdleys, so that it can explore other parts of the energy landscape to find
the lowest valey, thereby achieving the globa maximum of fit. When the network reaches a
dable sate, it has settled or relaxed into a solution. Given sufficient time, the Boltzmann

meachine can find the energy minimum for any best match problem.

BOOLEAN NETWORK A network comprised of some number of binary variables. The
state of each variable at each sep in discrete time is governed by some logica switching or
‘Boolean’ function applied to the dstates of some specific set of other variables in the
network.

BOOLEAN See BOOLEAN ALGEBRA

BOOLEAN ALGEBRA Set of agebraic rules, named after George Boole, in which ‘true
and ‘fase’ are equated to 0 and 1. Boolean algebra includes a series of operators (‘and’,
‘or', ‘not’, ‘nand’, ‘nor’ and ‘xor’), which can be used to manipulate ‘true’ and ‘fase
vaues. In modern notation, a Boolean dgebra is any 6tuple {B, A, A, @, 0, 1 tha
satisfies the following conditions:
1. Bisaset of dements
2. A and A are two binary operaions on B (a binary operation on a set B is a function
fromB " Bto A, for example the truth tables for ‘or’ and ‘and’) that are
2.1. commutative, abinary operation * on B is sad to be commutative if and only if



"x"y((xI BJUYI B)® (x*y=y* X))
2.2. associative, abinary operation, *, on B is said to be associative if and only if
"x"y"z((xT B)U(T B)U@EI B)® (x* (y*2)=(x*y)* 2)
2.3. idempotent, a binary operation, *, on B is said to be idempotent if and only if
"x((xT B)® (x* x=X))
3. each binary operation is distributive over the other
abinary operation A is said to be digtributive over abinary operation A on aset B if
"x"y"z(xT BYUYT B)U@ET B)® WA YA2=wAYy)A WA 2)
4. the congtant O isthe identity for A and the constant 1 is the identity for A
an identity for abinary operation, *, on B isan dement ein B for which
"x((xT B)® (x* e=x=e* X))
5. the complement operation @ isaunary operation satisfying the condition
"x(xT B® (xA@x=1)U XA @x=0)).

Since propositiona logic, interpreted as a 6-tuple {{F, T }, U, U, @, T, F}, can be shown
to satisfy such conditions it qudifies as a Boolean dgebra, and this holds true in set theory as
well, where B is the set of subsets of a given s, the operations of intersection () and
union (E) replace U and U respectively, and the set complement plays the role of Boolean
agebra complement. The question then becomes how we implement a Boolean agebra
eectronicaly. We need dectronic switches arranged into logical gates, which can be
assembled as components of larger functiona units. Once this is achieved, it becomes a
meatter of technologica progress to congtruct increasingly efficient logic gates that are smdler
and faster.

BUTTERFLY EFFECT Sad of initid, smdl and loca causes leading to unpredictable, large
and globd effects in chaotic system. See dso DETERMINISTIC CHAOS.

CATALYSS A modification (usudly an increase) in the rate of a chemical reaction that is
induced by a substance (e.g. a catalys like an enzyme) that dters the speed of, or makes
possble, a biochemica or chemicd reaction whilst remaining unchanged at the end of the
resction.

CAUSAL RELATIONS The relaions that obtain between two events when one is the
cause of the other. It is sometimes assumed that indeterminism implies noncausation; on
other views, causad relations can be determinigtic or indeterministic. Sentences that describe
causal relations between events may occur in causal explanations. See dso CAUSATION.

CAUSATION A process or a property by virtue of which one event brings about (or
‘produces’) another. The producing event is known as the cause and the event produced as
its effect. One of the most difficult concepts in epistemology and the philosophy of science,
causes are usualy assumed to be tempordly prior to, as well as spatialy contiguous with,
their effects, where the occurrence of a cause makes its effect necessary (or probable).
Although Newton's theory of gravitation gppears to violae this conception by introducing
action-at-a-distance, contemporary theories of gravitation agpped to the notion of



gravitational waves propagated at finite velocities. According to Eingtein’s specia theory of
relativity, furthermore, no causal process can occur at a rate faster than that of the speed of
light. Quantum mechanics poses puzzling phenomena that may or may not violate this
assumption. The strongest conceptions of causation are those associated with determinism,
according to which the same outcome is invariably produced as an effect when the same
cause occurs (‘ same cause, same effect’). But this turns out to be the case only when causes
ae given descriptions that are nomicdly complete (by including a specification of the
presence or the absence of every property whose presence or absence makes a difference
to the occurrence of that outcome). Somewhat weaker conceptions of causation are
associated with indeterminism, where one or another outcome in the same fixed sat of

possible outcomes variably occurs but with constant probability.

CELLULAR AUTOMATON (pl. AUTOMATA) Systems consisting of arrays (a regular
gpatid lattice) of connected individuas, known as ‘ cells, each of which follows some smple
‘local’ rule or program and can be in any one of afinite number of states. The states of al
the cdls in the lattice are updated smultaneoudy and the state of the entire lattice advances
in discrete time steps. The State of each cell in the lattice is updated according to aloca rule
that may depend on the gtate of the cel and its neighbours at the previous time step. Each
cdl in acdlular automaton could be considered to be a finite State machine, which takes its
neighbours gates as input and outputs its own gate. Cellular automata are often offered as
examples of how globa patterns can arise from purely locd interaction, with Conway’s
‘Game of Life given asacommon example.

CETERIS PARIBUS Latin for ‘other things equa’. Ceteris paribus clauses are non-gtrict
generdizations but generdizations that hold when other things are equd. They typicaly occur
conjoined with incomplete descriptions of the factors whose presence or absence bring
about an outcome. Thus, ceteris paribus, striking a match will cause it to light (but not if the
match iswet, if there isinsufficient oxygen present or if it is struck in a peculiar fashion).

CHAT A variety of synchronous systems, including IRC (Internet Relay Chat) and 1CQ (']
seek you'), which dlow two or more people to exchange text messages in red time, in
contrast with asynchronous systems such as e-mall.

CHATROOMS Conversationd ‘spaces made possible by chat software. Users log on
(often under a sdf-chosen pseudonym) to a chatroom of specific interest (e.g., concerning
technica issues) and/or populated by specified users (teenagers, seniors, science fiction fans,
etc.) and can then engage in both public and private chat with other users who are dso
logged on to the chatroom.

CHINESE ROOM An argument advanced by John Seerle to illudtrate the thesis that smilar
input/output behaviour is not sufficient to demondrate that two systems are systems of the
same kind in relation to their modes of operatiion. The Chinese room consds of an
enclosure around a person who knows no Chinese but is equipped with a set of directions



(or “dictionary’) that ingtructs him or her what Chinese characters ought to be sent out when
other Chinese characters are sent in. Although the person in the room knows no Chinese, his
or her input/output behaviour is said to be identical with that of someone fluent in Chinese. A
counterexample to the Turing test, Searl€' s argument has been the subject of a voluminous
literature. See dso EMULATION, REPLICATION, SSIMULATION, TURING TEST.

CHURCH’S THEOREM Theorem proved by Alonzo Church showing that there is no
mechanica routine (or decison procedure) for establishing the vdidity of arguments in
quantificationd logic with relations and multiple quantifiers.

CHURCH-TURING THESIS (abbrev. CTT) Broadly spesking, CTT suggedts that the
intuitive but informa notion of “effectively computable function” can be replaced by the
more precise notion of “TM-computable function”. CTT holds tha if a computationa
problem cannot be solved by a TM then it cannot be solved by an dgorithmic system. See
ALGORITHM, COMPUTABILITY, DECISION PROCEDURE, TURING MACHINE.

CLOSED-WORLD ASSUMPTION A metalinguigic rule concerning how database
queries are to be handled: the closed world assumption dlows the inference of a negative
literd = P(ty, ..., P,,) from afalureto infer its positive counterpart P(ty, ..., P,). Although the
rule is formaly unsound, it does dlow for defeasble inference, in that if the literd F(ty, ...,
P.) were to be added to the database, - P(ty, ..., P,) would no longer be inferred.

CLOSURE A st of objects Sis closed under an operation R when for every member x of
thest S if x isR-rdlated to y, then'y isamember of set S.

COGNITION Any instance of any menta operation a any time where something stands for
something else in ®me respect or other. Ordinary instances thereof include perception,
recognition, inference, memory, and problem solving. Alternatively, a causa process that
occurs when a system that has the ability to use sgns of a certain kind becomes conscious of
the presence of a 9gn in reation to its other internd dates. When the system becomes
conscious of something that functions as a Sign for the system, cognition occurs as an effect
of interaction between that Sgn and those states. Alternatively, any mentd state that requires
or involves representations.

COGNITIVE FUNCTIONS According to the computationd theory of mind, cognitive
(mental) abilities are exercised by means of the computation of cognitive functions. An
example of a cognitive function in low-leve vison is a function that maps petterns of retind
gtimulation onto representations of scenes before the visual observer’s eyes.

COGNITIVE MODELING The use of computers to Smulate aspects of human thinking.



COGNITIVE SCIENCE Study of the nature and laws of cognition in human beings, other
animals, and possibly machines. Cognitive science is an interdisciplinary fiedd embracing
philosophy, psychology, artificid intelligence, neuroscience, linguigtics, and anthropology.
The dominant paradigm within cognitive science has been the computational conception,
which assumes that human beings and digitd computers operate according to the same
principles, a some suitable level. More recently, connectionist conceptions of the brain asa
neurd network have supplied the foundation for dternative theories of cognition, which may
afford new solutions to the nature of mind and the mind/body problem. While computers
may be useful within cognitive science, they are not essentid to its being. A science of
cognition could il be pursued even in the absence of these machines.

COHERENTISM A theory of judtified belief according to which judtification for a belief (or
aset of beliefs) derives from confirmation or agreement from other beliefsin the st.

COMBINATORIAL OPTIMIZATION A combinatorid optimisation problem takes the
form of minimizing the cost of certain solutions to a given type of task; atypicd such task is
to maximize the flow of goods in a road network, given that each road has a maximum

capacity.

COMBINATORICS The area of mathematics concerned with counting classes of finite
structures.

COMPACTNESS THEOREM A fundamenta result about the nature and expressve
limitations of classcd fird-order logic: it Sates that a set G of sentencesis consgtent if and
only if every finite subst &, of G is conagent. Together with the Lowenheim-Skolem
property, it characterizes first-order logic.

COMPETITIVE NETWORKS Connectionist networks (or artificia neura networks) in
which units (or nodes) form pools: the units in a poal are dl mutudly inhibitory, while units
outside of the pool bear excitatory connections to one or more unitsin the pool.

COMPILER A programming tool that trandates a program written in a familiar high-leve
language like Basic, C++, or Java, into, typicdly, the machine language of a computer,
which is composed only of zeroes and ones.

COMPLETENESS THEOREM A feature of classcd firg-order logic according to which a
sentence f isalogica consequence of a set G of sentences if and only if there is aformd
proof of f dl of whose assumptions are drawn from G.

COMPUTABILITY The class of problems that can be solved by means of the application
of dgorithms to formda sysems. The Church Turing thes's establishes that auniversd Turing



machine has the capacity to imitate any forma system, which implies that the boundaries of
computability are the same as those of problems that can be solved by universa Turing
machines. A padld thess about the nature of thought mantans that dl thinking is
computation because computability itsalf defines the boundaries of thought.

COMPUTATION, THEORY OF The mathematicd andyds of data Structures and
agorithms.

COMPUTATIONAL PROCESS Genericdly, any form of behaviour or pattern of actions
indantiating a forma specification and resulting in a Sate trangtion from input conditions to
output conditions. For example, the process by which a card player arranges cards in her
hand, and the process by which a computer sorts names in a customer list, though they share
nothing in common physcaly, may nevertheless embody the same computationa process.
More technically, see ALGORITHM and COMPUTABILITY.

COMPUTER SCIENCE The science concerned with the study of computationa processes
and with the design and implementation of hardware and of software to solve problems,
characterigticaly by means of dgorithms (or effective procedures) implemented in the form
of programs.

CONCEPTS What words stand for, sgnify, or mean, especidly when meanings are taken
to be in our heads rather than in the world. Words that are synonymous stand for the same
concept. When sentences are synonymous, then they may be said to stand for the same
proposition. Concepts are sometimes analysed as complex forms of digpogtions or habits of
mind and habits of action that ingtantiate different meanings.

CONCEPTUALIZATION An abdract, amplified view of some domain that we wish to
represent for some purpose. See also ABSTRACTION.

CONDITIONALIZATION A process of changing degrees of belief under the influence of
new information in accordance with (a specid application of) Bayes theorem. If ‘Pn’ stands
for the new probability digtribution (‘ posterior’ to or subsequent to the acquisition of some
new information E) and ‘Po’ stands for the old distribution (‘prior’ to the acquisition of that
new information E), then according to the principle of conditiondization, Pn(X) = Po(X/E)
= Po(E/X) « Po(X)/Po(E). Given thisinterpretation, Bayes theorem functions as adynamic
requirement that must be satisfied by sets of beliefs as they change across time as opposed
to its norma use as a datic requirement of a set of beliefs a one time. See dso
BAYESIANISM, BAYES THEOREM.

CONDITIONALS Complex sentences of ‘If .. . then ' form, wherethe®. .. sentence
is known as the antecedent and the* _’ sentence as the consequent. While many kinds of
conditionas occur in English, logicians focus on certain varieties in congtructing models for



underganding arguments. The smplest kind of conditiond is the material or ‘truth-
functiond’ conditiond, where the truth or fadty of a sentence of this form depends
exclusvely upon the truth vaue of its components. When ether the antecedent isfase or the
consequent is true, sentences of this kind are said to be true. A second kind of conditiond is
the subjunctive (or ‘were’/'would’) conditiona, which characterizes how things would be
on the assumption that the antecedent were true. Thus, the sentences, ‘If this stick of
dynamite were ignited, then it would explode’, and ‘If this stick of dynamite were ignited,
then it would not explode, as materia conditionals, might both be true as long as ther
antecedents are fase. But as subjunctive conditionds, they cannot both be true, snce they
characterized different ways things would be on the assumption that their antecedents were
true. Subjunctives with fase antecedents are aso caled counterfactual conditionds.
Among various kinds of conditionals that are dso studied by philosophers of science are
causdl conditionds, nomic conditionas, and probabilistic conditionas.

CONFIRMATION VS. TRUTH Evidence that confirms an hypothesis does not thereby
guarantee its truth. Truth appears to be a rdation involving sentences in a language where a
sentence is true when what that sentence asserts to be the case is the case. But a sentence
can be confirmed even if it is fdse and can be true even if it is never confirmed. The
hypothesis of the existence of intdligent life e sewhere in the universe may betrue, yet remain
unconfirmed. Newtonian mechanics was among the best confirmed theoriesin science, yet it
no longer gppears to be true. Truth is a semantic (or ontic) concept, but confirmation is a
pragmatic (or epistemic) concept. For theories, such as coherence theories, that reject more
traditiona conceptions of truth, belief sets that satisfy specific relations of coherence among
themsalves, in particular, may be viewed as confirmed or as true (or both).

CONJUNCTIVE Pertaining to conjunction, asin A & B, where both A and B are true.

CONNECTED PROBLEMS Problems that do not divide into independently solvable
subproblems. A paradigm example is the traveling sdlesman problem. The god isto find the
shortest route that a sdlesman can take to vist each of anumber of cities, while vigiting each
city only once. Since which city the sdlesman visits depends on which cities he has dready
vidted, the problem does not divide into independently solvable subproblems.

CONNECTIONISM An approach to computation, cognitive science and philosophy of
mind that views the brain as a neurd network of numerous nodes that are cagpable of
activation. These nodes can be connected to other nodes where, depending on their levels
of activation, they might bring about increases or decreases in the levels of activation of
those other nodes. These patterns of activation, in turn, can function as sgns for the larger
systems of which they are otherwise meaningless parts by coming to stand for other things
for the systems of which they are dements. This process is known as learning, conditioning,
or reinforcement, where the impact of experience in the shaping of behaviour depends upon
the causd tendencies indantigted by a specific connectionist system. Connectionist
architectures of the brain differ from traditionad conceptions in many respects. One is that
connectionist brains are capable of parale processng, which means that more than one



stream of data, information, or knowledge may be processed a the same time. Traditiona
machines can be arranged to process data Smultaneoudy, but each machine can only
process one stream of data sequentially. More important is that connectionist brains are
capable of distributed processng, which means that the bearers of informetion or knowledge
in connectionist systems are patterns of activation rather than individud nodes. Some
versons of connectionist system make individua nodes (or units) the bearers of information,
but they fal to exploit what may be the greatest advantage of the connectionist approach.
Additiondly, different kinds of connectionist systems seem to typify different species. Thus,
connectioniam offers an goproach tha promises to darify and illuminate the menta
properties of other species. This is the dminant research program in cognitive science
today. Among the most important books within this area is a two-volume set of studies
edited by David Rumehart, James McClelland and the DPD research group.

CONSCIOUSNESS A date of awareness capable of degrees, where a person (animd,
machine) might be conscious of some phenomena but not conscious of other phenomena
The range of possible awareness gppears to be determined by neurophysiologica capacities
under the influence of environ menta higtories. Thus, with respect to signs (marks,
symbols), for example, a person may be said to be conscious with respect to Signs (marks,
symbols) of some kind when they have the ability to use those symbols and they are not
incgpacitated from exercisng that ability. When a sign (mark, symbal) of that kind occurs
within suitable causd proximity, then cognition results. Consciousness should be
diginguished from sdf-consciousness, which is an awvareness of one's own sdf. Sdf-
consciousness, like consciousness, is ament able to degrees, where some persons are more
sdf-conscious (sdf-aware or salf-knowing) than others.

CONSTRUCTIVISM Erng von Glasersfeld defined as ‘radical condructivism’ the dam
that knowledge is actively built up by the knowing subject. Thus, the externd world does not
exist independently of the subject, as a separate ontologica redlity; on the contrary, it exists
asthe world of the subject’ s experience.

CONVENTIONS Shared habits, tendencies, and dispositions qualify as conventions when
they are reinforced by the community, as in the case of natura languages taught by public
schools.

COOKIE File placed on a user’s computer when the user vidits a web site. The file dlows
the web dte to keep track of subsequent visits. Cookies can be sent without the user’s
knowledge or consent.

COUNTERFACTUAL SUPPORT A generdization is said to be counterfactual-supporting
if it is not only true of its instances, but dso would be true of rdevant nortinstances. For
example, the generdization ‘metals expand on heeting’ is counterfactua- supporting because
it not only says something true about what happens to heasted metds, but dso says
something true about what would happen to unheated meta's, were they heated (contrary to



actud fact). In contragt, ‘everything in Nelson Goodman'’s pocket on VE Day was slver’ is
not counterfactua-supporting because, even if dl the things in Nelson Goodman’s pocket on
VE Day were in fact Slver, there are many non-slver objects that might have been in Nelson
Goodman's pocket on VE Day. It is widely thought to be a requirement on nomic
generdizations (as opposed to mere accidentaly true generdizations) that they support
counterfactuals.

COVARIATION (OF PROPERTIES) Properties P and Q covary just in cae P is
ingantiated if and only if Q isindantiated.

CRYPTOLOGY The study of the mathematics of secret codes or cryptosystems. It
encompasses cryptography, the art of designing cryptosystems, and cryptanayss, the art of
breaking cryptosystems.

CURRY-HOWARD CORRESPONDENCE A correspondence between terms in the
cdculus and proofsin intuitionist logic

CUT A formd property of classcd fird-order logic and many defeasible sysems (more
precisaly: of the associated consequence rations) according to which adding a previoudy
reached conclusion to the premise-set does not lead to any increase in inferentia power.

CYBORG A short form of ‘cybernetic organism,” that is, Some machine-animd hybrid.

DASEIN Heidegger’'s name for human being. The German literaly means ‘being theré or
‘there being.” Because of its technicd philosophicad meaning, it isusualy not trandated.

DATA ABSTRACTION The specification of computational objects (like customers,
recipes, flight plans, chat rooms, etc.) and dl operations that can be performed on them,
without reference to the details of their implementation in terms of other data types. Such
objects, caled data types, once they become implemented, assume ther place among
integers, arrays, and so on as legitimate objects in the computational world, with ther
representation detals, which are necessarily more machine-oriented, being invisble to ther
users.

DATA Normaly, information is conveyed by large clusters of well-formed, codified data,
usudly aphanumeric, which are heavily condrained syntacticaly and dready very rich
semanticaly. However, in its Smplest form adatum is any lack of uniformity or anything thet
makes a difference: alight in the dark, a black dot on a white page, a1 opposed to a0, a
sound in the slence, the difference between the presence and the aisence of a signd. In
chapter five, data are aso defined as congraining affordances or answers without questions:
12 is a 9gn that makes a difference, but it is not yet informative, for it could be the number



of the astrologica Sgns, the Size of a pair of shoes or the name of a bus route in London, we
do not know which. Computers certainly treat and ‘understand’ data. It is controversa
whether there is any reasonable sense in which they can be said to treat and understand
informetion.

DATA STRUCTURE A way to store and organize data in order to facilitate access and
modifications.

DATAGLOVE A dlove-like device containing sensors that provides computer input
concerning the movements of the usar’s hand, dlowing the manipulation of computer-
generated objectsin virtud redity.

DEBUGGING The process of iminating errors (or ‘bugs') from a computer program.

DECISION PROBLEM (ENTSCHEIDUNGSPROBLEM) Formulated by Hilbert, the
decison problem for a given forma system is the problem of providing aformd agorithm to
determine whether a sentence G can be inferred from a given knowledge base in the system.
More broadly, adecison problem takes the form of afamily of problem instances, for each
of which a ‘yes or ‘n0’ answer is required. In the case of the decison problem for
predicate logic, the ingtances take the form of sentences of firs-order logic, for which we
want to know the answer: ‘Is this sentence satisfiable? The decision problem for classica
firg-order logic was proved to be unsolvable by Church and Turing in 1936.

DECISION PROCEDURE (Also known as ‘ effective procedure' .) A routine or procedure
that can be carried out in a finite sequence that in every case yields a definite answer (‘Yes
or ‘No’) to a question within a specific domain of inquiry. The discovery of a decison
procedure for a fixed class of problems is known as the decision problem. Once adecision
procedure has been found, the problem is solvable and those questions are decidable. See
aso ALGORITHM and DECISION PROBLEM.

DELTA RULE A supervised learning dgorithm for weight change in connectionist networks
(or atificid neurd networks). The agorithm changes the weights leading from units (or
nodes) sending Sgnds to output units on the bass of the discrepancy between the actua

output and the desired one S0 as to lesson the difference.

DERIVABILITY, SYNTACTIC A formula of a foomd system is syntactically derivable
from a et of formulae of aforma system (as premises) when it follows from those premises
in accordance with an accepted rule of inference of that system. When those premises are
axioms of the system, such a formulae is said to be a theorem. Such rules of inference are
formd insofar as their goplication depends exclusively upon the forma properties (of shape
and sze, etc.) of the marks that condtitute (what is usualy caled) the vocabulary of that
system, without concern for possible interpretations that make those formulae meaningful or



true. The condruction of a forma system, however, is normaly motivated by the desire to
reflect corresponding relations of semantic entaillment with respect to the objects and
relations of some abgtract or physica domain.

DETERMINISTIC CHAOS Attractor of a dynamica system with nonlinear dynamics,
nonperiodic and bounded trgectories, and exponentia dependence oninitid conditions. See
aso BUTTERFLY EFFECT.

DIGITAL A description of data or information thet is stored or transmitted as a sequence of
discrete symbols from afinite set. Most commonly, this means binary data represented using
electronic or dectromagnetic Signds. In chapter 13 adigita property (or process or system)
isone that isfinitely recursve.

DOMAIN ONTOLOGY The extenson or specification of atop-level ontology with axioms
and definitions pertaining to the objectsin some given domain.

DYNAMICAL SYSTEMS THEORY Popularly known as chaos theory, the study of the
iterative dynamics of classes of mathematical functions, and their gpplications. A centrd
focus of dynamicd systems theory has been iterated mathematicd functions that show
‘sensitivity to initia conditions : when the output of the function is repesatedly taken as input,
initid conditions that are arbitrarily close produce results arbitrarily far gpart, something
known asthe *butterfly effect’.

EFFECTIVE PROCEDURE See DECISION PROCEDURE.

EMERGENCE Synergetic and macroscopic phenomena of dynamica systems explained by
collective and non-linear interactions of their dements.

EMULATION One system emulates another when they stand in ardation of replication and
are composed of the same materid. Thus, if humans and machines can not only smulate
each others input/output behaviour but aso share the same modes of operation, then they
can gand in a relation of replication. But only systems that are composed of the same
components--such as metal and slicon or flesh and blood--can sand in a relation of
emulation. In relaing sysems on the bagis of ther input/output behaviour, their modes of
operation, and their materid of compodtion, this is the srongest possible relationship
between systems. See dso REPLICATION, SIMULATION, TURING TEST.

ENTAILMENT (SEMANTIC) A st of interpreted formulae of a forma system (the
premises) semanticdly entalls another interpreted formula (the concluson) when the
concluson cannat be untrue if the premises are true (the use of “untrue’ ingtead of "fase" is
meant to avoid ruling out many-vaued versons of entailments). The congtruction of aformd



system tends to be motivated by the dedire to establish rdations of syntactic derivability
reflecting corresponding relations of semantic entallment. Within sententia  logic, for
example, an argument is syntacticaly valid if and only if its corregponding conditiond, thet is
a conditional formed by taking the conjunction of its premises as its antecedent and its
concluson as its consequent, isalogicd truth.

EPISTEMIC Of or pertaining to knowledge or justification.

EPISTEMOLOGY See ONTOLOGY/EPISTEMOLOGY

ERGODIC SOURCE A stochastic source of an unlimited number (or ensemble of unlimited
sequences) of symbols (messages), which satisfies two properties: (i) the statistica nature of
its messages does not change with time (the source is stationary); and (ii) the statistics based
on one message apply equaly well to dl messages that the source generates. A tossed coin
isan ergodic source.

EROTETIC LOGIC The logic of questions, answers, and the formd relations between
them.

EUKARYOTE One of the two mgor groupings into which dl organisms are divided (the
other is prokaryote). Included are al organisms, except bacteria and cyanobacteria. The
cdls of eukaryotes possess aclearly defined nucleus, bounded by a membrane, within which
DNA is formed into digtinct chromosomes. Eukaryotic cels dso contain mitochondria,
chloroplagts, and other structures (organelles) that, together with a defined nucleus, are
lacking in the cells of prokaryotes.

EXPERT SYSTEM In its narower sense, expert systems are restricted to production
systems of condition/action rules, where when certain conditions are fulfilled, a certain action
is taken (or recommended). In a broader sense, expert systems are any systems that are
based upon domain-specific knowledge acquired by an expert. In this sense, scripts and
frames and semantic networks may qudify, too. Typicaly, the condruction of an expert
system is envisioned as a process of knowledge acquisition, knowledge representation, and
knowledge utilization. Perhaps the most important problem encountered in the devel opment
of expert sysemsis picking the right expert.

EXPONENTIAL If F (n) is aquantity depending on a numerica parameter n, then we say
that F (n) isexponentid in nif thereisacongant ¢ ? 0 so that F (n) ? 2 cn for infinitely many
n. For example, the truth-table method for deciding satidfiability of propodtiond formulas
requires exponentidly many steps as a function of the number of varigblesin aformula.

EXTENSION OF A THEORY In defeasble reasoning, an extenson is a maximdly
consstent set of defeasible conclusions that reasoners could be regarded as warranted in
inferring from the theory. In many formdisms, theories can have zero, one, or more
extensons.



EXTERNALISM The view that a leest some of the conditions that make knowledge
possible may forever lie beyond or externd to the ken of the would-be knower.

FEEDBACK Informdly spesking, the return of asignd that indicates the effect of an action,
in order to determine further action by a (mechanical, dectrica, eectronic) system. Negeative
feedback is digtinguished from positive feedback. In the first case the returning sgnd is error
correcting; in the second casg, it is error amplifying.

FEEDFORWARD NETWORKS A non-interactive connectionist network (or artificia
neurd network) in which activation flows in one direction only, from input units (or rodes)
through however many layers of hidden units the network contains to output units. The
Hamming net is awiddy used feed-forward network with three layers of units, one of which
isalayer of hidden units

FIXED POINT in a phase space, a point that is attractor of dl trgectories of a dynamica
sysem.

FLOATING POINT OPERATION The hardware of current conventional computers (and
pocket cdculaors) is desgned to perform ‘floating point arithmetic,’ that is, their basc
aithmetica dircuits peform additions and multiplications of numbers represented in
‘scientific notation,’” as in the case of Avogadro’s number N = 6:02252 \Theta 10 23 . A
common measure of speed for supercomputers is the number of floating point operations
performed per second; a speed of one megaflop represents one million floating point
operations per second. The IBM RS/6000 SP supercomputer was reported in June 2000 to
have a performance in excess of 1 teraflop (a trillion (10*) floating point operations per
second).

FORMAL PROGRAM VERIFICATION DEBATE The debate over whether forma
program verification can offer guarantees of program correctness and reliability. Opponents
of forma program verification clam that it can offer no such guarantees. Proponents bdieve
that it can largely replace program testing in the identification of program bugs (errors).

FORMAL PROGRAM VERIFICATION The process of determining whether a program
conforms to its specification, not by empirically testing the program to observe its behaviour,
but by mathematically reasoning about its dgorithm as aformal, abstract object.

FORTRAN A programming language, designed in the 1950's, intended for the solution of
scientific problems

FOUNDATIONALISM The view that some beliefs are not justified by other beliefs, but by
experience, self-judtification or some source other than relation to other beliefs.



FRAME PROBLEM There appear to be severd versons. The most redtricted verson
takes it as the problem of designing and implementing a program for anticipating what will
and what will not change about a Stuation (or Sate of affairs) acrosstime. A less redricted
verson takes it as the problem of discovering the kind of knowledge that would provide the
foundation for designing and implementing a program for solving the first verson. Moreover,
some theoreticians maintain that the problem concerns common sense rather than scientific
knowledge, whereas others, with some judtification, contend that scientific knowledge is
required to resolve it. Among those who dedls with this problem are John McCarthy and
Pat Hayes.

FUNCTIONAL A mathematicd function whose domain is a set of functions. For example,
definite integration is a functiond which, when given afunction, returns a number (the integrd
of that function over a particular interva).

FUNCTIONAL PROGRAMMING A programming language is functiond if it has no
assignment statements: this makes its semantics particular tractable.

FUNCTIONALISM There are at least two principa varieties. The first is machine state
functiondism, which maintains that human beings can be properly understood as specia

ingances of computing machines, and menta activity involves functiond trangtions from one
date to another. This podtion was advocated by Hilary Putnam in some of his early work.
The second is causal role functiondism, which maintains that the mean ing of a mentd

representation (symbol, Sgn) ether is or is determined by its causd role in influencing
behaviour. Machine gtate functionalism is not widely advocated at present, but causd role
functiondism is popular.

GELASSENHEIT German for camness, composure, tranquillity. Used by Mester Erkhart
to name mystical detachment or releasement. Heidegger picks up the term and presents the
Gelassenhelt as the opposte of the technologicd attitude toward the world.

GESTELL A German word that in everyday parlance means ‘stand,” ‘rack,’” ‘shelf,” etc.,
which Heldegger adopts as a technicd term for what he cdls the essence of modern
technology, its enframing of the world, transforming the world into Bestand or resources.

GOFAI Good Old-Fashioned Artificid Intdligence, see Al, STRONG.

HEBB RULE A learning dgorithm for weight change in a connectionist network (or artificia
neurd network). The Hebb Ruleis based on Donald Hebb's hypothesis that the connections
between two neurons might strengthen whenever they fire smultaneoudy. According to
Rumehat and McCldland's formulation of the Hebb rule, the weight of a connection
between units should be increased or decreased in proportion to the products of their
gmultaneous activetions.



HALTING PROBLEM The problem of deciding whether a particdar computer program
will ultimately hdt or not. This was higoricaly the firs undecideble problem to be
discovered.

HAPTIC Pertaining to the sense of touch. In the context of computers, haptic feedback can
refer to the ample fed of a keyboard or mouse, or to more sophisticated forms of tactile
feedback employed by some virtud redity systems.

HEAD-MOUNTED DISPLAY A hemet or goggle-like device that provides computer
input concerning the user's head and eye movements which are then used to change and
update virtud redity displays in ways appropriate to those head and eye movements.

HERMENEUTICS From the name for the Greek messenger god, Hermes, hermeneutics is
the study of messages or the science of interpretation.

HEURISTICS In the absence of agorithms, generdizations or ‘rules of thumb’' that are
useful but have exceptions can turn out to be very helpful in deding with problems that might
not otherwise be resolved. Since inductive generdizations are amenable to exceptions due to
ther fdlible character as the conclusons of arguments that are ampliative, and non
demondrative, a terminologica decison has to be arrived a as to whether reliance upon
induction is or isnot a matter of heurigtics.

HOLISM OF BELIEF FIXATION The clam that it is mpossible to fix, or come to, a
given bdief without holding in place a number of other bdiefs a the same time. According to
this view, an experimenta datum confirms (i.e. verifies, gives us some reason to believe) a
given satement only in conjunction with on€'s other theoretical commitments, background
assumptions about the experiment, and assumptions about the logicd and mathematica
gpparatus connecting the datum to these other beliefs.

HOMEOSTASIS Sdlf-regulation, the ability or tendency of an organism or acell to maintain
internd equilibrium by adjusting its physiologica processes and ther variadles, such as body
temperature or blood pressure, which are important for the survival or hedth of living
organisms.

HYPER-DIGITAL A hyper-digita property (or process or system) is one that is
trandfinitely recursve.

|CONS In the theory of signs advanced by Charles S. Peirce, icons are things that stand for
that for which they stand by virtue of areation of resemblance that obtains between that Sgn
and that for which it stands. Thus, photographs, paintings, and statues are familiar icons.



ICQ (‘1 seek you') See CHAT

ICT Digitd Information and Communication Technologies.

IMITATION GAME A gamein which athing of onekind is pitted againg athing of another
kind to seeif it can cause a contestant to mistake it for the other kind. At a party, a man
might be paired up against a woman, where a contestant might be asked to guess which is
which based drictly upon their answers to questions. If the man were trying to pose as a
woman, then he would be permitted to give fdse answers, but not the woman. As a serious
test, a machine might be paired up with a human being, where a contestant might be asked
to guess which is which based drictly upon their answers to questions. The machine would
aso be permitted to give answers that were fse. The presumption is that a machine that
could fool a human contestant into thinking that it were human would be equd to its human
counter- part with respect to the characteridtic tested. Yet even if the man were to fool a
contestant into thinking he was a woman, that would not change his sex. (Cf. emulation;
replication; smulation; Turing tes.)

INDICES In the theory of signs eaborated by Charles S. Peirce, indices are Sgns that stand
for that for which they stand by virtue of being causes or effects of that for which they stand.
Thus, samoke is an index of fire and fireis an index of smoke. Excdlent examples of indices
in this sense are symptoms in relation to a disease.

INDUCTION, MATHEMATICAL Its name notwithstanding, mathematicd induction is a
gpecid case of deductive reasoning and a fundamenta principle of mathematica reasoning
for the naturd numbers. Mathematicd induction dlows one to prove that, if O has the
property P and, whenever a number has P, so does its successor, then every number has the
property P. Vaiants of mathematica induction apply to other well-ordered or recursively
defined collections.

INFERENCE The process of drawing conclusons from premises, especidly when that
process could be judtified on the basis of logic. Thus, the free association of ideas does not
properly qudify as inference. Rules of deduction and induction are caled rules of inference.

INFERENCE TO THE BEST EXPLANATION See ABDUCTION.

INFERENCE, RULES OF Both deductive and inductive reasoning are governed by rules
of inference, which specify what follows from what (in the case of deductive rules), and what
supports what (in the case of inductive rules). A familiar deductive rules of inference is
modus ponens. Accord- ing to this rule, given ‘if pthen g and ‘p’, infer ‘q’, where the
concluson cannot be fdse if the premises are true. A familiar inductive rule of inference is
the straight rule, which is dso known as induction by enumeration: if m/n observed As
have been Bs, infer that m/n As are Bs, when a large number of As have been observed



over awide variety of conditions. But inductive conclusions can il be fase even when their
premises are true.

INFORMATION (SEMANTIC) Chapters 4 and 9 follow Foridi’s definition: in its wesker
sense, semantic information is wel-formed, meaningful data; in its sronger sense, well-
formed and meaningful detathat is truthful. See dso DATA.

INFORMATION CARRY NG According to Dretske, asigna r carries the information that
p just in case the conditiond probahility of p, givenr, (and k, the knowledge of the receiver
of r), is1 (but given k aone, lessthan 1).

INFORMATION SYSTEMS ONTOLOGY A concise and unambiguous description of
principa, relevant entities of an application domain. A dictionary of terms formulated in a
canonicd syntax and with commonly accepted definitions, of such a sort that it can yidd a
shared framework of knowledge-representation on the part of different information systems
communities.

INTELLIGENCE Hidtoricdly, inteligence has been viewed as the capacity or ability to
learn. When that ability or capacity is evduated in relation to one's chronologicd age by
employing sandardized tests, the result is a numerica vaue known as 1Q. The problem that
has plagued 1Q tests is that 1Q must be something more than merely an 1Q test score or else
it would not be worth measuring. There are those who suggest that the term ‘intelligence
caries with it an evduative connotation, where its meaning presupposes mentdity and it
indicates a high level of mentdity. Alternatively, its use in the context of the phrase,
‘atificd intelligence , raises the posshility that, even if machines are incagpable of possessing
‘ordinary intdligence, they might sill be described as ‘inteligence machines by virtue of
their capacity to perform various complex tasks successfully and reliably, especidly ones
that have required human beings in the past.

INTENTIONAL About something. Things that are about other things (e.g., mental states,
words) are said to have intentiona properties. Not to be confused with a different, ordinary
usage of ‘intentiond’ to mean on purpose.

INTERACTIVE NETWORKS Connectionist networks (or artificia neurad networks) in
which two units (or nodes) can mutudly influence each other’ s ate of activation.

INTERNALISM The view that the conditions that confer knowledge or judtification mugt, in
principle, be ble to the would-be knower.



INTERPRETATION An interpretation for alanguage L specifies a non-empty doman D of
individuas and assigns objects from D to the names of the language and sets of ntuples
from D to the n-place predicates of L .

INTROSPECTION A faculty or capacity for deriving knowledge, especialy about one's
own menta states, by internal observation. Two kinds of knowledge by introgpection can be
digtinguished, those which attend to mental states a the time of their occurrence and those
which attend to mentad states that have been acquired in the past. When past menta states
are the object of contemplation through a process of recollection or remembering, the
introspective faculty is dso known as that of memory.

IRC (Internet Relay Chat) See CHAT

ISOMORPHISM A structure preserving, one to one mapping from one structure to another
dructure, dso holding in the inverse relation.

KNOWLEDGE REPRESENTATION Different schemes for representing knowledge have
been advanced, including predicate calculus, scripts and frames, and production systems.
The theory of knowledge representation, when adequately elaborated, ought to provide a
foundation for understanding when one or another mode of knowledge representation is
most gppropriate and the strengths and limitations thereof.

KNOWLEDGE VS. BELIEF The tradition theory of knowledge holds that x knowsthat p
if and only if (i) x beieves that p, (ii) x is judified in beieving that p, and (iii) p is true.
Hence, knowledge is envisoned as warranted true belief. Some aternative conceptions of
knowledge have viewed knowledge as true belief, in which case the possesson of
knowledge can be merely accidental, or as warranted belief, in which case persons can
know things that are not true. Belief itsdlf, however, is never viewed as sufficient for
knowledge, where the importance of beliefs in practica contexts ssems from the guidance
that they provide in the conduct of behaviour and in theoretical contexts from the foundation
they provide for sysemdticaly explaining and predicting events.

KNOWLEDGE, EMPIRICAL Knowledge about the externd world, especialy knowledge
that is justified on the badis of direct perception or inductive or deductive inferences based
upon direct perception. Alternatively, any knowledge that is synthetic rather than andytic
and a poderiori rather than a priori. A digtinction may be drawn between empirical and
scientific knowledge, where the objects of empirical knowledge are sngular sentences that
describe the contents of relatively isolated regions of space/time and the objects of scientific
knowledge are generdizations (hypotheses and theories) about laws of nature that define
the world's gtructure. Scientific knowledge can then be said to be based on empirica
knowledge, yet not be reducibleto it.



KNOWLEDGE, STANDARD DEFINITION OF The definition of ‘knowledge as true
belief supported by evidence. Beginning with Plato’s Theaetetus, ‘knowledge' isviewed as
true belief plus something which has the function of preventing knowledge from being merdly
a matter of accident or hunch, superdtition or a lucky guess. This conception assumes that
knowledge requires satifying a suitable condition of evidential justification that goes
beyond having a bdlief that happensto be true.

LAMBDA CALCULUSA logica cdculus based on the idea of the gpplication of functions
to their arguments

LANGUAGE A system of sgns used for communication between human beings. Ordinary
languages include English, French, German, and any other used by a community of humans.
Artificial languages can be congtructed for specid purposes, such as the development of
forma sysems, the programming of computers, and the like. Se aso ARTIFICIAL
LANGUAGE, NATURAL LANGUAGE, SEMANTICS and SYNTAX.

LANGUAGE OF THOUGHT HYPOTHESIS The thess that there is a system of mentd
representation with a compositiona syntax and semantics. This language is often cdled
Mentalese. Perhaps the leading theory of thinking in the computationa theory of mind
gopeds to the language of thought hypothess, maintaining tha thinking conggs in the
manipulation of menta symbols in virtue of therr syntactic properties. These syntactic
operations are supposed to are such that the menta symbol trangtions can be interpreted as
processes of reasoning (deductive, inductive, or analogica) given the meanings of the menta
symbals. The theory of meaning for mentd symboals is caled psychosemantics. (See entry
SYMBOLS [2], on the meanings of mental symbols.) Jerry Fodor, the leading proponent of
the language of thought hypothes's, has argued that concepts are words in the language of
thought, and that having a propostiona attitude in a certain intentiondl mode (e.g., belief,
desire, intention, etc.) with the content that P condsts in bearing a computationd relaion
condtitutive of the intentional mode to a mentalese sentence that means that P. Thus, for
instance, to believe that P is to bear a certain computationd relation R condtitutive of the
belief relation to a mentalese sentence that means that P, to desire that P isto bear acertain
computationd relaion R* conditutive of desire to a mentalese sentence that means that P,
and so on. This theory of propositiond attitudes, he contends, offers the best explanation of
the systematicity of capacities to have propostiona atitudes and of the productivity of
propositiond attitudes. Fodor has dso maintained that every (neurologicaly norma) human
being has an innate sock of primitive mentad symbols (concepts) that are sufficient, in
principle, to draw every didtinction that may ever be drawn in any human language. This
innateness hypothesis is, however, logicaly independent of the language of thought account
of thinking, concepts, and propositiona attitudes.

LANGUAGE, ARTIFICAL Any sysem of notation and its rules of correct use (syntax)
which has been congdructed for specia purposes other than ordinary communication
between the members of a language-usng community. Good examples incdlude forma
sysemsin logic and pure mathematics (as uninterpreted systems) or programming languages
in computer science (as interpreted systems). According to this definition, certain specid



cases (such as Morse code) can be viewed as fdling in between naurd and atificiad
language. See dso LANGUAGE, SEMANTICS, SYNTAX.

LANGUAGE, NATURAL Any sysem of notation and its rules of use which has been
developed for the genera purpose of facilitating communication between the members of a
language-using community. Examples incdlude English, French, German, Russan, Japanese,
and Chinese. They are often viewed as conventiond. Though the basic unit of meaning for a
language appears to be the habits, tendencies, and digpostions of individud language users,
communities (usudly typified by the populations of specific geographica regions, with ther
traditions and practices) promote the use of the same linguigtic habits, tendencies, and
dispositions between different language users to promote communication and cooperation
between them. See dso ARTIFICIAL LANGUAGE, LANGUAGE.

LIGHT Al The dternative to GOFAI (Good Old-Fashioned Artificid Intelligence), see Al,
Strong.

LIMIT CYCLE In a phase space, closed orbit that is attractor of al trgjectories of a
dynamica system.

LINEAR DYNAMICS Dynamics determined by a linear equation: The rate of dynamica
effectsis proportiond to its cause.

LINEAR PROGRAMMING Suppose that we are given a number of variables that can
take red or integer vaues, and that we wish to maximize an objective function given as a
linear function of the inputs such as 5x+3y polynomid: A polynomid in one varidble nis an
expresson such as5n 3 +3n 2 n liesin the fact that in apolynomid, n occurs in the base, but
the exponents are fixed, while in the second expresson, n occurs in the exponent.

LISP Higorically the firgt functiona programming language

LISTSERV An email system that distributes messages to and from a list of subscribers.
While mogt listservs automaticaly redistribute messages to members as they are sent, some
listservs are moderated: messages firs go to the moderator/editor who then determines
whether they are appropriate for further distribution and discusson by the lis members.

LOGIC The dudy of arguments, which are usualy separated into the categories of
deductive and inductive. The first system of logic was that of classca term logic, formdized
by Arigotle, which studied the validity of arguments that can be formulated by means of a
restricted class of sentences having specific kinds of logica form. Classicd term logic
characterizes the conclusions that follow from one premise (caled immediate inference) and
the conclusions that follow from two premises (cdled syllogidtic inference), when premises



and conclusions are restricted to so-cdled categorica sentences. Until around the mid-19th
century, Arigtotdian logic was widely viewed as exhaudive of the subject. But the
introduction of the sententia function by Gottlob Frege revolutionized the subject, and today
Arigotelian logic is recognized to be only a specid and relatively modest fragment of
modern logic, which includes sententid logic (or the dudy of arguments when whole
sentences are the basic units of andyss) and predicate logic (or the study of arguments
when sentences are anadysed on the basis of ther internd structure). Although dementary
logic is exclusvely extensond (or ‘truth functiond’), advanced logic pursues the
formdization of intensond rdations that are not merdly truth-functiond, including the nature
of subjunctive, causd, and probabilistic conditionals, but aso set theory, recursve function
theory, and the theory of models.

LOGIC, AUTOEPISTEMIC The modd logic of the operator ‘the agent knowsthat p’. The
agent can reach (defeasible) conclusions about the world based on its own epistemic state.

LOGIC, CLASSICAL TERM A system of logic studied by Arigtotle that is restricted to the
vdidity of arguments that are composed of sentences of four basic kinds cdled * categorica
sentences, namely: (A) universal affirmative All Sare P; (E) universal negative No S
are P; (1) particular affirmative Some Sare P; and (O) particular negative Some Sare
non-P. There are two principal branches, know as immediate inference (which sudies
arguments having one categoricd premise and one categoricd conclusion) and syllogistic
inference (which studies arguments having two categorical premises and one categorica
concluson). Medieva logicians discovered that two sets of logicd relations are involved
here, depending upon whether the subject S-term) and predicate (P-term) classes are
assumed to have at least one member, which is known as the existential presupposition.
On the exigentia presupposition, for example, (1) sentences follow from (A) sentences, but
not when that presupposition is not made. Hence, even with respect to immediate inference,
there are two sets of logica rdations, known as the strong and as the weak squares of
oppodtion, whose respective differences depend upon whether the exigtentid
presupposition is adopted.

LOGIC, DEFAULT A paticulaly flexible, non-monotonic formaism introduced by R.
Reiter, based on the notion of adefeasible inferencerule caled a‘default’.

LOGIC, EXTENSIONAL Any system of logic thet restricts its atention to truth-functiona
operators and truth-functiona properties of and relations between sentences. Operators,
properties and relations of this kind are exclusvely ones for which semanticaly reevant
features of language and logic are limited to functions of truth values (trueffase) exclusvely.

LOGIC, INTENSIONAL Any sysem of logic that goes beyond merely truth-functiond
operators and truth-functional properties of and relations between sentences. Among the
kinds of sentences that are studied within intensond logics are subjunctive conditionas,



counterfactua conditionals, nomologica conditionas, deontologica conditionds, and others
unnamed.

LOGIC, INTUITIONIST A logic, invented by Brouwer and based on the idea of menta
congtructions, which rejects the principle of excluded-middle.

LOGIC, MODAL A logic desgned to represent date trangtions the logic associate a
moddity ] with each dtate trandtion ® , where semanticaly a sentence [J A istrue a a
date sif and only if A istrue & every sate Stsuchthat s® st

LOGIC, PREDICATE Any sysem of logic that analyses the vdidity of arguments on the
bass of the internd Structure of sentences rather than treating them as basic units of anayss.
Even the traditional argument, ‘All men are mortal; Socrates is a man; therefore, Socratesis
mortd’, cannot be successfully anadlysed within sententid logic, Snce it has the form, ‘p; q;
therefore, ', where ‘p’, ‘q’, and ‘r’ are variables sanding for unspecified sentences, which
is not a vdid form. Within predicate logic, however, it can be anaysed as having the form,
‘X)(Hx ® MXx); Hs, therefore, Ms', where ‘Hx’ means ‘x isaman (human)’, ‘Mx’ means
‘x ismortd’, and ‘s stands for ‘ Socrates . When predicate logic is restricted to properties
of and relations between individuas with no quantification over properties, it is known as
‘first order’; when quantification over properties is dlowed, it is ‘second order’ instead.
Almog dl investigations within contemporary logic go beyond predicate logic.

LOGIC, SENTENTIAL Any sysem of logic that redtricts it attention to entire sentences,
while ignoring the internd structure of the sentences themselves.

LOGICAL CONSEQUENCE A relation between sets G of sentences and single sentences
f . Logica consequence for classca firgt-order logic (denoted by |=) requiresthat f be true
on every interpretation on which dl sentencesin G are true. Other formalisms, most notably
defeasible ones, employ dternative definitions.

LOGICAL POSITIVISM/LOGICAL EMPIRICISM Clody rdated, influentid
philosophica movements that emerged between World Wars | and I1. Logica postivism
accepted the andytic/synthetic distinction, the observationa/theoreticd ditinction, and a
methodologica commitment to the use of extensond logic for philosophica explications.
Sometimes it embraced the thesis tha every meaningful non-andytic sentence is ether an
observation sentence or a deductive consequence of observation sentences, as in A. J.
Ayer’'s Language, Truth and Logic. Logica empiricism succeeded logicd postivism by
abandoning this overly stringent conception of cognitive significance and, in some cases, by
abandoning the andytic/synthetic digtinction or, in other cases by abandoning the
observationa/theoretica digtinction. Rudolf Carnap, one of the most important members of
these movements, later abandoned even the methodologicd commitment to extentiond
languages as indispensable for philosophica explications.



LOGICISM The view that dl of mathematics can be reduced to logic.

LOGICS, DEFEASIBLE Logics in which the implications of a given piece of information
can be overridden by later additions. A piece of information P may be taken to warrant a
concluson Q, though later additiona information R ‘defeats that conclusion.

LOGICS, INFINITE-VALUED In classcd logics, sentences or propostions are thought
as taking only one of two vaues True or Fase. In infinite-vaued logics, induding ‘fuzzy
logics, sentences or propositions are alowed to take intermediate truth-values. 1/3 true or
1/2 fdse, for example.

LOGICS, MONOTONIC Logics that dlow ‘strengthening of the antecedent’: if P entalls
Q, then P conjoined with any other R dso entails Q. Contrasted with non-monotonic or
defeasible logics.

LOOPING The process of repeatedly executing a section of a program until some condition
IS met.

LOWENHEIM-SKOLEM THEOREM Any theory in cdlasscd firg-order logic (with
identity) that has amodd has a countable mode!.

MACROSCOPIC STATE Gobd date of a dynamica system determined by the collective
interactions of its microscopic eements.

MATHEMATICS, PURE VS. APPLIED Mathematics may be pursued as the study of
forma sysems, where agpplications of those forma systems are redtricted to abstract
domains. This is the area of pure mathematics. Mathematics may aso be pursued as the
sudy of forma systems where those systems are subject to empirica interpretations. Thisis
the area of gpplied mathematics, which aso qudifies as a branch of empirica science.
Alternatively, the domain of mathematics can be redtricted to comparative (or topologica)
relations and to quantitative (or metrica) relations exclusively.

MEANING The problem of meaning, sometimes a0 referred to as the problem of
representation or the problem of content, is among the centra issues confronting cognitive
science. Since different sgns (words, sentences) can have the same meaning, the meaning of
a sgn (word, sentence) cannot be properly identified with its linguistic (or other) formulation.
In the case of defined sgns (words, sentences), there exist equivalence classes of dgns
(words, sentences) that have the same meaning, but that two or more dgns (words,
sentences) have the same meaning as does not explain what it means for any of them to have
any meaning a dl. Among the various theories of meaning that have been proposed, the
language of thought hypothesis maintains that every (neurologicaly normd) human being



has an innate mentd language, where learning an ordinary language smply involves paring
up the words in that ordinary language with innate concepts in the language of thought. The
inferential network model holds that words and sentences, especidly, derive their meaning
from their location within a network of logica relations by virtue of definitiona connections
and other inferentid relations.

MEANING, THEORY OF In the sense of Davidson and Dummeitt, a philosophica project
of investigating the meaning of naturd language in order to solve philosophica problems.

MECHANISM Generdly spesking, the cdam that living organisms are machines, i.e.
materid sysems, and that the principles regulating the behaviour of living organisms are the
same as those regulating the behaviour of physica systems.

MENTALESE See LANGUAGE OF THOUGHT HYPOTHESIS.

MENTALITY Among the most basic problems confronted by cognitive science is the
nature and range of mentaity, where mentdity is a property possessed exclusvely by things
that have minds. Some conceptions of the nature of mentdity are inspired by pardlds with
computers and hold that syntactical manipulations may be sufficient for something to have a
mind. One of the firs verdgons of this view was the symbol system hypothes's associated
with Newell and Simon. Their gpproach is part of a much more generd trend known as the
computational theory of the mind (see adso the entry on CONNECTIONISM). Within
this trend, some philosophers consider syntactica manipulation necessary but insufficient for
mentaity, and maintain that any mind must also possess the capacity for representation,
meaning, or content as semantica rather than merdy syntactica phenomena. This approach
is dso known as the representational theory of the mind. Still other conceptions envison
minds as properties of the users of sgns, which makes the nature of mentdity a pragmatica
phenomenon. A variety of theories of representation, meaning, or content have been
advanced by Robert Cummins, Fred Dretske, and Stephen Stich, among others. An
adequate theory of mentdity should have the potentia to explain why human beings, other
animds, and computing machines do or do not possess it and the extent to which mentd
gates make any difference to our behaviour. See PHYSICAL SYMBOL SYSTEMS,
RTM, SEMIOTIC SYSTEMS and STM.

MEREOLOGY The formd theory of part-whole reations, sometimes used as an dternative
to st theory as aframework of formal ontology.

METAPHY SICS Commonly used as a synonym of ‘ontology’. Sometimes used to refer to
the study of competing ontologies with the god of establishing which of these ontologies is
true of redity.



METHODOLOGICAL SOLIPSISM In the theory of knowledge, solipsiam is the position
of assuming that nothing exigts but the contents of one€'s own mind. In the theory of
cognition, methodologicd solipsgam is the postion of assuming that minds themsdves have
access exclugvely to the forma properties of representations, meanings, or content. Thisis
therefore a corollary of the computationd theory of the mind, which im- plies that minds
never have access to the semantic properties of representations, meanings, or contents,
including any connections that obtain between them and their possbly environmenta causes.
(Cf. mentdity.)

MICROSCOPIC STATE Locd date of asngle eement of adynamica system.

MIND, REPRESENTATIONAL THEORY OF THE Any theory that mantains that
representations (marks, symbols, sgns) cannot be understood purely syntacticaly but
essentidly involve relations between those representations and that for which they stand, by
virtue of which they acquire meaning (content, information). (Cf. mentdity; minds, STM.)

MIND, SYNTACTICAL THEORY OF THE Any theory that maintains that the nature of
mentdity can be adequately captured by means of purey forma operaions over purdy
gyntactica entities. Essentidly the same position is endorsed by those who subscribe to the
computational theory of the mind, the physcd symbol sysem conception, and the
conception of minds as automated forma systems. See dso INTENTIONALITY,
MENTALITY, MINDS, RTM.

MIND/BODY PROBLEM The problem of discovering the connection between minds and
bodies, including whether minds are properties that only bodies can possess or could
possibly exist without benefit of bodies. According to some supporters of the (symbolic and)
computational conception of the mind, the rdaionship of mind to body is essentidly the
same as that of software to hardware. This does not hold true for computationa approaches
based on connectionist theories (see the entry on CONNECTIONISM). In generd, a
computationa conception of the mind assumes that the mode of operation of human mindsis
esentidly the same as the mode of operation of computing machines (including networks) at
some gppropriate level. This has been widely disputed. An adequate theory of mind must
resolve this problem.

MIND/BRAIN The neurophysiology of the brain is a structure that is (or at least gppears to
be) lanfully rdaed to mentd functions that collectively conditute the mind. Though
materidists of various persuasions argue that menta states are reducible to brain states (or
that the mind can be diminated in favour of the brain), that pogtion seems to be implausible
in light of the consideration that brains are important precisely because they are related to
different kinds of (interna and externd) behaviour under the influence of specific
environments when they have been subjected to different histories of learning, conditioning,
or reinforcement. Descriptions of these behaviora tendencies remain indispensable to under-
gtanding the brain, even when the causa role of mental statesisignored.



MINDS Minds are the possessors of mentdity. If what it is to be a thinking thing (@mind) is
to have the capacity to use language, for ex- ample, then things that have the capacity to use
language are thinking things (or minds). According to syntactica conceptions of the mind,
the capacity to process syntax is sufficient br something to have a mind. On sronger
conceptions, the capacity to process syntax may be necessary but is not sufficient for
something to have a mind. Within the philosophy of mind, there are three great problems,
namely: the nature of mind (what does t take for something to possess mentdity?); the
mind/body problem (how are minds related to bodies?), and the problem of other minds
(how can we know whether anything besides oursalves possesses mentdity?). An adequate
theory of mind ought to have adequate answers to dl three. (Cf. mentality; mind/body
problem; other minds, problem of.)

MINDS, PROBLEM OF OTHER One of the three great problems in the philosophy of
mind, thisis the problem of establishing the existence of any other minds besides one's own.

ML A functiona programming language with a sophidticated type system

MODUS PONENS (MP) The deductive inference rule, ‘ Given aline of the form, ‘if p then
g’, and another of the form, ‘p’, then infer anew line of the form, *q’. The application of MP
produces logicdly vdid arguments.

MODUS TOLLENS (MT) The deductive inference rule, * Given aline of the form, ‘if p then
g, and another of the form, ‘not-g', then infer a new line of the form, ‘not-p’. The
gpplication of MT produces vaid arguments.

MONOTONY A feature of classcd firg-order logic due to nature of the associated
consequence relation: it Satesthat if f can be inferred from a set G of sentences, then it can
be inferred from any superset of G.

MONOTONY, CAUTIOUS A festure of certain systems of defeasible reasoning (more
precisaly: of the associated consequence rdations) in which adding a previoudy reached
(defeasible) conclusion to premise-set does not lead to any decrease of inferential power.

MONOTONY, RATIONAL A feature sometimes proposed for systems of defeasible
reasoning according to which if a sentence = f cannot be defeasibly inferred fromagiven
body of knowledge, then adding f to the body of knowledge itself does not lead to any
decrease in inferentia power.

MOO see MUD OBJECT-ORIENTED



MUD OBJECT-ORIENTED (MOO) A MUD specificaly designed to dlow usersto esdly
cregte objects (texts, dide shows, fictiond entities, etc.) that others may encounter and
manipulate.

MUD see Multi-User Dungeon.

MULTI-USER DUNGEON (MUD) Origindly, an eaborate role-playing computer game
(based on Dungeons and Dragons) that allows geographically dispersed users to participate
via computer networks, including the Internet. Participants can define their names and

identities as a variety of virtua personas or avatars. MUDs have expanded and evolved into
anumber of different sygems —e.g., ‘MOO’'S (MUD Object-Oriented) — with avariety of
uses, induding education.

NATIVISM In response to Chomsky's argument that experience cannot account for
language acquigtion (‘the poverty of the imulus argument), he has suggested that linguidtic
ability must be innate, inborn, or native to human beings. Ramsey and Stich have suggested
that there are three different kinds of nativism, namely: minimal rationalism (that children
mugs have some innate mechaniam for learning language); anti-empiric- ism (that no
ordinary learning mechanism could possibly account for the learning of language), and
rationalism (that some specific set of language mechanisms must be part of the genetic
endowment of every neurologicaly norma human being). The rationdist position advanced
by Chomsky thus maintains that a universd grammar is part of our naive inheritance, while
Fodor goes further by suggesting that it aso includes mentaese (or ‘the language of
thought’). One dternative gppears to be the hypothesis that human beings have a genetic
predispostions toward the acquisition of languages within some specific range of possble
languages, where which language a person acquires within this range is determined by
experience.

NATURALISM The view that the naturd properties, events, and individuds are the only
properties, events, and individuas that exi<.

NECESSITY, ANALYTIC A proposition (or a sentence expressing a proposition) is said
to be andyticdly necessary if it is necessary in virtue of its meaning. For example, many
believe that the sentence ‘bachelors are unmarried’ is andyticaly necessary. Compare with
METAPHY SICAL and NOMIC NECESSITY .

NECESSITY, METAPHYSICAL A proposition (or a sentence expressing a proposition)
is sad to be metaphysicaly recessary just in case it is necessary by virtue of metgphysical
truths. For example, if the correct metaphysics of the condtitution of water says that water is
H,0, then it is metaphysicaly necessary that non-H,O stuff even if clear, potable, odourless,
tasteless, etc. is not water. Compare with ANALY TIC and NOMIC NECESSITY .



NECESSITY, NOMIC A proposition (or a sentence expressing a proposition) is said to be
nomicaly necessary just in case it is necessary by virtue of naturd laws. For example, the
propostion that metds expand when heated is nomicdly necessary. Compare with
ANALYTIC and METAPHY SICAL NECESSITY.

NECESSITY/POSSIBILITY/IMPOSSIBILITY, HISTORICAL A date-of-afars is
higoricaly possble when its occurrence is both logicaly and physcaly possble and not
precluded by the history of the world a atime. Relaive to ordinary English, Newton’s laws,
and the history of the world until now, it is an historica possibility that the book on my desk
will remain a rest until tomorrow (it is an higtorical necessity that the book on my desk will
remain & rest until tomorrow unless it is acted upon by an externd force; and it is an
historical impossibility that the book on my desk will be acted upon by an externd force and
nevertheless remain at rest until tomorrow).

NECESSITY/POSSIBILITY/IMPOSSIBILITY, LOGICAL A sate-of-afarsis logicaly
possible when its description does not violate the laws of logic, given alanguage. Rdative to
ordinary English, for example, it is alogicd possbility thet a bachdor isamillionaire (it isa
logica necessity that, if he is abachelor, then heis unmarried; and it is alogica impossibility
thet, if heisabachelor, then heis not unmarried), assuming satisfaction of the requirement of
auniform interpretation, where the same words have the same meaning throughout.

NECESSITY/POSSIBILITY/IMPOSSIBILITY, PHYSICAL A date-of-afars is
physicaly possble when it is both logicaly possible and its occurrence does not violate laws
of nature. In reation to English and Newton's laws, for example, it is a physica possibility
for an object to continue its motion in a draight line or reman a rest (it is a physicd
necessity that, if an object is not affected by an externa force, then it will continue its motion
inadraght line or remain a red; it isaphysica impossbility that, if an object is not affected
by an externd force, it will not continue its motion in astraight line or remain a rest. Physicd
possibility (necessity/impossibility) implieslogica posshility.

NESTING Following Dretske, the information that p is nested in the information that q just
in case q caries the information that p. Specificaly, p isnomically nested in g just in case it
is nomicaly necessary (necessary by virtue of naturd laws) that p isnestedin g. Smilarly, p
is analytically nested in g just in case the sentence ‘p is nested in q is andyticaly
necessary (necessary in virtue of its meaning).

NETtak A three-layered feedforward connectionist network designed by Terrence
Sgnowski and C.R. Rosenberg (1987) that learns to map letters onto phonemes.
NETtak’s input units (or nodes) represent letters (individua letters are represented by
patterns of activation over 29 input units and there are 7 such groups of 29 input units) and
its output units represent phonemes. The network feeds into a synthesizer. After sufficient
traning using backpropagation, when presented strings of letters comprising the words of



actud English text, the network drives the synthesizer to sound like a robotic voice literdly
reading the text.

NETWORK, DEFEASIBLE A network of ‘is-a links for the representation of taxonomic
information, in which links are interpreted defeasibly.

NEURAL NETS Smplified mathematicd modds of the brain’s neurons, remarkable for an
ability demongrated in arange of gpplications to be ‘trained’ on a smal number of samples
and to generdize successfully to alarger sample.

NEURAL NETWORKS See CONNECTIONISM

NOISE A reduction in uncertainty a a receiver that is independent of the reduction in
uncertainty at a source or sending point.

NOMIC Ordinarily used as a synonym for lawful or law-governed. Any non-logica
necessary connection or causd relation involving laws of nature is a nomic connection or
relation. Most importantly, what is described by a sentences is nomically possible if its
occurrence does not violate the laws of nature, nomically necessary if its non-occurrence
would violate the laws of nature, and nomically impossible if its occurrence would violate
the laws of nature. See PHY SICAL NECESSITY/POSSIBILITY/IMPOSSIBILITY.

NOMOLOGICAL Of or pertaining to laws.

NONLINEAR DYNAMICS Dynamics determined by a non-linear equation. The rate of
dynamica effects is not proportiond to its cause. See for example the BUTTERFLY
EFFECT in DETERMINISTIC CHAOS.

OBJECT-ORIENTED PROGRAMMING A currently popular programming paradigm,
based on the principles of data abstraction, that de-emphasises traditiona agorithmic forms
of program control in favour of the notions of classes, objects, and methods.

OBSERVABLE/THEORETICAL Traditiond distinction between properties (or predicates
that refer to properties) that are directly accessible to sense experience and those that are
not. It can be drawn in severd different ways. One is to define observable properties as
properties whose presence or absence can be directly ascertained, under suit- able
conditions, by means of direct observation; theoretical properties are then defined as nor+
obsarvationd. Alternatively, a digtinction is drawn between observable, dispositional, and
theoretical predicates, where observable predicates describe observable properties of
observable entities, dis- podtiond predicates describe unobservable properties of



observable entities, and theoreticd predicates describe unobservable properties of
unobservable entities.

OBSERVATIONAL EQUIVALENCE Two progam phrases ae observationdly
equivdent if they can be subdtituted for each other in al contexts.

ONTOLOGICAL COMMITMENT The ontologica commitment of a theory (or individud
or culture) consgs in the objects or types of objects the theory (or individud or culture)
assumesto exis.

ONTOLOGICAL ENGINEERING The branch of information systems devoted to the
building of information systems ontologies.

ONTOLOGY, ADEQUATIST A taxonomy of the entities in redlity that accepts entities at
dl leves of aggregation, from the microphysicd to the cosmologicd, and including dso the
mesocosmos of human-scae entities in between (contrasted with various forms of
reductionism in philosophy).

ONTOLOGY, PHILOSOPHICAL A highly generd theory of the types of entitiesin redity
and of their relations to each other.

ONTOLOGY, TOP-LEVEL The generd (domain-independent) core of an information
systems ontology.

ONTOLOGY/EPISTEMOLOGY Among the mogt centra domans of philosophica

inquiry. Ontology (sometimes cdled metgphysics) ams a discovering a framework for

understanding the kinds of things that condtitute the world' s structure, and episemology aims
a discovering the principles by means of which the world's properties might be known. The
third branch of philosophy, axiology, concerns the theory of vaue.

OOP See OBJECT-ORIENTED PROGRAMMING

ORDER PARAMETER Varidble of adynamica system characterizing the globa order of
its elements.

PARALLEL DISTRIBUTED PROCESSING See CONNECTIONISM

PARAMETER A vaiable, bdonging to a subrouting, which receives a vdue when the
subroutine is executed.



PHASE SPACE Space of points representing the macroscopic states of a dynamical
sysem.

PHASE TRANSITION Transformation of macroscopic states in dynamica systems near to
points of instability.

PHILOSOPHY OF SCIENCE Reflection on the aims, methods, and results of scientific
inquiry.

PHILOSOPHY OF TECHNOLOGY Philosophical reflection and analyss of the nature
and meaning of making and using things

PHYSICAL SYMBOL SYSTEM A physcd symbol sysem is a physca system that has
the capacity to manipulate symbols, where ‘symbols are understood to be accessible to
operations on the bads of their for- ma properties exclusvey. Thus, the conception of a
physica symbol system coincides with that of a universal Turing machine and with that of an
automated forma system, when things of each of these kinds are provided with a program.
This conception has been developed in the work of Newel and Simon, see PHY SICAL
SYMBOL SYSTEM HYPOTHESIS.

PHYSICAL SYMBOL SYSTEM HYPOTHESIS According to Newdl and Smon, the
necessary and sufficient conditions for something to be cap- able of generd intdligent action
(or to have mentdity, to have a mind) is that it should be a physical symbol system. They
thereby endorse the computationa conception of mentality, according to which the capacity
to manipulate syntax is what it takes to have a mind. According to this conception, universa
Turing machines and automated forma systems possess the necessary and sufficient
conditions to have minds.

PRAGMATICS The study of the relations between signs, what they stand for, and sign
users. Alternatively, the study of the relations between words, what they stand for, and word
users. Alternatively, any study that involves essentid reference to the purpose (or motive)
that causes usto act as we do.

PRION Acronym for ‘proteinaceous infectious particle , it is a infectious micro-organiam a
hundred times smdler than a virus. It is composed soldy of protein, without any detectable
amount of nucleic acid (genetic materid). How it can operate without nucleic acid is not yet
known.

PROBABILITY THEORY, BAYESIAN An approach in which mathematica details reflect
anotion of probabilities not as objective frequencies but degrees of subjective confidence.



PROBABILITY, CONDITIONAL The probability of X given (conditiond upon) Y is the
quotient Pr (X&Y)/PrY.

PROBABILITY, INTERPRETATIONS OF Any interpretation of the principles of
probability. In view of the variety of different axiomatizations of mathematica probabilities,
however, this should be broadly construed to encompass measures that satisfy principles of
summation, of addition and of multiplication, whether or not they qudify as conditiona
probabilities in the technicd sense. The most important conceptions of probability are the
classic, frequency, logical, persond, propendty, and subjective interpretations.

PROGRAM A st of ingtructions that controls the operation of a computer. The concept of
a program is highly ambiguous, since the term ‘program’ may be used to refer to (i)
dgorithms, (ii) encodings of dgorithms, (iii) encodings of agorithms that can be compiled, or
(iv) encodings of adgorithms that can be complied and executed by a machine. As an
effective decison procedure, an dgorithm is more abstract than a program, since the same
agorithm might be implemented in various specific programs suitable for execution by
various specific machines by using various programming languages. From this perspective,
the senses of ‘program’ defined by (ii), (iii), and (iv) provide conceptud benefits that
definition (i) does not. See dso ALGORITHM and ARTIFICIAL LANGUAGE.

PROGRAM CONTEXT A program with a gap in it, into which program phrases may be
substituted.

PROGRAM PHRASE A syntactic condtituent of a program recursion. A subroutine is
recursveif it repeatedly calsitsdf until some condition is satisfied referentid.

PROGRAM SPECIFICATION A detailed description of a computer program’s input and
output, ignoring the details of how the program actudly accomplishesits task.

PROGRAM VERIFICATION See FORMAL PROGRAM VERIFICATION.

PROKARY OTE One of the two mgor groupings into which al organiams are divided (the
other is eukaryote). Prokaryotes are organisms (bacteria and cyanobacteria, i.e. blue-green
agee) that do not have a ditinct nucleus.

PROOF, FORMAL In dasscd firg-order logic, a finite sequence of sentences, each of
which is ether an axiom, an assumption, or follows from previous one by means of one of
therules. A crucid feature isthat it must be decidable when a sentence f follows fromgiven
sentencesy ;,...,Y k by oneof therules.



PROPRIOCEPTION Concerned with the body’s internal sense of position, balance, and
movement. In the context of computer-generated virtud redlity, this involves taking into
account the orientation of a person’s actua body with that of ther virtud body and
environmen.

PROXIMATE The immediate, next dement in achain or seies.

PSY CHOSEMANTICS The theory of meaning or content for mental symbols.

REAL-TIME Time as measured outsde of a computer smulation, as opposed to time as
measured within the smulation.

REASONING, ANALOGICAL Inference that transfers information from one problem or
gtuation to another that is relevantly similar. It occurs when two things (or kinds of things)
are compared and the inference is drawn that, because they share certain properties in
common, they probably aso share other properties. Because the fird, X, possesses
properties A, B, C, and D, for example, while the second, y, possesses properties A, B, and
C, the inference is drawn that probably y possesses property D as well. The weight (or
‘force’) of an andogy tends to depend upon the extent of the comparison and the relevance
of the reference properties to the corresponding attribute. Reasoning by andogy tendsto be
fdlacious when (i) there are more differences than amilarities, (i) there are few but crucid
differences, or (iii) the exigence of smilar properties is assumed to be conclusve in
establishing other amilarities

REASONING, CREDULOUS A feature of certain sysems of defeasble reasoning
according to which a maximaly conagent st of defeasble conclusons is inferred. In
paticular, in the case of conflicting defeasible conclusons, al of which are equdly
warranted, the sysem sdects a maximd conflict-free subset. See also SKEPTICAL
REASONING.

REASONING, SKEPTICAL A feature of cetan sysems of defeasble reasoning
according to which conflicting defeasible conclusions, dl of which are equaly warranted, are
discarded, and only non-conflicted conclusons ae drawvn. See REASONING,
CREDULOUS.

RECURSIVE A recurgve property is defined by means of a bass clause (the initid
conditions for some operation) and a recursion clause (a rule for the re-gpplication of an
operation to its own results); if it is trandfinite, then it aso has a limit dause (which defines

the property a infinity).



RELIABILISM The view that knowledge or judtified beief is a function of the truth-
presarving nature of the cognitive processes leading to bdief (judtified beiefs are those
deriving from cognitive processes that tend to produce more true than false beliefs).

REPLICATION One system replicates another when they stand in a reation of smulation
and have the same modes o operation. Thus, if humans and machines can not only smulate
each others input/output behaviour but also share their principles of inference, then they may
gand in ardation of replication. Only systems that are composed of the same components--
such as metal and slicon or flesh and blood--can stand in ardation of emulation. In relation
to questions about whether or not machines can think or have minds, the relation of
smulation appears to be too weak, while the relation of emulation appears to be too strong.
Replication appears to be the relation that is required. See EMULATION, SIMULATION
and TURING TEST.

REPLICATOR DYNAMICS A forma modd of how percentages of individuas with
certain traitsin abiologica population will change with sdlective reproduction over time.

REPRESENTATIONS Things that represent or stand for other things by virtue of some
natural or artificial connection between them. See MINDS, MENTALITY, RTM, STM and
the next entry.

REPRESENTATIONS IN NETWORKS Connectionist networks (or atificid neurd
networks) can contan ether locd or digributed explicit representations. Locd
representations are individud units (or nodes), or individud units a certain levels of
activation. A digtributed representations is a pattern of activation over agroup of units. The
pattern of connectivity of a network is sometimes characterized asimplicitly representing.

ROBOTICS, BEHAVIOUR-BASED An gpproach in robotics whose god is to develop
methods for controlling artificid systems and to use these as models of biologica systems. It
is usualy based on Rodney Brooks subsumption architecture, in which robots low-leve
control routines, operating via continuous feedback loops with the environment, are
connected to high-levd routines that control more complex behaviours.

ROBOTICS, EVOLUTIONARY An gpproach in robotics in which artificid systems are
developed mainly using the methods of genetic dgorithms, which are a highly idedized
mode of naturd selection processes. Genetic agorithms begin by randomly generating a
population of drings corresponding to genotypes in natura evolution, each of which
represents a possible solution to a given problem. The population is made to evolve by
goplying operators based on mutation and recombination criteria that Smulate genetic
processes in natura evolution. In this way, the ‘parent’ strings generate other strings, which
represent new, perhaps better, solutions to the problem.



RTM See REPRESENTATIONAL THEORY OF THE MIND

RULES Patterns or regularities, descriptive or normative, that may have any number of
instances. One of the most ambiguous words that occur in philosophicd discourse, the term
‘rule can be used to refer to any custom, practice, or tradition, any habit, convertion, or
law, or any dgorithm, principle, or heurigtic, where the content of that rule can be specified
in relation to conditions and responses, behaviour, or outcomes under those conditions.
Semantic rules, such as dictionary definitions, specify the meaning of words, but there are
innumerable other kinds.

SCHEME A functiond programming language, which is a versgon of Ligp with cleaner
semantics

SCIENCE Formd scienceisthe study of forma systems, while empiricd science amsat the
discovery of laws and theories. The former is or gppears to be an a priori and anaytic
pursuit; the latter is or appears to be a posteriori and synthetic. Empirica science may be
described as aming at the development of a mode (theory) of the world, just as the
philosophy of science might be described as aming at the development amode (explication)
of science. But some contributions to science take the form of specific discoveries of
particular phenomena (such as new planets, for example) that involve the gpplication of laws
and theories.

SCOPE The portion of a program within which a particular variable has a vaue semantic
vaue The vaue assgned to a program phrase by a semantic theory.

SEMANTIC ENGINES Formd sysems for which the semantics of the system
automaticaly follows the syntax, perhaps because the syntax has been designed to satisfy
the semantics (asits ‘intended interpretation’).

SEMANTICS Study of relations between signs and what they stand for. Alternatively, the
sudy of the reaions between the formulae of an interpreted forma sysem and ther
meaning. Among the most important concepts sudied within this area are those of meaning
and of truth.

SEMANTICS, POSSIBLE-WORLD A semarntic device for specifying the truth conditions
for various types of intensiond sentences, especidly those of modd satements and of
subjunctive conditionds, in relation to the properties of classes of possible worlds. While
some theoreticians contend that possible worlds are ‘just asred’ as the actud world, when
properly understood, possible worlds are ways things might be or might have been as
described by classes of sentences, where two worlds are the same possible world just in
case they are described by dl and only the same sentences. Those who believe that
semantics can avoid possible worlds may overlook the digtinction between true and false,



where condstent sentences that are true describe ways things might be and are, whereas
those that are fse describe ways things might be and are not. Anytime we distinguish
between the true and the fdse, therefore, we are digtinguishing between different possible
worlds and the actua one. The principa problem that confronts possible-world semanticsis
explaining which worlds are possble and why.

SEMIOTIC SY STEMS The conception of minds as semiotic systems is built on the theory
of sgns eaborated by Charles S. Peirce. According to this gpproach, minds are the kinds of
things that can use dgns. This condruction thereby generdizes and inverts Peirce's
conception, which implies that sgn users must be human beings (‘ somebodies’), precluding
the possibility that other animas or inanimate machines might have the capacity to use sgns
and thus qudify as endowed with mentdity.

SIGNS In the theory of signs (or ‘semiatic’) elaborated by Charles S. Peirce, asignis a
something that stands for something (else) in some respect or other for somebody. The sign
relaion istherefore triadic, where a Sgn bears a and-for relation to something else, it bears
that stand-for rdation to something else for somebody, and that somebody bears some
other relaion to that something else by virtue of that sgns standing for it for him. See
SEMIOTIC SYSTEMS.

SIMULATION One sysem smulates ancther when they yidd the same outputs given the
same inputs, whether or not they have the same modes of operation or are made of smilar
materids. Thus, if humans take numbers and add them to obtain their sums and machines
take the same numbers and add them to obtain the same sums, then to that extert they stand
in areation of Smulation to one another. Since the modes of operation by means of which
amulations take place may be entirdly different, the rdation of smulation appears to be too
week to qudify two systems as having the same menta powers. See also EMULATION,
REPLICATION, TURING TEST.

SKEPTICISM The view that thereis no (hardly any) knowledge (or judtified belief).

STM See SYNTACTICAL THEORY OF THE MIND

STOCHASTIC Of or being datidicdly random; sequentid process in which the
probabilities a each step do not depend on the outcomes of previous steps.

SUBJUNCTIVE CONDITIONAL A conditiona is a hypothetica statement of the form *if
p then q'; the component p is caled the antecedent of the conditiona, while component g is
cdled the consequent. Conditionals whose antecedents are in the grammatical subjunctive
mood neither presuppose that their antecedents are true nor that they are fase these are
caled subjunctive conditionals. For example, ‘if | were to eat abagd, then | would befull’ is
a subjunctive conditiond: its antecedent is in the subjunctive mood, and it presupposes
neither that | do eat abagel, nor that | do not.



SUBROUTINE A fragment of code, with parameters, which can be invoked with particular
vaues of its parameters

SUPERVISED/ UNSUPERVISED LEARNING In supervised learning, a connectionist
network (or artificid neural network) is provided explicit feedback from an external source
about what output is desred as a response to a certain input. The Ddta rule and
backpropagetion are supervised learning agorithms. In unsupervised learning, no such
external feedback is provided to the network; rather the network monitors its own
performance through internd feedback. The Kohonen agorithm is an unsupervised learning
dgorithm for weight change.

SYMBOLS [1] In the theory of semiotic introduced by Charles S. Peirce, symbols are Signs
that stand for that for which they stand by virtue of an habitud associate or a conventiond
agreement rather than because of any relation of resemblance or any causal connection.
More generdly, a symbol is something that stands for something for someone who uses it.
[2] The leading view in cognitive science is that mentd symbols get their meaning and/or
reference though naturdidtic relations of some sort: eg., causa relations (see the entry on
FUNCTIONALISM), information-theoretic relations, and/or evolutionary history. The
theory of meaning and/or reference for mental symbolsis called psychosemantics.

SYNTAX The dudy of the reations that Sgns bear to other Sgns, including how signs can
be combined to produce new sgns, especidly with respect to their szes, shapes, and other
characterigtics. With respect to language, syntax tends to be identified with grammar and

semantics tends to be identified with meaning. Among the most important concepts of syntax
isthat of a well-formed formula, which is any sequence of marks from the vocabulary of a
oecified system of ggns that satisfied the formation rules of that sysem. Thus, the
formation rules specify which sequences of marks are formulae (or ‘sentences') of that

system (or ‘language’). The transformation rules (for example, modus ponens and modus
tollens) specify which formulae follow from which other formulae. Some syntactica systems
ae dudied as forma systems rdative to an abstract domain without concern for their

possible interpretation in relation to some physica domain that might render those formulae
meaningful assertions about the world. When this is the case, the notion of truth is displaced
by that of theoremhood, where aformula of aforma system is atheorem of the sys- temiif it
is derivable from that system’s axioms. The crucid questions relaing formd systems and

abdract interpretations concern sound- ness and completeness. See THEORIES,
STANDARD CONCEPTION OF.

SYSTEM, CONSERVATIVE Dynamicd sysem determined by the reverghility of time
and conservation of energy.

SYSTEM, DISSIPATIVE Open (non-conservative) systems with energetic dissipation (e.g.
friction).



SYSTEM, DYNAMICAL Sydem of dements with time-depending development of their
states (see MICRO-, MACROSTATES) in linear or nonlinear dynamics.

SYSTEM, FORMAL A collection of marks of varied shapes and szes together with
specified axioms, formation rules, and transformation rules qudifies as aformd sysem. The
formation rules specify how those marks can be combined to create well-formed formulae
(or *sentences’) of that system, while the transformation rules specify what follows from
wha, that is, which formulae are syntecticdly derivable from which other formulae in
accordance with the rules. The specific axioms of a forma sysem are primitive (or
‘unproven’) assumptions, which are typicaly adopted with respect to the eements and
relations of some ddract domain as its intended interpretation. A formd system is sound
when every formulae (‘theorem’) that is derivable from the axioms is true with respect to the
intended interpretation. If every sentence that is true with respect to the intended
interpretation is adso derivable as atheorem, the system is complete.

TECHNE A Greek word that is varioudy trandated as ‘art, ‘skill,” ‘knowledge’ and
‘technique.’ It isthe root of our word ‘technology.’

TELEOLOGY In Greek ‘tdos means ‘god’ or ‘end’. Teeologica behaviour was
congdered by dudigt philosophers and psychologists as a diginctive mark of living
organisms, and the teleologicd explanation was opposed to mechanica or physca
explanation. Cybernetic machines were origindly used to refute thisdam.

TELEPRESENCE The use of technology to creste the impresson of being present a a
remote location. Telepresence can dlow for communication, action, and interaction with
people and environments a a distance. Both telephones and video- conferencing dlow for
limited types of telepresence, while some forms of virtud redity may enable a greater range
of interactions.

THEORIES, STANDARD GONCEPTION OF The standard conception views theories
as abstract calculi conjoined with empirical interpretations. Thus, they are forma
systems that describe the world. An example would be the difference between empiricdly-
uninterpreted Euclidean geometry and empiricaly-interpreted Euclidean geometry, where
the lines and points of pure geometry become features of gpplied geometry by identifying
lines with paths of light rays and points with their intersections in space. Once a formd
sysem has been given an empiricd interpretation, it becomes empiricdly testable. The
observableltheoreticd  didtinction and the andytic/synthetic didinction are assumed.
Theoreticd laws are generdizations whose non-logica terms are exclusvely theoretica.
Empirica laws are generdizations whose non-logica terms are exclusively observationd. A
scientific theory thus consigts of theoretica laws and correspondence rules, which relae
theoretical laws and observable phenomena by employing a mixed non-logica vocabulary.
An empiricd law might there- fore be explained by its derivaion from that theory. The



standard conception has been attacked by denying the adequacy of the distinctions thet it
takes for granted, especidly by the proponents of aternative conceptions.

TIME SERIES ANALYSIS Recongruction of the phase space and atractors of a
dynamica system from finite sequences of measurementsin atime series.

TIME SERIES Geometric representation of the time-depending development of a
dynamica quantity dong the time axis.

TRACTABILITY, MATHEMATICAL The extent to which aspects of a phenomenon can
be described in smple methematica formulae.

TRAJECTORY Orbit of points in a phase space representing the time-depending
development of adynamica system.

TRANSDUCER Any process or procedure (or any structure performing the process or
procedure) of converting an input of one kind into an out- put of another kind.

TRANSHNITE Anything grester than or more complex than every finite object is
trandfinite;. mathemdtics defines a whole sysem of trandfinite numbers and trandfinitely
recursgve functions. Chapter 13 mentions only limit conditions at the first (the least) non-finite
number, but it is possble to extend recursive definitions to arbitrarily high infinities.

TRANSPARENCY A program context is referentidly trangparent if it alows program
phrases with the same vaue to be subgtituted for each other.

TRUTH, LOGICAL Any ingance of a logicd form which has only true uniform
interpretations is known as a logicd truth. Often sentences thet are true Smply on the bass
of their meaning or by virtue of definitions are dso qudified as logical truths, because they
ae reducible to logicd truths by subditution of definiens for definiendum. See
ANALYTIC/SYNTHETIC and A PRIORI/A POSTERIORI.

TURING MACHINES An abdtract or ided automaton thet is capable of making amark on
aroll of tape, which functions as amemory for the system. The mechanism can perform just
four kinds of operations: it can make a mark; it can remove a mark; it can move the tape
forward; and it can move the tape backward. The tape itsdf is divided into segments (or
‘cdls), each of which may or may not be marked, and must be of unlimited length. No
matter how much tape we use, there is dways more. When such a machine implements a
program that ingructs it what to do (when to mark and when to unmark, etc), then t
formaly qudifies as a Turing machine. Any marks with which it begins can be viewed as
‘input’ and any marks that remain when its program has been executed can be viewed as



‘output’. If two marks were on adjacent cdls, for example, a program might cause the
machine to mark three more cells to produce five marks together (perhaps thereby adding
two and three to obtain five). Turing machines that are designed to operate on the basis of
just one st of indructions are ‘specid purpose’ machines. Universa Turing machines, by
comparison, can imitate the performance of any specid purpose machine when provided
with the corresponding program. In this sense, they are ‘generd purpose’ machines. Note
that designing the state-trangitions of a physical TM isamatter of hardware design, whereas
giving programsto aunivers TM is a matter of software. In fact, universal TMs have both
a oecid hardware (described by a universal machine table) and a program written on the
tape. It is because their hardware is specid that they are universd. The griking fegture of
universd Turing machines is their enormous computationd power. Alonzo Church proved
that a universal Turing machine is powerful enough to imitate any forma system, where a
‘forma sysem’ consgds of any collection of abitrary edements and rules for ther
manipulation, S0 long as operaions on the dements depend exclusvely on their forma
properties. See also CHURCH-TURING THESIS.

TURING TEST A specid case of the imitation game, this test pits an nanimate machine
againg a human being, with the objective of seeing whether an observer can guess which is
the machine and which is the human being. Since the test is conducted by asking questions
using a means of communication thet will not give the game away, the observer hasto draw
an inference based upon the answers that are provided as to which is which. Presumably, if
the observer guesses that the machine is the human or cannot digtinguish between them, then
the machine has presumably displayed that it is as good as a human being with respect to its
performance of the assigned task and has thereby passed the test. The success of the Turing
test as an indicator of intelligence has been chalenged by Searle in the form of his Chinese
room counterexample. Moreover, it is by no means clear whether the Turing test adequately
reflects the differences between reations of smulation, replication, and emulation. Its
ggnificance is thus a matter of dispute. See CHINESE ROOM, EMULATION,
IMITATION GAME, REPLICATION and SIMULATION.

TYPE An attribute of a component of a program (especidly of avariable): it specifies what
sort of values that component can have.

UNDECIDABILITY A problem is undecidable if there is no dgorithm that will solve dl
particular ingances of it.

USENET NEWSGROUPS One of the most widdly used text-messaging systems. Users
post messages on a publicly accessible site, messages are then readable either in tempora
sequence and/or as organized according to message ‘threads' or topics.

VARIABLE An entity in acomputer program whose roleisto hold arbitrary data.



VIRTUAL MACHINES Abdtractions that smulate the behaviour of possble machines but
which are not vulnerable to the operational or other problems that can be encountered by
actud physicd machines.

VIRTUAL REALITY Computer-generated, interactive smulations that may be
experientidly red and shared by multiple users.

VIRUS In biology, any of alarge group of paragitic, acdlular ertities that are regarded either
as the amplest micro-organisms or as extremdy complex molecules. A virus typicdly
consigts of a protein coat surrounding a core of DNA or RNA. It is capable of growth and
reproduction only if it can invade aliving cdl to use the cdl’s system to replicate itsdlf. In the
process, it may disrupt or dter the host cell’s own DNA and hence cause various common
diseasesin other organisms.

WEAK Al See Al, STRONG



