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Abstract

When we estimate the Mahalanobis distance of one point from a cluster of points,
there are a number of potential sources of error. This is particularly so if the cluster is
strongly correlated, which implies that its covariance matrix is ill-conditioned. Here
we analyse the magnitude of the errors introduced by round-off, inversion of near-
singular matrices, and empirical estimation of mean and covariance, with particular
application to the problem in [1].

1 Introduction

Suppose we have a distribution of points in R?, which we will call the parent distribution,
which has mean g € RP and covariance matrix ¥ € RP*P. Given a point & € RP, the
square of the Mahalanobis distance (from @ to the parent distribution) is

(@ — )"z - p).

In practice, pu and ¥ are not known, so we estimate them using a finite sample from the
parent distribution. If we have n samples Z1, ..., Z,, then u is estimated by

— 1
Z:nzi:Zi

and X by
1

S:n—l

z'z,

where Z is the matrix whose rows are Z; — Z, ..., Z, — Z. It is important to note that
the covariance matrix ¥ might be ill-conditioned (meaning that its eigenvalues span many
orders of magnitude, and that it is nearly singular), when the parent distribution has very
strongly correlated components. That occurs, for example, with the distributions in [1].

Computing with ill-conditioned matrices requires caution, and one must take care that
small errors in the input data do not become large errors in the output. There are many
potential sources of error in the above calculation including round-off, random deviation
of Z and S from p and ¥, and numerical errors when inverting the near-singular matrix
3. This technical note estimates the typical magnitude of error in the Mahalanobis
distance calculation, and examines whether an ill-conditioned covariance matrix makes
the outputs unreliable. It was prompted by the work of [1], where one needs to answer
this question to have confidence in the results.

1.1 Notation

The statistics literature has developed some inconsistent notational conventions for ran-
dom vectors and matrices. We will always use lower case Roman or Greek letters for
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constant scalars (d, A), upper case Roman for scalar random variables (D), lower case
boldface Roman or Greek for constant vectors (&, u, 0 the zero vector), upper case bold-
face Roman for random vectors (E, X, Z), upper case Greek for constant matrices (3, II,
I the identity matrix), calligraphic upper case for random matrices (S, W, Z).

X ~ N(p,Y) indicates that the random vector X has the multivariate Gaussian
distribution with mean p and covariance matrix Y. In such cases it is implicitly assumed
that ¥ is symmetric positive-definite. E[—] is the expectation operator, Var[X] the vari-
ance and Var[X] the covariance matrix, and Tr[¥] denotes matrix trace. Throughout, p
denotes the dimension of the space (we will not need to consider random vectors with
any other dimension, so will always leave it implicit) and n the number of samples used
to estimate the mean and covariance of the parent distribution.

We will use the notation d = O(—) loosely, sometimes to indicate the leading terms
in d and sometimes as an indication of magnitude.

2 Error analysis

We will exclusively use the squared Mahalanobis distance, to avoid square roots. We
want to estimate the magnitude of the deviation

d = estimate of [(x — ) (x — p)] — (x— WISz —p).
There are four principal sources of error, which will be examined separately:
d = (z+de—p)'S (@ +de—p)— (z—p)'S (2 - p),
due to round-off errors in x;
dy = (x — p)'T(@ — p) — (& — )"z - p),
caused by incorrectly inverting 3;
ds = (2~ Z)'S (2~ Z) — (@ — 0)"S (@ — p),
due to deviation of Z from pu;
dy= (@ —p) '8 (@ —p)— (¢ —p)'S (- p),

due to deviation of & from 3.

We cannot consider all sources of error simultaneously because the algebra becomes
too involved. There may be other sources of error, including intermediate round-off, but
they should be dominated by the errors above.

We are interested in typical error, so we use a random X which itself it drawn from
a distribution with mean g and covariance 3. In the absence of any other information,
we will assume that X is multivariate Gaussian

X ~N(p, X).



Then the above error quantities become random variables D;, ¢ = 1...4, and we want
to measure their magnitude. We chose the mean squared error (MSE), E[D?], which
accounts for both bias and variation in the answer. Note that this is the squared error of
the difference between squared distances, chosen to be convenient for manipulation rather
than for having a sensible unit of measure. In Sect. 3 we will put the error magnitudes
into context.

A number of facts about random variables and matrices, mostly pertaining to quadratic
forms of random variables, are stated in the Appendix and used in the following calcula-
tions.

2.1 Perturbations in X

We assume that ¥ ! and p are known, but that the measurements X contain errors.
Both D and D3 can be dealt by considering this case:

D = (X—p+eE)Y'YSY X —p+eE)— (X —p)TSHX —p)
= ETS'E+2¢ETY H(X — p)

where e separates the scale of the perturbations from their direction, which is independent
of X,
E ~ N(0,1I).

For Dy, it is reasonable to suppose that Il = I (round-off errors should be uncorrelated)
and e is related to the floating point epsilon. For D3, eE = Z — pu and we can use the
well-known fact

to write I =X and e = 1/4/n.
Returning to D, write Y = X (X — u). By (2),

Y ~N(0, 1)
and Y remains independent of E. We can compute E[D?], for arbitrary II, as follows:
E[D? = E[(2ETS'E+2ETY)]

= 'E[(ETS'E)’] +4¢°E[ETS 'EETY] + 4¢?E[(ETY)?]

—

a

= 2eTr[(SMD)?] + T[S )2 + 4’ Tr[S U]

=

where (a) follows by (3) and the fact that II is symmetric (the first term), linearity of
expectation and E[Y] = 0 (the second term vanishes), and (5) (the third term).

We see that YT determines the mean square error. For the case of Dy, 711 = %!
so write A = Tr[¥1]. ¥ is positive-definite, so we can invoke (1) to deduce

E[D}] < 3e*\? + 4e’X = O(4e?)),



as long as €2 < 1/\.
For the case of D3, S I =T and e = n~ /2, so

E[D3] = 2pn =2 + p*n2 +4pn~! = O(4pn_1),
as long as p < n.

2.2 Error in X!

We assume that 3 and p are known, and X measured exactly, but the computation of
¥ is not precise (this is typical when ¥ is ill-conditioned). Here

Dy = (X-p)’T(X—p)— (X —p)"' THX —p)
= X-p)'T-2)X -p)

where I' is an approximate inverse for 3. Note that I' might not be symmetric or even
positive-definite, depending on the algorithm used to invert 3.
This case is fairly simple to deal with. Write I = 3(I' + I'T). Then

E[D3] © 2Tr[(I' = = V)’ + Tr[(IV — = )%

2
= 2Tx[(I'S — 1)?] 4+ Tr[I'S — 1)

where (a) is by (3). This expresses E[D3] in terms of a “symmetrized” inversion error
'y —L

2.3 Perturbations in S

We assume that p is known, and X measured exactly, but use an estimate for . With
i known the unbiased estimator for ¥ is slightly different, becoming

1
S=-w,
n

where W = 22 and Z is the matrix whose rows are Z; — , ..., Z, — p*. Then
Dy = (X-p)T8H (X —p)— (X -—p)"SHX —p)

= (X' (W' -2 )(X - p)

Tt is unclear what the correct scaling for S is, since the unbiased estimator for ¥ does not invert to
an unbiased estimator for ¥7'. In fact, none of the conclusions are altered if one of the other possible
scalings is chosen.



Note that X was assumed to be independent of W. Now W ! has a known distri-
bution, the inverse Wishart distribution ZW(X 1, n). We can then compute E[D7],

ED = E[(X-m W' -S)(X - p)’

—
o
Nt

= E[(n(X - p)"W X - )’
— 2Ex [Bw[(X — )W (X = p)(X = ) TS (X - p)]|
+E[(X - p) S (X — )]

—
o
=

E[(n(X — )W X — )] + (1 - 729)B[((X — w81 (X — p))’]

n—p—1

p?(n —1)2 2(n—2) B 2n 9
(n—p—2)2<1+p(n—p—4))+<l n—p—1>(2p+p)
p(p+2)(2n* +np? + dnp+n — (p+1)(p + 3)?)

(n=p-1)(n-p-2)(n—p-4) '
(a) follows because expectation can be iterated: E[Z] = Ex[Ew[Z]]. (b) uses (6) and

linearity of expectation. (c) uses (7) and (4). (d) is just algebra.
This is a mess, but the leading terms are

—
¢}
~

—
=

E[D3] = 0(2]92n_1 —|—p4n_2).

3 Conclusion

For “typical” points, drawn from a multivariate Gaussian distribution with the same
mean and covariance as the parent distribution, the true squared Mahalanobis distance

(& —p)'S (- p).

has expectation p, see (4). Added to the true value is some error, and we have com-
puted the mean square of this error. The square root of these MSEs should therefore be
compared with true values of order p.

We summarise the results:

ED}] = O(4€*)), where e is magnitude of error in x
and \ = Tr[¥ 1], assuming e < A1,
ED3] = 2Tx[(I"S —1)%] + Tr[I'S — 12, where I" = (I +TI7)
and I is the approximate inverse to X,
E[D3] = O(4pn7'), as long as p < n,
ED] = O@2p°n ' +p'n?), as long as p < n.

Note that the final two errors, due to the use of empirical estimates for g and ¥, are
not affected by the true value of . Contrary to intuition, we need not be concerned



that an ill-conditioned ¥ requires a larger sample size for estimating p and X, but we
do need that n is sufficiently larger than p? to keep the errors small. The second error,
due to inversion inaccuracy, can only be computed by looking at a particular inverse I'
and computing I'Y — I. The first error requires that the round-off errors in @ be small
enough that e? < Tr[X 171

In the application which motivated these calculations [1], we have p = 27 and n =
2000. The true squared distances should be O(10')-O(10%). Error d3 = O(10~!), which
is insignificant, and d4y = O(1) is reasonably small. These predicted errors were confirmed
by a simple resampling bootstrap, which agreed that the relative error is usually less than
5%. We tested the approximate inverse of the covariance matrices we observed and, as
long as the inversion is performed using stable Gauss-Jordan elimination which selects
the largest absolute pivot at each stage [2, §9.1],

Tr[('E -1 =9-107° TI'S-1*~2-107"

meaning that do = O(1072), which is certainly insignificant.

All the above errors are fixed when the matrix X, and the empirical data Z, are
fixed, so we only require that the true distances not be swamped by error (which the
above calculations show that they are not). Only d; varies with @, because round-off
errors will be different each time, and this makes it far more important for [1] because it
varies on each iteration of the maximisation algorithm. We want to be certain that the
maximisation procedure is not guided by fluctuations due to round-off errors rather than
genuine improvements.

For our matrices, Tr[¥ '] ~ 10'2. The features (vector x) were computed using
double-precision floating point, so we would expect e to be the result of some accumulated
errors each O(10'%). We determined e < 107!2, by comparing the results against some
carried out using quadruple precision (128 bit floating point) arithmetic. This means that
di = O(107%). When we look at the maximization algorithm, we see that the distance
changes by 10~° or more in at least 98% of steps. This means that we can have confidence
that the gradual improvements in distance, as discovered by the heuristic minimization
algorithms in [1], are not (or at least almost never) fluctuations caused by round-off.
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A Appendix: Useful Identities

We summarise the facts, from the theory of matrices and statistics, which we used in this
note.

(i) For nonnegative definite square matrices 3 and II,
Tr[X10] < Tr[X]Tr[I]. (1)
It follows from the main result of [3].

(i) If X ~ N (p,X) then
(X — p) ~N(0,TxTT), (2)

A basic fact, see for example [4, 3.2.1].

(iii) If X ~ N(0,X) then, regardless of whether I is symmetric or positive-definite,
E[(XTTX)?] = 2Tx[(I'S)?] + Tx[I'E)?, (3)

where I" = J(I' + I'T). Note that I' = I" if ' is symmetric. Follows from |5,
Egs. (355) & (356)] and the cyclic permutation property of trace.

We also use the special case
E[(XTS1X)?] = 2p + p*. (4)

(iv) If E[X] = E[Y] = 0, Var[X] = X, Var[Y] = II, and X and Y are independent,
then
E[(XTY)?] = Tx(ZI0). (5)

Source unknown. Can be proved from first principles, using linearity of expectation.

(v) W ~IW(Z, n) then

EW] = s (6)

n—p—1
See [4, 3.8.3].



(vi) Let X ~ N (11, %) and W ~ IW(X !, n) be independent. Then
T =n(X - )" WX — p)

is known as Hotelling’s T-square statistic, and its distribution is given by a scaled
F-distribution [4, 3.6.5]:

n—pP 52
—T" ~ n—p-
p(n—1) Fp.np
Since F' ~ F,, ., implies
2 2(V1 + vy — 2)
BFY)=—2__(1
] (V2—2)2< Tl ) )
[6, 26.6.3] then we have
2(n—1)2 2(n —2)
B2 = 2" (1 + ) 7
(T7)7] (n—p—2)2 p(n—p—4) ®



