ABSTRACT
This paper introduces a new technique for multi-actor steganalysis. In conventional settings, it is unusual for one actor to generate enough data to be able to train a personalized classifier. On the other hand, in a network there will be many actors, between them generating large amounts of data. Prior work has pooled the training data, and then tries to deal with its heterogeneity. In this work, we use multitask learning to account for differences between actors’ image sources, while still sharing domain (globally-applicable) information. We tackle the problem by learning separate feature weights for each actor, and sharing information between the actors through the regularization. This way, the domain information that is obtained by considering all actors at the same time is not disregarded, but the weights are nevertheless personalized. This paper explores whether multitask learning improves accuracy of detection, by benchmarking new multitask learners against previous work.
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1. INTRODUCTION
The traditional setting for steganalysis usually considers whether one specific person has hidden data in a single object. In practice, however, the use case of steganalysis can be seen as monitoring a large network that consists of mostly innocent actors and one or more guilty ones. Each actor will transmit multiple objects, and guilty actors will sometimes act innocently. The scenario of multiple objects was first proposed in 2006 and is called pooled steganalysis, and that of multiple actors was introduced in 2011. The challenge is to make accurate classification of cover and stego objects, when the covers come from heterogeneous sources. One cannot train a classifier with data from a single source: heterogeneity of sources would cause a model mismatch. Most previous approaches deal with this problem by pooling training data from multiple sources. Even then, to avoid mismatch completely, the steganalyst’s opponent would have to provide training data. In all most reasonable situations, the detector must train on a source not identical to the suspect, and mismatch is inevitable.

A different way of dealing with this was proposed in Ref. 3. Here, the problem was redefined as a clustering problem in which the algorithm identifies two clusters: one with the innocent actors and one with (at most one) guilty actor. Another approach was proposed in Ref. 5, where this problem is dealt with by using simple classifiers, hoping that their classification rule is simple enough to generalize beyond known actors, whilst keeping the drop in accuracy as low as possible.

To replicate the multi-actor scenario for this paper, images were obtained from a leading social networking site. This work considers images generated by 26 actors who each transmit up to 200 images. The different actors in this scenario are the people uploading the images. By considering real world data, extra difficulties are also introduced: the image set will never be completely clean, there is the problem of double compression, double embedding and more processing artifacts. These difficulties capture the challenges of a real world scenario.

This work takes a new approach, in which the multitask machine learning technique is considered. It explores whether the heterogeneity of sources can actually be an extra source of information rather than something to cast away. It does this by training a separate binary classifier for each actor while using regularization to include the domain information in each classifier to obtain a slightly more generalized model. This work explores whether multitask learning improves accuracy of detection, by benchmarking the new multitask learners against comparable previous work.
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1.1 Multi-Actor Steganalysis

There is a need to move steganalysis research toward a setting that resembles the real world more closely. Usually, when considering steganography and steganalysis, the Prisoners' Problem presents formal definitions. In this setting, we have two prisoners, Alice and Bob, who are imprisoned in separate cells. The warden, Eve, has allowed them to communicate as long as they do not plan to escape and she can monitor the communications. The moment Eve notices that they are trying to escape; she will stop all communications between them and put them in solitary confinement. Consequently, Bob and Alice will resort to steganography to try to communicate covertly while Eve will use steganalysis to detect whether any secret messages are exchanged. However, in this setting, we consider only communications between two people. We can imagine that a practical application of steganalysis would be to monitor a large network where multiple people will be communicating with each other. Not all of them will be malicious, and even the actors that actually use steganography will not always send stego objects.

There are two issues with multi-actor steganalysis that motivate this paper. First of all, even if we assume that training data is supplied for each actor, there needs to be a way to not lose the information we obtain by knowing the source of each image. However, there might not be enough data to generate a fully personalized model for each actor. Multitask learning deals with this by incorporating the domain information in a personalized model. Secondly, if we have training data that corresponds to known actors and we want to generalize to unseen actors. While this paper does not deal with this problem directly, the idea of investigating domain information is useful when considering this issue.

In this paper, we will train a binary classifier for every actor \( a \in \{1 \ldots A\} \) that has \( N^{(a)} \) labelled training instances \((x_n^{(a)}, t_n^{(a)})\), where each \( t_n^{(a)} \in \{0, 1\} \) is a label and each \( x_n^{(a)} \) is a \( D \)-dimensional feature vector, \( x_n^{(a)} \in \mathbb{R}^D \). These binary classifiers will be personalized for each actor whilst still using the domain information to obtain a slightly more generalized model, using a multitask machine learning technique.

1.2 Multitask Learning

In general, when considering machine learning algorithms, complex problems are broken down into simpler problems, which are then learned individually. However, this disregards the fact that these problems tend to naturally be related. In effect, a lot of the domain information – information common to all problems – is lost this way. Humans tend to use past experiences and knowledge when learning new things. For example, we can imagine that it would be easier to learn how to play the piano, if we already know how to play the organ. This concept can be extended to machine learning and it is what is called transfer learning.

Multitask Learning (henceforth MTL) is a subfield of transfer learning that was introduced by Caruana in Ref. 6. He argues that MTL is a collection of ideas, techniques and algorithms that improve generalization by considering the domain information of related tasks. Since then, multiple algorithms and techniques were proposed. Baxter introduced a theoretical background as to why MTL works well in Ref. 9. He saw MTL as an automated way of learning the best possible inductive bias. He assumed that every problem is part of some environment that constitutes of related problems. Therefore, he extended the Vapnik-Chervonenkis dimensions (VC-dimensions) and statistical learning theory for generalization bounds to the MTL setting.

There are many types of Multitask Learning (MTL), and for more information about the different methods we refer to Ref. 10. In this paper, we consider the domain adaptation scenario. The problem that arises here is that the distribution in one test domain is different from another. A spam filter illustrates this concept best: the filter should consider the generic solution obtained by taking into account the information of all users, but it should be personalized for each individual user’s email corpus as well. Ref. 11 describes such a spam filter. The method that is employed here is mainly parameter transfer, which is the most refined method. It assumes that related tasks should share some parameters or priors, and share information through regularization.

2. METHOD

2.1 Logistic Regression

Since this is the first time the technique is applied to the field of steganalysis, the simplest form of multitask learning is used. We base it on logistic regression, which has been applied to steganalysis but is not common.
It is also against simple logistic regression that we will benchmark the multitask algorithm.

Logistic regression is a well researched machine learning technique. It models the probability that an instance was generated from a certain class. It is typically used for classification by picking the most likely class. If we consider the binary classification problem, we assume class $C_1$ to be the the class of stego objects and $C_2$ to be the class of cover objects.

Logistic regression attempts to model the probability that instance $x$ comes from class $C_1$ or $C_2$, using an unconstrained weight vector $w$, by the model:

$$\log \frac{P(C_1 | x)}{P(C_2 | x)} = w^T x.$$ 

From this we can deduce the form of $P(C_k | x)$:

$$P(C_k | x) = \frac{1}{1 + \exp(-w^T x)} = \sigma(w^T x).$$

Given a dataset $(x_i, t_i), i = 1, \ldots, N$ of $N$ labelled training instances where each $t_i \in \{0, 1\}$ ($t_i$ is zero or one according to the class) and each $x_i$ is a $D$-dimensional feature vector, $x_i \in \mathbb{R}^D$, we can define an error function we wish to minimize when learning the weights. It corresponds to the negative logarithm of the likelihood:

$$L(w) = -\sum_{i=1}^{N} \log P(C_1 | x_i)^{t_i}(1 - P(C_1 | x_i))^{1-t_i}.$$ 

No closed-form solution is known for this minimization problem. Therefore, the minimization is solved through optimization by, for example, using a pseudo-Newtonian algorithm. To avoid overfitting, we also add regularization by incorporating a zero mean Gaussian prior over the weights that is governed by the hyperparameter $\gamma$. This is the most common prior for log-linear models. It pushes the weights down to zero and penalizes larger weights quadratically.

$$L(w) = -\sum_{i=1}^{D} \frac{w_i^2}{\gamma^2} + \sum_{i=1}^{N} \log P(C_1 | x_i)^{t_i}(1 - P(C_1 | x_i))^{1-t_i}.$$ 

The best value for $\gamma$ can only be found by trial and this process is called parameter optimization. It is performed using either a line search or some other exhaustive technique.

In this paper, we will compare two models to the multitask algorithm. First of all, we obtain a model in the traditional way, i.e. by pooling the data. This mean that we disregard who generated the images and use all the data to train one logistic regression binary classifier. From this point on, we call this the pooled model. Second, we will obtain a model by training a binary classifier for each actor individually, assuming that training data is available for every actor. We call this model the personalized model.

2.2 Multitask Logistic Regression

For the introduction of multitask learning to the field, we have chosen to use the simplest form of multitask logistic regression. We follow the multitask learner of Ref. 7.

In the setting of multitask learning logistic regression, every actor $a \in 1, \ldots, A$ has $N^{(a)}$ labelled training instances $(x_{i(a)}^{(a)}, t_{i(a)}^{(a)})$ where each $t_{i(a)}^{(a)} \in \{0, 1\}$ and each $x_{i(a)}^{(a)}$ is a $D$-dimensional feature vector. In this case we will use an italic font to indicate we are talking about an element of the vector and index the elements with $i \in 1, \ldots, D$. When we talk about which training instance we are considering, we will index it with $n \in 1, \ldots, N^{(a)}$. 


To extend the simple logistic regression algorithm, we start by considering a parameter matrix in stead of a parameter vector. Let \(w^{(a)}\) indicate the weights associated with actor \(a\) and \(W\) the complete parameter matrix with each \(w^{(a)}\) as rows:

\[
W = \begin{pmatrix}
w_1^{(1)} & \cdots & w_D^{(1)} \\
\vdots & \ddots & \vdots \\
w_1^{(A)} & \cdots & w_D^{(A)}
\end{pmatrix}.
\]

Now the most intuitive way to extend the likelihood function would be to sum over the likelihood of all the actors:

\[
\mathcal{L}(W) = - \sum_{a=1}^{A} \sum_{n=1}^{N^{(a)}} \log(P(t_n^{(a)}, \mathbf{x}_n^{(a)})) = - \sum_{a=1}^{A} \sum_{n=1}^{N^{(a)}} t_n^{(a)} \log(\mathbf{w}^{(a)\top} \mathbf{x}_n^{(a)}) + (1 - t_n^{(a)}) \log(1 - \sigma(\mathbf{w}^{(a)\top} \mathbf{x}_n^{(a)})�)
\]

However, simply minimizing \(\mathcal{L}(W)\) is equivalent to training a logistic regression classifier for each actor separately (the personalized model); there is no transit of information between them. To make this a multitask learner, we introduce a new parameter: the vector \(\mathbf{u}\), which is a \(D\)-dimentional vector as well. This vector will be calculated as a regularized combination of all the weights and is what will introduce the exchange of information. We impose a Gaussian prior on the \(\mathbf{u}\) with mean 0 and variance \(\gamma_2\), and enforce that each \(i\)-th row of \(W\) follows a Gaussian prior with \(u_i\) as its mean and with variance \(\gamma_2\). The posterior likelihood becomes

\[
\mathcal{G}(W) = \mathcal{L}(W) + \mathcal{R}(W)
\]

where

\[
\mathcal{R}(W) = \sum_{j=1}^{D} \left( \frac{u_j^2}{\gamma_1^2} + \frac{1}{\gamma_2^2} \sum_{a=1}^{A} (u_j^{(a)} - u_j)^2 \right).
\]

We have used a two-stage prior here. The vector \(\mathbf{u}\) represents global weights (which, at the optimum, are simply a function of the local weights) which is the domain information. The prior on \(\mathbf{u}\) is akin to the prior used to regularize conventional logistic regression. At the second stage, the deviation between the personalized weights and the global weights is then also assumed to come from a Gaussian distribution.

We want the value of \(\mathbf{u}\) where the equation is at is minimum. Since \(\mathcal{R}(W)\) is the only part of \(\mathcal{G}(W)\) that depends on \(\mathbf{u}\), we can find an expression for \(\mathbf{u}\) depending on \(W\) by:

\[
u_i = \arg\max_u \left( \frac{u_i^2}{\gamma_1} + \frac{\sum_{a=1}^{A} (u_i^{(a)} - u_i)^2}{\gamma_2^2} \right)
\]

which gives us

\[
u_i(W) = \frac{\gamma_1^2 \sum_{a=1}^{A} u_i^{(a)}}{\gamma_2^2 + A \gamma_1^2}.
\]

This means that the vector \(\mathbf{u}\) will actually fall away during minimization since we express it using \(W\). This phenomenon happens often in multitask learning techniques. As with the simple logistic regression model, the optimization has no closed-form solution due to the nonlinearity of the logistic sigmoid function, and the parameters \(\gamma_1\) and \(\gamma_2\) are found using a grid search procedure.

We must note that in this setting, learning is equivalent to optimizing weights. For the pooled model, we optimize a single problem with dimension \(D\), for the personalized model this is \(A\) optimizations with dimension \(D\), and for the multitask learner this is a single optimization problem with dimension \(AD\). Bear in mind that each update step of a quasi-Newton algorithm like BFGS is at least quadratic in the dimensionality, and number of updates needed will also grow with the dimensionality, so optimizing the multitask model is much slower than personalized or pooled models. For example, the parameter optimization for 26 actors and 81-dimensional features took over 260 days of core-time on a on a 32 core cluster.
3. EXPERIMENTAL DESIGN AND RESULTS

3.1 Hypothesis

There is a distinct need for steganalysis research to move toward a real world setting, since a use case of steganalysis is to monitor social networks that get used by a lot of actors. As we have seen, multitask learning could be a step in the right direction since it deals well with the heterogeneity of sources, while still avoiding model mismatch. We will test the following hypotheses:

Hypothesis 1: There is a statistically significant increase in accuracy of detection when using the multitask logistic regression algorithm rather than pooling the data and applying simple logistic regression method to it. This statistical significant difference is with respect to the percentage of correctly classified images and a 95% confidence level.

Hypothesis 2: There is a statistically significant increase in accuracy of detection when using the multitask logistic regression algorithm rather than training a separate logistic regression model for each actor. This statistical significant difference is with respect to the percentage of correctly classified images and a 95% confidence level.

3.2 Experimental Design

We will assume that we are given training data from the same actors that we test against, for now putting aside the model mismatch problem which could arise with personalized detectors. We wish to compare multitask logistic regression against simple logistic regression steganalysis. We use a real-world dataset of images from a social networking site. The people uploading the pictures are considered to be the actors, as they will be using different cameras. This makes available hundreds of actors each with up to 4000 JPEG cover images. We create stego data by embedding using nsF5 (our implementation simulates the F5 embedding operation with a fixed embedding efficiency of $e = 2$). In this paper, we used two datasets. Each set is divided into a training set (80% of images) and a testing set (20% of images), stratified by actor and class.

For the first dataset, we used 81-dimensional “calibrated Markov features” (the same 81 features which were symmetrized from the original 324 Markov features in Ref 12). There are 26 actors with 200 images (we also tested with 50 and 100 images per actor), using both an 0.1 bpnc and 0.2 bpnc (bits per non-zero coefficient) payload. For the second set, we use state-of-the-art 20-dimensional features that were obtained by partly-supervised dimensionality reduction from 7850-dimensional $CF^*$ features of Ref. 14. There are 26 actors (a different 26 from the first data set), 90 images per actor, and the payload was 0.1 bpnc.

Plain logistic regression, regularized with a Gaussian prior, is used as a base case for comparison of results. As in Ref. 8, it has been turned into a binary classifier by choosing the most likely class. We have implemented a model using pooled training data and a personalized model that learns a classifier for each actor separately. These models are compared to the multitask logistic regression model. In all cases we use BFGS as the numerical minimizer for the weights: this is nontrivial for the multitask learner, which is optimizing over many dimensions (one per actor and feature).

We will not compare the MTL model to algorithms other than logistic regression (state-of-the-art steganalysis uses Support Vector Machines or ensembles of simple linear classifiers) because this will not answer the question as to whether MTL can bring benefits to steganalysis of heterogeneous data. The results would be confused by differences between the classifiers.

The hyperparameters of these models were optimized using a line- or gridsearch with 5-fold cross validation. The idea of a line search is very simple: we try each option in $\{e^x | x \in \{-20, -19, \ldots, 19, 20\}\}$. This idea can be extended to a grid search for the multitask learner. Instead of a one-dimensional hyperparameter space, we now explore a two-dimensional space. We started with a very coarse grid for the multitask learner and refined the grid in the direction of the optimum, ensuring that the optimum was in the interior of the space searched. Cross validation was performed on the training set and overall accuracy will be reported on the testing set.
3.3 Results

We begin by looking at the classification accuracy for personalized logistic regression, as the hyperparameter $\gamma$ varies. This is displayed in Figure 1, and we can see that different actors do not need the same regularization parameter. Some of the actors prefer very high regularization whilst other prefer almost no regularization whatsoever. This seems to confirm our suspicion that a pooled classifier is forced to learn suboptimally.

Tables 1 and 2 shows the accuracy the models obtained, with optimal regularization, with the simple logistic regression model using pooled data, personalized for each actor, and the multitask logistic regression model. They are for 0.1 bpnc and 0.2 bpnc payloads respectively. To compare the results of the different models, we use a $Z$-test. This is a statistical test that indicates whether the difference between the means of two distributions (or the accuracy of two classifiers) is statistically significant. We obtain a $z$-score and if this value does not lie within the interval $[-1.96, 1.96]$, we can reject the null hypothesis that states that the models have the same performance (with a confidence level of 95%).

This reveals a minor flaw in our initial experimental design: the sensitivity of the $Z$-test is dependant on the amount of testing data. So in order to make the results comparable, we always report results on the 100 images per actor test set, regardless of the size of the training set. The test set is still always disjoint from the training set. For the 81 features dataset, the testing set therefore contains $2 \cdot 20 \cdot 26 = 1040$ images; for the 20 features dataset, the testing set contains 936 images.

Tables 1 and 2 show a statistically significant improvement of the multitask model over the pooled model for the 100 and 200 images per actor sets when considering a payload of 0.1bpnc, and for the 50 and 100 images per actor sets when considering a payload of 0.2bpnc. When we compare the multitask model to the personalized model, we can see statistically significant improvements for the 100 images per actor sets with both payloads. Table 3 shows the accuracy and $z$-scores for the models using the 20 features dataset. Here, we can see a statistically significant improvement of the multitask model over both the personalized and pooled models. These results show that, depending on the amount of data, one should chose a different model. If there are
### Table 1

<table>
<thead>
<tr>
<th>Features</th>
<th>50 images/actor</th>
<th>100 images/actor</th>
<th>200 images/actor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pooled</td>
<td>81.44</td>
<td>81.15</td>
<td>81.52</td>
</tr>
<tr>
<td>Personalized</td>
<td>80.87</td>
<td>82.14</td>
<td>85.09</td>
</tr>
<tr>
<td>Multitask</td>
<td>83.37</td>
<td>85.58</td>
<td>85.19</td>
</tr>
<tr>
<td>z-score multitask &gt; pooled</td>
<td>1.15</td>
<td>2.37*</td>
<td>2.01*</td>
</tr>
<tr>
<td>z-score multitask &gt; personalized</td>
<td>1.48</td>
<td>2.03*</td>
<td>0.06</td>
</tr>
</tbody>
</table>

81-dimensional Markov features, 26 actors, 0.1 bpnc payload

Table 1. Accuracy (%) of the various classifiers measured on the testing set for 100 images per actor. Scores for a Z-test are also shown. * indicates significance at the 95% level.

### Table 2

<table>
<thead>
<tr>
<th>Features</th>
<th>50 images/actor</th>
<th>100 images/actor</th>
<th>200 images/actor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pooled</td>
<td>84.04</td>
<td>94.71</td>
<td>94.23</td>
</tr>
<tr>
<td>Personalized</td>
<td>94.62</td>
<td>94.62</td>
<td>95.58</td>
</tr>
<tr>
<td>Multitask</td>
<td>95.58</td>
<td>96.54</td>
<td>95.67</td>
</tr>
<tr>
<td>z-score multitask &gt; pooled</td>
<td>8.70*</td>
<td>2.03*</td>
<td>1.50</td>
</tr>
<tr>
<td>z-score multitask &gt; personalized</td>
<td>1.02</td>
<td>2.13*</td>
<td>0.10</td>
</tr>
</tbody>
</table>

81-dimensional Markov features, 26 actors, 0.2 bpnc payload

Table 2. Accuracy (%) of the various classifiers measured on the testing set for 100 images per actor. Scores for a Z-test are also shown. * indicates significance at the 95% level.

### Table 3

<table>
<thead>
<tr>
<th>Features</th>
<th>90 images/actor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pooled</td>
<td>92.09</td>
</tr>
<tr>
<td>Personalized</td>
<td>91.67</td>
</tr>
<tr>
<td>Multitask</td>
<td>94.55</td>
</tr>
<tr>
<td>z-score multitask &gt; pooled</td>
<td>2.12*</td>
</tr>
<tr>
<td>z-score multitask &gt; personalized</td>
<td>2.46*</td>
</tr>
</tbody>
</table>

20-dimensional reduced $CF^*$ features, 26 actors, 0.1 bpnc payload

Table 3. Accuracy (%) of the various classifiers measured on the testing set for 90 images per actor. Scores for a Z-test are also shown. * indicates significance at the 95% level.
enough images per actor in the training set then a personalized learner can be trained. If there are too few images per actor then none of the classifiers learns enough information. But for intermediate sizes, the multitask learner is able to exploit the domain information and give improved performance.

To inspect whether the MTL model is learning significantly different weights for different actors, we computed the cosines\textsuperscript{*} between the weight vectors of the pooled logistic regression model and the individual weights of the multitask model (for the 26 actors, 100 images per actor dataset). If very closely aligned, we would conclude that the multitask learner is doing little other than pooling the data, but Figure 2 shows that the cosines are in the range 0.25–0.5, showing weak alignment. We also computed the cosines between the individual weights of the personalized model and those for the multitask model. If very closely aligned, we would conclude that the multitask learner is treating the actors separately and has not found any domain information. Figure 3 shows that there is some alignment, but for certain actors the learner has found a vector with quite a different direction. Some domain information has been found, and this accounts for the increased classification accuracy.

4. CONCLUSIONS

We have tried to apply an idea from transfer learning to steganalysis of heterogeneous data. Instead of discarding information about an image’s origin, we learned a model for each actor (originator) and used regularization to transfer domain information between the models.

\textsuperscript{*}A normalized correlation, obtained via the dot product in the usual way.
In this paper we tried a very simple form of MTL, using logistic regression, and tested against standard logistic regression in pooled and personalized varieties. For certain amounts of training data, where this is sufficient information to learn a model but insufficient information to train personalized models, we saw a statistically significant increase in classification accuracy.

We have not tested the MTL method against state of art detectors, because the comparison would reveal more about the ability of SVMs or ensemble classifiers to learn better than logistic regression (which is, after all, only a linear classifier). Our conclusion is that the principles of MTL can in principle bring benefit to difficult real-world cases of steganalysis, where there are many cover sources to learn, rather than to advocate a new steganalysis classifier. Further work is needed to see whether MTL methods can be used in contemporary steganalysis methods.

A limitation of the multitask learner is the dimensionality of its optimization problem. With $A$ actors and features of dimensionality $D$, this particular learner optimizes a non-convex objective function over $AD$ dimensions, which becomes very challenging for moderate values of $A$. With contemporary features sets having dimensionality in the thousands, this is a major drawback unless the features can be reduced.\textsuperscript{13} There is hope that a hierarchical approach could make the optimizations more tractable.
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