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Abstract

Description logics (DLs) are knowledge representation formalisms with well-understood
model-theoretic semantics and computational properties. The DL SHIQ(D) provides
the logical underpinning for the family of Semantic Web ontology languages. Metadata
management applications, such as the Semantic Web, often require reasoning with large
quantities of assertional information; however, existing algorithms for DL reasoning
have been optimized mainly for efficient terminological reasoning. Although techniques
for terminological reasoning can be used for assertional reasoning as well, they often
do not exhibit good performance in practice.

Deductive databases are knowledge representation systems specifically designed to
efficiently reason with large data sets. To see if deductive database techniques can
be used to optimize assertional reasoning in DLs, we studied the relationship between
the two formalisms. Our main result is a novel algorithm that reduces a SHIQ(D)
knowledge base KB to a disjunctive datalog program DD(KB) such that KB and
DD(KB) entail the same set of ground facts. In this way, we allow DL reasoning to be
performed in DD(KB) using known, optimized algorithms.

The reduction algorithm is based on several novel results. In particular, we devel-
oped a resolution-based algorithm for deciding satisfiability of SHIQ knowledge bases.
Furthermore, to enable representation of concrete data, such as strings or integers, we
developed a general approach for reasoning with concrete domains in the framework of
resolution, and we use it to extend our algorithms to SHIQ(D). For unary coding of
numbers, these algorithms run in exponential time, and are thus worst-case optimal.

These results allowed us to derive tighter data complexity bounds. Namely, assum-
ing that the size of the assertional knowledge dominates the size of the terminological
knowledge, the reduction algorithm runs in nondeterministic polynomial time; further-
more, if disjunctions are not used, it runs in deterministic polynomial time.

Finally, we extended these algorithms in several ways. First, we showed that so-
called DL-safe rules can be combined with disjunctive programs obtained by the re-
duction to increase the expressivity of the logic, without affecting decidability. Second,
we derived an algorithm for answering conjunctive queries. Third, we extended the
algorithms to support metamodeling.

To estimate the practicability of our algorithms, we implemented KAON2—a new
DL reasoning system. Our experiments show a performance increase in query answer-
ing over existing DL systems of one or more orders of magnitude.
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Chapter 1

Introduction

Description Logics (DLs) are a family of knowledge representation formalisms that
allow representation of domain knowledge and reasoning with it in a formally well-
understood way. The first description logic KL-ONE [24] was proposed in order to
address the deficiencies of semantic networks [111] and frame-based knowledge rep-
resentation systems [94]. KL-ONE is based on a model-theoretic semantics, which
provides a formal foundation for the vague and imprecise semantics of earlier systems.

Although there are DLs that do not fall into this category, most DLs are fragments
of first-order logic. A description logic terminology (also called a TBox) describes
concepts (that is, unary predicates representing sets of individuals) and roles (that is,
binary predicates representing links between individuals). Concepts can be atomic,
which means that they are denoted by name, or complex, built using constructors
that specify necessary and sufficient conditions for concept membership. Apart from
a terminology, a description logic knowledge base usually has an assertional compo-
nent (also called an ABox), which specifies the membership of individuals or pairs of
individuals in concepts and roles, respectively. Historically, the fundamental reasoning
problem in description logics is to determine whether one concept subsumes another,
which is the case if the extension of the former necessarily includes the extension of the
latter concept. Apart from subsumption, other reasoning problems, such as checking
satisfiability of a knowledge base or retrieving concept individuals, are also important
in many applications.

Soon after KL-ONE was introduced, the subsumption problem for KL-ONE con-
cepts was found to be undecidable [130]. From this point on, a large body of description
logic research focused on investigating the fundamental trade-offs between expressivity
and computational complexity. This line of research culminated in a detailed taxonomy
of complexity and undecidability results for various DLs; an overview can be found in
[4, Chapter 5].

In parallel, an important goal of description logic research was to develop practical
reasoning algorithms and to implement them in practical knowledge representation
and reasoning systems. Initially, reasoning algorithms were based on structural sub-
sumption. Roughly speaking, such algorithms transform each concept description to

3



4 1. Introduction

a certain normal form; the structures of normal forms are then compared to decide
concept subsumption. After initial experiments with systems based on structural sub-
sumption, such as CLASSIC [22] and LOOM [91], it became evident that sound and
complete structural subsumption algorithms are possible only for inexpressive logics.

As a reaction to these deficiencies, tableau algorithms were proposed in [131] as
an alternative for description logic reasoning. A tableau algorithm demonstrates sat-
isfiability of a knowledge base by trying to build a model.1 If such a model can be
built, the knowledge base is evidently satisfiable, and if it cannot, the knowledge base
is unsatisfiable. Most other reasoning problems can be reduced to satisfiability check-
ing. Tableau algorithms have been built for very expressive logics, so that they are
nowadays considered the state of the art for DL reasoning.
SHIQ [73] is a very expressive description logic, which, apart from the usual

Boolean operations on concepts and existential and universal quantification on roles,
supports advanced features, such as inverse and transitive roles, role hierarchies, and
number restrictions. SHIQ(D) is an extension of SHIQ with datatypes—a simplified
variant of concrete domains [5]—, which allow reasoning with concrete data, such as
strings or integers. A tableau algorithm for SHIQ was presented in [73, 74], and it can
be easily extended with datatypes in the same way as this was done for the related logic
SHOQ(D) [70]. SHIQ(D) is important, since it provides the basis of OWL-DL [106]—
a W3C recommendation language for ontology representation in the Semantic Web.
Namely, OWL-DL is a notational variant of the SHOIN (D) description logic, which
differs from SHIQ(D) mainly by supporting nominals—singleton concepts containing
only the specified individual.

Reasoning in SHIQ is ExpTime-complete [144]. Moreover, tableau algorithms
for SHIQ run in 2NExpTime. Because of their high worst-case complexity, effective
optimization techniques are essential to make tableau algorithms usable in practice.
Numerous optimization techniques were presented in [66], along with practical evidence
of their usefulness. These techniques were implemented in the SHIQ reasoner FaCT
[67], allowing the latter to be successfully applied to practical problems. Another state-
of-the-art reasoner for SHIQ(D) is Racer [59], distinguished from FaCT mainly by
supporting assertional knowledge. The reasoner Pellet [105] was implemented recently
with the goal of faithfully realizing all the intricacies of the OWL-DL standard.

Description logics were successfully applied to numerous problems, such as informa-
tion integration [4, Chapter 16] [85, 19, 51], software engineering [4, Chapter 11], and
conceptual modeling [4, Chapter 10] [31]. The performance of reasoning algorithms
was found to be quite adequate for applications mainly requiring terminological rea-
soning. However, new applications, such as metadata management in the Semantic
Web, require efficient query answering over large ABoxes. So far, attempts have been
made to answer queries by a reduction to ABox consistency checking, which can be
performed using tableau algorithms. From a theoretical point of view, this approach

1For some logics, tableau algorithms actually build finite abstractions of possibly infinite models.



5

is quite elegant, but from a practical point of view, it has a significant drawback: as
the number of ABox individuals increases, the performance becomes quite poor.

We believe that there are two main reasons why tableau algorithms scale poorly to
ABox reasoning. First, tableau algorithms treat all individuals separately: to answer
a query, a tableau check is needed for each individual to see whether it is an answer
to the query. Second, only a small subset of ABox information is usually needed to
compute the query answer. These deficiencies have already been acknowledged by the
research community, and certain optimization techniques for instance retrieval have
been developed [60, 61]. However, the performance of query answering is still not
satisfactory in practice.

In parallel to description logic research, many techniques were developed to opti-
mize query answering in deductive databases—a family of knowledge representation
formalisms that extend the relational model with deductive features [1, 42]. For exam-
ple, the first deficiency outlined in the previous paragraph is addressed by managing
individuals in sets [1]. This opens the door to various optimization techniques, such
as the join-order optimization. Consider the query worksAt(P, I), hasName(I, ‘FZI’).
It is reasonable to evaluate hasName(I, ‘FZI’) first, and then join the result with the
tuples in the worksAt relation: the second conjunct contains a constant, so evaluating
it should return a small number of tuples. Join-order optimizations are usually based
on database statistics and are very effective in practice.

The second deficiency can be addressed by identifying the subset of the ABox that
is relevant to the query, and then running the reasoning algorithm only on this subset.
Magic sets transformation [18] is the primary technique developed to achieve this goal,
and it has been used mainly in the context of Horn deductive databases to optimize
evaluation of recursive queries. Roughly speaking, the query is modified to ensure that
a set of relevant facts is derived during query evaluation; the original query is then
evaluated only within this set. The magic sets transformation for disjunctive programs
has been presented in [55, 34], along with empirical evidence of its usefulness.

Since techniques for reasoning in deductive databases are now mature, it is natural
to investigate whether they can be used to improve query answering over large ABoxes.
To facilitate that, we studied the relationship between DLs and disjunctive datalog,
with the goal of deriving an algorithm for reducing a SHIQ(D) knowledge base to
a disjunctive datalog program [42] that entails the same set of ground facts as the
original knowledge base. Thus, ABox reasoning is reduced to query answering in
disjunctive datalog, which allows reusing existing techniques and optimizations for
query answering in deductive databases.

The reduction algorithm is based on several novel results, which are interesting in
their own right. Next, we overview our contributions:

• In Chapter 5 we present a decision procedure for checking satisfiability of SHIQ
knowledge bases based on basic superposition [14, 96]—a clausal refutation cal-
culus optimized for theorem proving with equality. Parameterized by a suit-
able term ordering and a selection function, basic superposition decides only a
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slightly weaker logic SHIQ−, in which number restrictions are allowed only on
roles not having subroles. For full SHIQ, saturation by basic superposition does
not necessarily terminate. To remedy that, we introduce a decomposition rule,
which transforms certain clauses into simpler ones, thus ensuring termination.
We show that decomposition is a very general rule that can be used with any
calculus compatible with the standard notion of redundancy [13]. This decision
procedure runs in worst-case exponential time, provided that numbers are coded
in unary. Unary coding of numbers is standard in description logic algorithms,
and, to the best of our knowledge, it is used in all existing reasoning systems.
Hence, our algorithms are worst-case optimal under common assumptions.

• Until now, reasoning with concrete domains was predominantly studied in the
context of tableau algorithms. Since our algorithms are based on a clausal calcu-
lus, existing approaches are not directly applicable to our setting. Therefore, in
Chapter 6 we present a general approach for reasoning with a concrete domain
in the framework of resolution. Our approach is applicable to any calculus whose
completeness proof is based on the model generation method [13], so it can be
combined with basic superposition. We apply this approach to the algorithm
from Chapter 5 to obtain a procedure for deciding satisfiability of SHIQ(D)
knowledge bases. We show that, assuming a bound on the arity of concrete
predicates and an exponential bound on the oracle for concrete domain reason-
ing, adding datatypes does not increase the complexity of reasoning.

• In Chapter 7 we present an algorithm for reducing a SHIQ(D) knowledge base to
a disjunctive datalog program. Roughly speaking, the algorithms from Chapter
5 and Chapter 6 are first used to compute all nonground consequences of a
knowledge base, which are then transformed in a way that allows simulating all
remaining ground inferences by basic superposition in disjunctive datalog.

• Based on the algorithm from Chapter 7, in Chapter 8 we analyze the data com-
plexity of reasoning in SHIQ(D)—that is, the complexity measured only in the
size of the ABox, while assuming that the TBox is fixed in size. In applications
where the size of the ABox is much larger than the size of the TBox, data com-
plexity provides a better estimate of the practical applicability of an algorithm.
Surprisingly, the data complexity of satisfiability checking in SHIQ(D) turns
out to be NP-complete, which is better than the ExpTime combined complexity
(assuming NP ⊂ ExpTime). Moreover, we identify the Horn-SHIQ(D) frag-
ment of SHIQ(D), which does not provide for modeling disjunctive knowledge,
but exhibits polynomial data complexity. This provides theoretical justification
for hoping that efficient reasoning with large ABoxes is possible in practice.

• In Chapter 9 we consider a hybrid knowledge representation system consisting of
SHIQ(D) extended with rules. The integration of rules and description logics is
achieved by allowing concepts and roles to occur as unary and binary predicates,
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respectively, in the atoms of the rule head or body. To achieve decidability,
the rules are required to be DL-safe: each variable in the rule must occur in
a body atom whose predicate is neither a concept nor a role. Intuitively, this
makes query answering decidable, since it ensures that rules are applicable only
to individuals explicitly occurring in the knowledge base. We show that query
answering in such a logic can be performed simply by appending DL-safe rules
to the disjunctive datalog program obtained by the reduction.

• In Chapter 10 we extend our algorithms to handle answering and checking sub-
sumption of conjunctive queries [32] over SHIQ(D) knowledge bases. It is widely
believed that conjunctive queries provide a formal foundation for the vast ma-
jority of commonly used database queries, so they lend themselves naturally as
an expressive query language for description logics.

• In Chapter 11 we consider the problems of extending description logics with
metamodeling—a style of modeling that allows concepts to be treated as indi-
viduals and vice versa. We show that extending the basic description logic ALC
with metamodeling in the way as this was done in the Semantic Web language
OWL-Full [106] leads to undecidability of basic reasoning problems. Therefore,
we propose an alternative approach based on HiLog [33]—a logic that aims to
simulate second-order reasoning in a first-order framework. We show that, un-
der some minor restrictions, our algorithms can easily be extended to provide a
decision procedure for SHIQ(D) extended with metamodeling.

• To estimate the applicability of our algorithms in practice, we implemented a
new DL reasoner KAON2. In Chapter 12 we describe the system architecture,
as well as several optimizations required to obtain a system offering competitive
performance of reasoning.

• In Chapter 13 we present an evaluation of the performance of KAON2. For
answering queries over large ABoxes, our system exhibits performance improve-
ments over Pellet and RACER of one or more orders of magnitude. For TBox
reasoning, our system does not match the performance of tableau-based systems;
however, it is still capable of solving certain nontrivial problems.

Many of our results were published previously: the resolution decision procedure
and the reduction to disjunctive datalog for SHIQ− were published in [151]; the
decomposition rule and the algorithm for answering conjunctive queries over SHIQ
knowledge bases were published in [152]; the algorithms for reasoning with a concrete
domain were published in [150]; reasoning with DL-safe rules was published in [155]
and [156]; the results on data complexity were published in [153]; and the results
related to metamodeling were published in [154].
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Chapter 2

Preliminary Definitions

In this chapter we introduce all necessary terminology and recapitulate relevant de-
finitions and results. This chapter is not intended to be of a tutorial nature; please
consult the references for a more detailed presentation.

2.1 Multi-Sorted First-Order Logic

We recapitulate standard definitions of first-order logic ([46] is a good textbook) ex-
tended with multi-sorted signatures.

A multi-sorted first-order signature Σ is a 4-tuple (P,F ,V,S), where P is a finite
set of predicate symbols, F a finite set of general function symbols, V a countable set
of variables, and S a finite set of sorts. Each predicate and general function symbol is
associated with a nonnegative arity n. General function symbols of zero arity are called
constants; all other general function symbols are called simply function symbols.1

Each n-ary general function symbol f ∈ F is associated with a sort signature
r1 × . . . × rn → r, and each n-ary predicate symbol P ∈ P is associated with a sort
signature r1 × . . . × rn, for r(i) ∈ S. The sort of each variable is determined by the
function sort : V → S.

The set of terms T (Σ) and the extension of the function sort to terms are defined
as follows: T (Σ) is the smallest set such that (i) V ⊆ T (Σ), and (ii) if f ∈ F has
the signature r1 × . . . × rn → r and ti ∈ T (Σ) with sort(ti) = ri for 1 ≤ i ≤ n, then
t = f(t1, . . . , tn) ∈ T (Σ) with sort(t) = r. The set of atoms A(Σ) is the smallest set
such that, if P ∈ P has the signature r1 × . . . × rn and ti ∈ T (Σ) with sort(ti) = ri
for 1 ≤ i ≤ n, then P (t1, . . . , tn) ∈ A(Σ). Terms (atoms) not containing variables are
called ground terms (atoms).

A position p is a finite sequence of integers and is usually written as i1.i2 . . . in.
The empty position is denoted with ε. If a position p1 is a proper prefix of a position

1Many authors do not distinguish constants from function symbols, because this makes the pre-
sentation of first-order logic simpler. However, for our results presented in subsequent chapters, this
distinction is essential.

9
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p2, then p1 is above p2, and p2 is below p1. A subterm of t at position p, written t|p, is
defined inductively as t|ε = t and, if t = f(t1, . . . , tn), then t|i.p = ti|p. A replacement
of a subterm of t at position p with the term s, written t[s]p, is defined inductively as
t[s]ε = s and, if t = f(t1, . . . , tn), then t[s]i.p = f(t1, . . . , ti[s]p, . . . , tn).

The set of formulae L(Σ) defined over the signature Σ is the smallest set such that
> and ⊥ are in L(Σ), A(Σ) ⊆ L(Σ), and, if ϕ,ϕ1, ϕ2 ∈ L(Σ) and x ∈ V, then ¬ϕ,
ϕ1 ∧ϕ2, ϕ1 ∨ϕ2, ∃x : ϕ, and ∀x : ϕ are in L(Σ). As usual, ϕ1 → ϕ2 is an abbreviation
for ¬ϕ1∨ϕ2, ϕ1 ← ϕ2 is an abbreviation for ϕ1∨¬ϕ2, and ϕ1 ↔ ϕ2 is an abbreviation
for (ϕ1 → ϕ2) ∧ (ϕ1 ← ϕ2). A variable x in a formula ϕ is free if it does not occur
under the scope of a quantifier. If ϕ does not have free variables, it is closed.

The notion of a subformula of ϕ at position p, written ϕ|p, is defined inductively
as ϕ|ε = ϕ; (ϕ1 ◦ ϕ2)|i.p = ϕi|p for ◦ ∈ {∧,∨,←,→,↔} and i ∈ {1, 2}; and ϕ|1.p = ψ|p
for ϕ = ¬ψ, ϕ = ∀x : ψ, or ϕ = ∃x : ψ. A replacement of the subformula ϕ|p in a
formula ϕ with a formula ψ is denoted with ϕ[ψ]p, and is defined in the obvious way.

The polarity of the subformula ϕ|p at position p in a formula ϕ, written pol(ϕ, p),
is defined as follows: pol(ϕ, ε) = 1; pol(¬ϕ, 1.p) = −pol(ϕ, p); pol(ϕ1 ◦ ϕ2, i.p) =
pol(ϕi, p) for ◦ ∈ {∧,∨} and i ∈ {1, 2}; pol(ϕ, 1.p) = pol(ψ, p) for ϕ = ∃x : ψ or
ϕ = ∀x : ψ; pol(ϕ, 1.p) = −pol(ϕ1, p) and pol(ϕ, 2.p) = pol(ϕ2, p) for ϕ = ϕ1 → ϕ2;
finally, pol(ϕ1 ↔ ϕ2, i.p) = 0 for i ∈ {1, 2}.

A substitution σ is a function from V into T (Σ) such that σ(x) 6= x only for a finite
number of variables x and, if σ(x) = t, then sort(x) = sort(t). We often write a substitu-
tion σ as a finite set of mappings {x1 7→ t1, . . . , xn 7→ tn}. The empty substitution (also
known as the identity substitution), denoted with {}, is the substitution σ such that
xσ = x for each variable x. The result of applying a substitution σ to a term t, written
tσ, is defined recursively as follows: xσ = σ(x) and f(t1, . . . , tn)σ = f(t1σ, . . . , tnσ).
For a substitution σ and a variable x, the substitution σx is defined as follows:

yσx =
{
yσ if y 6= x
y if y = x

An application of a substitution σ to a formula ϕ, written ϕσ, is defined as follows:
P (t1, . . . , tn)σ = P (t1σ, . . . , tnσ); (ϕ1 ◦ ϕ2)σ = ϕ1σ ◦ ϕ2σ for ◦ = {∧,∨,←,→,↔};
(¬ϕ)σ = ¬(ϕσ); (∀x : ϕ)σ = ∀x : (ϕσx); and (∃x : ϕ)σ = ∃x : (ϕσx).

A composition of substitutions τ and σ, written στ , is defined as xστ = (xσ)τ . A
substitution σ is called a variable renaming if it contains only mappings of the form
x 7→ y. A substitution σ is equivalent to θ up to variable renaming if there is a variable
renaming η such that θ = ση; in such a case, θ is also equivalent to σ up to variable
renaming [7]. A substitution σ is more general than a substitution θ if there is a
substitution η such that θ = ση.

A substitution σ is a unifier of terms s and t if sσ = tσ. A unifier σ of s and t
is called a most general unifier if it is more general than any other unifier of s and t.
The notion of unifiers extends to atoms in the obvious way. If a most general unifier σ
of s and t exists, it is unique up to variable renaming [7], so we write σ = MGU(s, t).
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The semantics of multi-sorted first-order logic is defined as follows. An interpre-
tation is a pair I = (D, ·I) where (i) D is a function assigning to each sort s ∈ S an
interpretation domain Ds such that, if ri, rj ∈ S and ri 6= rj , then Dri ∩ Drj = ∅; and
(ii) ·I is a function assigning to each predicate symbol A with a signature r1× . . .× rn
an interpretation relation AI ⊆ Dr1× . . .×Drn , and to each general function symbol f
with a signature r1× . . .×rn → r an interpretation function f I : Dr1× . . .×Drn → Dr.
A variable assignment is a function B assigning to each variable x ∈ V a value from
Dsort(x). An x-variant of B, denoted with Bx, is a variable assignment assigning the
same values as B to all variables, except possibly to the variable x. The value of a term
t ∈ T (Σ) under I and B, written tI,B, is defined as follows: if t = x, then tI,B = B(x),
and, if t = f(t1, . . . , tn), then tI,B = f I(tI,B

1 , . . . , tI,B
n ). The truth value of a formula

ϕ under I and B, written ϕI,B, is defined as follows: [>]I,B = true, [⊥]I,B = false,
[P (t1, . . . , tn)]I,B = true if and only if (tI,B

1 , . . . , tI,B
n ) ∈ AI ; [¬ϕ]I,B = true if and

only if ϕI,B = false; [ϕ1 ∧ ϕ2]I,B = true if and only if ϕI,B
1 = true and ϕI,B

2 = true;
[ϕ1 ∨ϕ2]I,B = true if and only if ϕI,B

1 = true or ϕI,B
2 = true; [∃x : ϕ]I,B = true if and

only if ϕI,Bx = true for some Bx; and [∀x : ϕ]I,B = true if and only if ϕI,Bx = true for
all Bx. If ϕ is closed, then ϕI,B does not depend on B, so we simply write ϕI . For a
closed formula ϕ, an interpretation I is a model of ϕ, written I |= ϕ, if ϕI = true. A
closed formula ϕ is valid, written |= ϕ, if I |= ϕ for all interpretations I; such formu-
lae are also called tautologies. Furthermore, ϕ is satisfiable if I |= ϕ for at least one
interpretation I, and ϕ is unsatisfiable if no interpretation I exists such that I |= ϕ.
A closed formula ϕ1 entails a formula ϕ2, written ϕ1 |= ϕ2, if I |= ϕ2 for each inter-
pretation I such that I |= ϕ1. It is well known that ϕ1 |= ϕ2 if and only if ϕ1 ∧ ¬ϕ2

is unsatisfiable. Formulae ϕ1 and ϕ2 are equisatisfiable if ϕ1 is satisfiable if and only
if ϕ2 is satisfiable; ϕ1 and ϕ2 are equivalent if the formula ϕ1 ↔ ϕ2 is valid.

We often assume that a first-order signature Σ contains equality; that is, for each
sort r ∈ S, there is a predicate ≈r with a sort signature r× r. If the sort is clear from
the context, we do not state it explicitly, and simply write ≈. An atom ≈(s, t) is usually
written as s ≈ t, and a negated atom ¬≈(s, t) is usually written as s 6≈ t. Models,
(un)satisfiability and entailment w.r.t. an equational theory are defined as usual, by
considering only such models I where all ≈I

r are equality relations. The latter is the
case if (α, β) ∈ ≈I

r if and only if α = β, for each α, β ∈ Dr.
Let ϕ be a closed first-order formula and Λ a set of positions in ϕ. Then DefΛ(ϕ)

is the definitional normal form of ϕ with respect to Λ and is defined inductively as
follows, where p is maximal in Λ∪{p} with respect to the prefix ordering on positions,
Q is a new predicate not occurring in ϕ, the variables x1, . . . , xn are the free variables
of ϕ|p, and ◦ is → if pol(ϕ, p) = 1, ← if pol(ϕ, p) = −1, and ↔ if pol(ϕ, p) = 0:

Def∅(ϕ) = ϕ
DefΛ∪{p}(ϕ) = DefΛ(ϕ[Q(x1, . . . , xn)]p) ∧ ∀x1, . . . , xn : Q(x1, . . . , xn) ◦ ϕ|p

It is well known [108, 8, 99] that, for any Λ, the formulae ϕ and DefΛ(ϕ) are equisat-
isfiable, and that DefΛ(ϕ) can be computed in polynomial time.
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Let ϕ be a formula and p a position in ϕ such that either pol(ϕ, p) = 1 and
ϕ|p = ∃x : ψ, or pol(ϕ, p) = −1 and ϕ|p = ∀x : ψ, where x, x1, . . . , xn are exactly
the free variables of ψ. Then ϕ[ψ{x 7→ f(x1, . . . , xn)}]p, where f is a new general
Skolem function symbol not occurring in ϕ, is a formula obtained by skolemization
of ϕ at position p. With sk(ϕ) we denote the formula obtained from ϕ iterative by
skolemization at all positions where this is possible. Usually, we assume that sk(ϕ)
is computed by outer skolemization, by skolemizing a position p before any position
below it. The result of skolemization is unique up to renaming of Skolem function
symbols. Formulae ϕ and sk(ϕ) are equisatisfiable [46].

The subset of ground terms of F(Σ) is called the Herbrand universe HU of Σ. Let
HU r be the subset of HU containing exactly those ground terms t such that sort(t) = r.
A Herbrand interpretation I is an interpretation such that (i) Dr = HU r; (ii) general
function symbols are interpreted by themselves—that is, for each f ∈ F and ti ∈ HU ,
we have f I(t1, . . . , tn) = f(t1, . . . , tn); and (iii) ≈I

r are reflexive, symmetric, transitive,
and satisfy the usual equality replacement axioms [46]. The Herbrand base HB of
Σ is the set of all ground atoms built over the Herbrand universe of Σ. A Herbrand
interpretation can equivalently be considered a subset of the Herbrand base. A formula
ϕ is satisfiable if and only if sk(ϕ) is satisfiable in a Herbrand interpretation [46].

A multiset M over a set N is a function M : N → N0, where N0 is the set of all
nonnegative integers. A multiset M is finite if M(x) 6= 0 for a finite number of x; in
the remaining sections, we consider only finite multisets. M is empty, written M = ∅,
if M(x) = 0 for all x ∈ N . The cardinality of M is defined as |M | = Σx∈N M(x).
For two multisets M1 and M2, M1 ⊆ M2 if M1(x) ≤ M2(x) for each x ∈ N , and
M1 = M2 if M1 ⊆M2 and M2 ⊆M1. The union of multisets M1 and M2 is defined as
(M1∪M2)(x) = M1(x)+M2(x), the intersection as (M1∩M2)(x) = min(M1(x),M2(x)),
and the difference as (M1 \M2)(x) = max(0,M1(x)−M2(x)).

A literal is an atom A or a negated atom ¬A. For a literal L, we define L = A
if L = ¬A, and L = ¬A if L = A; that is, L is the complement of L. A clause is
a multiset of literals and is usually written as C = L1 ∨ . . . ∨ Ln. For n = 1, C is
called a unit clause; for n = 0, C is the empty clause, and is written as �. A clause
C is semantically equivalent to ∀x : C, where x is the set of the free variables of C.
Satisfiability of clauses is usually considered in a Herbrand interpretation I as follows:
for a ground clause CG, I |= CG if a literal Ai ∈ CG exists such that Ai ∈ I, or else
a literal ¬Aj ∈ CG exists such that Aj /∈ I; for a nonground clause C, I |= C if and
only if I |= CG for each ground instance CG of C. For a first-order formula ϕ, Cls(ϕ)
is the set of clauses obtained by clausifying ϕ—that is, by transforming sk(ϕ) into
conjunctive normal form by exhaustive application of well-known logical equivalences.
The formula ϕ is satisfiable if and only if Cls(ϕ) is satisfiable in a Herbrand model [46].
A variable x in a clause C is safe if it occurs in a negative literal of C; moreover, C is
safe if all its variables are safe.

Unless otherwise noted, we denote atoms by letters A and B, clauses by C and D,
literals by L, predicates by P , R, S, T , and U , constants by a, b, c, and d, variables
by x, y, and z, and terms by s, t, u, v, and w.
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2.2 Relations and Orderings

For a set of objects D, a binary relation R on D is a subset of D × D. The inverse
of a relation R is defined as R− = {(y, x) | (x, y) ∈ R}. A relation R is (i) reflexive if
x ∈ D implies (x, x) ∈ R; (ii) irreflexive if x ∈ D implies (x, x) /∈ R; (iii) symmetric
if R− ⊆ R; (iv) asymmetric if (x, y) ∈ R implies (y, x) /∈ R; (v) antisymmetric if
(x, y) ∈ R and (y, x) ∈ R imply x = y; (vi) transitive if (x, y) ∈ R and (y, z) ∈ R imply
(x, z) ∈ R; and (vii) total if, for each x, y ∈ D, at least one of (x, y) ∈ R, (y, x) ∈ R, or
x = y holds. A ◦-closure (where ◦ is a combination of the relation properties), written
R◦, is the smallest relation on D such that R ⊆ R◦ and ◦ is satisfied for R◦. The
transitive closure of R is usually written as R+, and the reflexive–transitive closure of
R is usually written as R∗.

A relation R is well-founded if there is no infinite sequence (α0, α1), (α1, α2), . . . of
pairs in R. An object α ∈ D is in normal form w.r.t. R if R does not contain a pair
(α, β) for any β; we also say that α is irreducible w.r.t. R. Reducible is the opposite
of irreducible. An object β is a normal form of α w.r.t. R if β is in normal form w.r.t.
R and (α, β) ∈ R∗. For a general relation R, an object can have none, one, or more
normal forms.

A partial ordering � over D is a relation on D that is reflexive, antisymmetric,
and transitive. A strict ordering � over D is a relation on D that is irreflexive and
transitive. A strict ordering � on D can be extended to a strict ordering �mul on
finite multisets on D, called the multiset extension of �, as follows: M �mul N if
(i) M 6= N , and (ii) if N(x) > M(x) for some x, then there is some y � x such that
M(y) > N(y). If � is total, then �mul is total as well.

For �i orderings on sets Di, 1 ≤ i ≤ n, a lexicographic combination of �i, de-
noted with �lex, is an ordering on D = D1 × . . . × Dn that is defined as follows:
(a1, . . . , an) �lex (b1, . . . , bn) if and only if an index i exists, 1 ≤ i ≤ n, such that
aj = bj for j < i and ai �i bi.

A term ordering is an ordering where D is the set of terms T (Σ) for some multi-
sorted first-order signature Σ. A term ordering � is stable under substitutions if s � t
implies sσ � tσ for all terms s and t, and all substitutions σ; it is stable under contexts
if s � t implies u[s]p � u[t]p for all terms s, t, and u, and all positions p; it satisfies
the subterm property if u[s]p � s for all terms u and s, and all positions p 6= ε. A
rewrite ordering is an ordering stable under contexts and stable under substitutions;
a reduction ordering is a well-founded rewrite ordering; and a simplification ordering
is a reduction ordering with a subterm property.

The lexicographic path ordering (LPO) [38, 6] is a term ordering induced by a well-
founded strict ordering over general function symbols > (the latter is also called a
precedence). Each LPO has the subterm property; furthermore, if > is total, the LPO
induced by > is total on ground terms. It is defined as follows:
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s �lpo t if

1. t is a variable occurring as a proper subterm of s, or

2. s = f(s1, . . . , sm), t = g(t1, . . . , tn), and at least one of the following holds:

(a) f > g and, for all i with 1 ≤ i ≤ n, we have s �lpo ti, or

(b) f = g and, for some j, we have (s1, . . . , sj−1) = (t1, . . . tj−1), sj �lpo tj , and
s �lpo tk for all k with j < k ≤ n, or

(c) sj �lpo t for some j with 1 ≤ j ≤ m.

2.3 Rewrite Systems

An excellent textbook introduction to rewrite systems can be found in [6], and an
overview of the major results can be found in [38]. A rewrite system R is a set of
rewrite rules s⇒ t where s and t are terms. A rewrite relation induced by R, denoted
with ⇒R, is the smallest relation such that s ⇒ t ∈ R implies u[sσ]p ⇒R u[tσ]p for
all terms s, t, and u, all substitutions σ, and all positions p. For two terms s and
t, we write s ⇓R t if there is a term u such that s ⇒∗

R u and t ⇒∗
R u, where ⇒∗

R

is the reflexive–transitive closure of ⇒R. A rewrite system R is confluent if ⇓R and
⇔∗

R coincide, where ⇔∗
R is the symmetric–reflexive–transitive closure of ⇒R. For a

confluent, well-founded rewrite system R, each element α has a unique normal form
w.r.t. ⇒R, which we denote with nfR(α).

For a confluent well-founded rewrite system R consisting of ground rewrite rules
only, R∗ is the smallest set of ground equalities s ≈ t such that, for all ground terms
s and t, if nfR(s) = nfR(t), then s ≈ t ∈ R∗.

2.4 Ordered Resolution

Ordered resolution [13] is one of the most widely used calculi for theorem proving
in first-order logic. The rules of the calculus are parameterized with an admissible
ordering � on literals and a selection function.

An ordering on literals � is admissible if (i) it is well-founded, stable under sub-
stitutions, and total on ground literals; (ii) ¬A � A for all ground atoms A; and
(iii) B � A implies B � ¬A for all atoms A and B. A literal L is (strictly) maximal
with respect to a clause C if there is no literal L′ ∈ C such that L′ � L (L′ � L).
A literal L ∈ C is (strictly) maximal in C if and only if L is (strictly) maximal with
respect to C \ L. By taking its multiset extension, each ordering on literals � can
be extended to an ordering on clauses, which we ambiguously denote with � as well.
Because the literal ordering is total and well-founded on ground literals, the clause
ordering is total and well-founded on ground clauses.
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A selection function S assigns to each clause C a possibly empty subset of negative
literals of C; the literals in S(C) are said to be selected. No other restrictions are
imposed on the selection function.

With R we denote the ordered resolution calculus, consisting of the following in-
ference rules, where the clauses C ∨A ∨B and D ∨ ¬B are called the main premises,
C ∨A is called the side premise, and Cσ ∨Aσ and Cσ ∨Dσ are called conclusions (as
usual in resolution theorem proving, we make a technical assumption that the premises
do not have variables in common):

Positive factoring:
C ∨A ∨B

Cσ ∨Aσ

where (i) σ = MGU(A,B), (ii) Aσ is strictly maximal with respect to Cσ ∨ Bσ, and
no literal is selected in Cσ ∨Aσ ∨Bσ.

Ordered resolution:
C ∨A D ∨ ¬B

Cσ ∨Dσ

where (i) σ = MGU(A,B), (ii) Aσ is strictly maximal with respect to Cσ, and no literal
is selected in Cσ∨Aσ, (iii) ¬Bσ is either selected in Dσ∨¬Bσ, or it is maximal with
respect to Dσ and no literal is selected in Dσ ∨ ¬Bσ.

It is important to distinguish an inference rule from an inference. An inference rule
can be understood as a template that specifies actions to be applied to any premises.
An inference is an application of an inference rule to concrete premises. An inference
ξ′ is an instance of an inference ξ if ξ′ is obtained by applying a substitution σ to all
premises and the conclusion of ξ; the inference ξ′ is also written as ξσ. An inference
is ground if all its clauses are ground.

Ordered resolution is compatible with powerful redundancy elimination techniques,
which allow deleting certain clauses during the theorem proving process without loss of
completeness. A ground clause C is redundant in a set of ground clauses N if there are
clauses Di ∈ N , 1 ≤ i ≤ n, such that C � Di for all i, and D1, . . . , Dn |= C. A ground
inference ξ of R with premises C1 and C2, and a conclusion C is redundant in a set of
ground clauses N if there are clauses Di ∈ N , 1 ≤ i ≤ n, such that max(C1, C2) � Di

and C1, C2, D1, . . . , Dn |= C, where max(C1, C2) is the larger clause of C1 and C2 w.r.t.
�. A nonground clause C (inference ξ) is redundant in a nonground set of clauses N if
each ground instance of C (ξ) is redundant in the set of ground instances of N . A set
of clauses N is saturated by R up to redundancy if each inference by R from premises
in N is redundant in N . Ordered resolution is sound and complete: if a set of clauses
N is saturated up to redundancy by R, then N is satisfiable if and only if it does not
contain the empty clause.

If a clause C is a tautology, then C is redundant in any set of clauses N . A
sound and complete tautology check would itself require theorem proving, and would
therefore be difficult to realize. Therefore, in practice one usually only checks for
syntactic tautologies, which are clauses containing a pair of literals A and ¬A.
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A clause C subsumes a clause D if there is a substitution σ such that Cσ ⊆ D and
|C| < |D|. If a clause C is subsumed by a clause from a set of clauses N , then C is
redundant in N .

A theorem proving derivation by R from a set of clauses N is a sequence of sets of
clauses N = N0, N1, . . . such that, for each i > 0, either (i) Ni+1 = Ni ∪ {C} where
C is the conclusion of an inference by R from premises in Ni, or (i) Ni+1 = Ni \ {C}
where C is redundant in Ni. A refutation for N is a derivation from N such that some
Nj contains the empty clause. A derivation is fair with limit N∞ =

⋃
j

⋂
k≥j Nk if

each clause C that can be deduced from nonredundant premises in N∞ is contained in
some set Nj . In [13] it was shown that under the standard notion of redundancy, each
inference from premises in N∞ is redundant in N∞.

Hence, unsatisfiability of a set of clauses N can be demonstrated by a fair derivation
from N . If N is unsatisfiable, then we shall eventually derive the empty clause; if N
is satisfiable, then the limit of the derivation N∞ does not contain the empty clause.

2.5 Basic Superposition

In order to deal with first-order theories containing equality, ordered resolution was
extended in [120] to paramodulation—a calculus with explicit rules for equality rea-
soning. A refinement of paramodulation, known as superposition, was presented in [9],
where ordering restrictions restrict certain unnecessary inferences. Further optimiza-
tions of paramodulation and superposition were presented in [14]. These optimizations
are very general, but a simplified version of the calculus, called basic superposition, was
presented in [10, 12]. A very related calculus, based on an inference model with con-
strained clauses, was presented in [96].

The idea of basic superposition is to render superposition inferences into terms
introduced by previous unification steps redundant. In practice, this technique has
been shown essential for solving some particularly difficult problems in first-order logic
with equality [92]. Furthermore, basic superposition shows that superposition into
arguments of Skolem function symbols is not necessary for completeness. Namely, any
Skolem function symbol f occurs in the initial clause set with variable arguments, so,
in any term f(t), if t is not a variable, it was introduced by a previous unification step.

It is common practice in equational theorem proving to consider logical theories
containing only the equality predicate. This simplifies the theoretical treatment with-
out loss of generality. Literals P (t1, . . . , tn), where P is not the equality predicate, are
encoded as P (t1, . . . , tn) ≈ T, where T is a new propositional symbol. Thus, predicate
symbols actually become general function symbols. It is well known that this trans-
formation preserves satisfiability. To avoid considering terms where predicate symbols
occur as proper subterms, one usually employs a multi-sorted framework, where all
predicate symbols and the symbol T are of one sort, which is different from the sort
of general function symbols and variables. We consider P (t1, . . . , tn) to be a syntactic
shortcut for P (t1, . . . , tn) ≈ T. To avoid ambiguity, we use the following terminol-
ogy: first-order terms (general function symbols) obtained by the encoding are called
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E-terms (E-general function symbols), predicate symbols are ≈ and the E-general func-
tion symbols corresponding to predicate symbols before encoding, whereas constants
(function symbols) are E-general function symbols corresponding to constants (func-
tion symbols) before encoding. For example, the literal P (c, f(x)) is a shortcut for
P (c, f(x)) ≈ T; furthermore, P (c, f(x)) is an E-term containing E-general function
symbols P , c, and f ; however, P is a predicate symbol, f is a function symbol, c is a
constant, and only c, f(x), and x are terms.

Furthermore, it is common to assume that the predicate ≈ has built-in symmetry:
a literal s ≈ t should also be interpreted as t ≈ s (the same holds for negative equality
literals as well).

The inference rules of basic superposition are formulated by breaking a clause
into two parts: (i) the skeleton clause C and (ii) the substitution σ representing the
cumulative effects of previous unifications. These two components together are called
a closure, which is written as C · σ and is logically equivalent to a clause Cσ. A
closure C · σ can, for convenience, equivalently be represented as Cσ, where the terms
occurring at variable positions of C are marked2 by [ ]. Any position at or below a
marked position is called a substitution position. Note that all variables of Cσ occur
at substitution positions, so we do not mark them for readability purposes.

The following closure is logically equivalent to the clause P (f(y)) ∨ g(b) ≈ b. On
the left-hand side, the closure is represented by a skeleton and a substitution explicitly,
whereas, on the right-hand side, it is represented by marking the positions of variables
in the skeleton.

(P (x) ∨ z ≈ b) · {x 7→ f(y), z 7→ g(b)} ≡ P ([f(y)]) ∨ [g(b)] ≈ b(2.1)

A closure C ·σ is ground if Cσ is ground. To technically simplify the presentation,
we consider each closure to be in the standard form, which is the case if (i) the sub-
stitution σ does not contain trivial mappings of the form x 7→ y, and (ii) all variables
from dom(σ) occur in C. A closure C ·σ can be brought into the standard form in the
following way: if x 7→ t is a mapping in σ that violates the conditions of the standard
form, then let σ′ be σ \ {x 7→ t}, and replace C · σ with C{x 7→ t} · σ′{x 7→ t}.

A closure (Cσ1) · σ2 is a retraction of a closure C · σ if σ = σ1σ2. Intuitively,
a retraction is obtained by moving some marked positions lower in the closure. For
example, the following is a retraction of the closure (2.1):

(P (x) ∨ g(z) ≈ b) · {x 7→ f(y), z 7→ b} ≡ P ([f(y)]) ∨ g([b]) ≈ b(2.2)

Parameters for Basic Superposition. Basic superposition is parameterized with
a selection function S, which is defined exactly as for ordered resolution. However,
whereas ordered resolution is parameterized with an ordering on literals, basic su-
perposition is parameterized with an ordering � on E-terms. Such an ordering is

2In [14], terms at marked positions are enclosed in a frame. We decided to use a different notation,
because framing introduced problems with text layout. Our notation should not be confused with the
notation for modalities in multi-modal logic.
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admissible for basic superposition if it is a reduction ordering total on ground terms
and T is the smallest element. An ordering � can be extended to an ordering on
literals (ambiguously denoted with � as well) by identifying each positive literal s ≈ t
with a multiset {{s}, {t}} and each negative literal s 6≈ t with a multiset {{s, t}}, and
by comparing these multisets using a two-fold multiset extension (�mul)mul of �. The
literal ordering obtained in such a way is total on ground literals. The literal L · σ
is (strictly) maximal with respect to a closure C · σ if there is no literal L′ ∈ C such
that L′σ � Lσ (L′σ � Lσ) (observe that this definition does not assume that L ∈ C).
Similarly, for a closure C · σ and a literal L ∈ C, the literal L · σ is (strictly) maximal
in C · σ if and only if it is (strictly) maximal with respect to (C \ L) · σ.

Inference Rules. In the rules of basic superposition, we make the technical assump-
tion that all premises are variable disjoint, and that they are expressed using the same
substitution. A literal L · θ is (strictly) eligible for superposition in a closure (C ∨L) · θ
if there are no selected literals in (C ∨L) · θ and L · θ is (strictly) maximal with respect
to C · θ. A literal L · θ is eligible for resolution in a closure (C ∨L) · θ if it is selected in
(C∨L) ·θ, or there are no selected literals in (C∨L) ·θ and L ·θ is maximal with respect
to C · θ. The basic superposition calculus, BS for short, consists of the following rules:

Positive superposition:
(C ∨ s ≈ t) · ρ (D ∨ w ≈ v) · ρ

(C ∨D ∨ w[t]p ≈ v) · θ

where (i) σ = MGU(sρ, wρ|p) and θ = ρσ, (ii) tθ � sθ and vθ � wθ, (iii) (s ≈ t) · θ is
strictly eligible for superposition in (C ∨ s ≈ t) · θ, (iv) (w ≈ v) · θ is strictly eligible
for superposition in (D ∨w ≈ v) · θ, (v) sθ ≈ tθ � wθ ≈ vθ, (vi) w|p is not a variable.

Negative superposition:
(C ∨ s ≈ t) · ρ (D ∨ w 6≈ v) · ρ

(C ∨D ∨ w[t]p 6≈ v) · θ

where (i) σ = MGU(sρ, wρ|p) and θ = ρσ, (ii) tθ � sθ and vθ � wθ, (iii) (s ≈ t) · θ
is strictly eligible for superposition in (C ∨ s ≈ t) · θ, (iv) (w 6≈ v) · θ is eligible for
resolution in (D ∨ w 6≈ v) · θ, (v) w|p is not a variable.

Reflexivity resolution:
(C ∨ s 6≈ t) · ρ

C · θ

where (i) σ = MGU(sρ, tρ) and θ = ρσ, (ii) (s 6≈ t) · θ is eligible for resolution in
(C ∨ s 6≈ t) · θ.

Equality factoring:
(C ∨ s ≈ t ∨ s′ ≈ t′) · ρ

(C ∨ t 6≈ t′ ∨ s′ ≈ t′) · θ

where (i) σ = MGU(sρ, s′ρ) and θ = ρσ, (ii) tθ � sθ and t′θ � s′θ, (iii) (s ≈ t) · θ is
eligible for superposition in (C ∨ s ≈ t ∨ s′ ≈ t′) · θ.



2.5 Basic Superposition 19

Ordered Hyperresolution:
E1 . . . En N

(C1 ∨ . . . ∨ Cn ∨D) · θ

where (i) Ei are of the form (Ci ∨ Ai) · ρ, for 1 ≤ i ≤ n, (ii) N is of the form
(D ∨¬B1 ∨ . . .∨¬Bn) · ρ, (iii) σ is the most general substitution such that Aiθ = Biθ
for 1 ≤ i ≤ n and θ = ρσ, (iv) each Ai · θ is strictly eligible for superposition in Ei,
(v) either ¬Bi · θ are selected, or nothing is selected, n = 1, and ¬B1 · θ is maximal
w.r.t. D · θ.

In an inference by ordered hyperresolution, the closures Ei are called the electrons
or the side premises, and the closure N is called the nucleus or the main premise.
BS was presented in [14, 96] without the hyperresolution rule. However, as noted
in [9], hyperresolution is analogous to a macro: it combines the effects of n negative
superpositions of (Ai ≈ T) · ρ from Ei into (Bi 6≈ T) · ρ of N , resulting in (T 6≈ T) · θ,
which is immediately eliminated by reflexivity resolution. Furthermore, note that a
positive superposition of a main premise into a positive literal (B ≈ T) · ρ results
in a tautology (T ≈ T) · θ, which can be deleted. Hence, ordered hyperresolution
captures all inferences involving several premises and literals with predicates other
than ≈. One might also consider ordered factoring, which combines equality resolution
on (C ∨ A ≈ T ∨ B ≈ T) · ρ with reflexivity resolution. We decided not to do this to
keep the presentation simpler.

Basic superposition is a sound and complete refutation calculus: for N a set of
closures saturated up to redundancy, N is unsatisfiable if and only if it contains the
empty closure.

Completeness of Basic Superposition. We now briefly overview the completeness
proof of basic superposition. We base our presentation on the proof by Nieuwenhuis
and Rubio from [96, 97], which is compatible with the one from [14].

The literal ordering � is extended to closures by a multiset extension, where clo-
sures are treated as multisets of literals. We denote such an ordering on closures by �
as well. Because the literal ordering is total on ground literals, the closure ordering is
total on ground closures.

Let C · σ be a closure and τ a ground substitution. The set of succedent-top-left
variables of C ·σ w.r.t. τ , written stlvars(C ·σ, τ), is the set of all variables x occurring
in a literal x ≈ s ∈ C such that xστ � sστ .

Let R be a ground and convergent rewrite system and τ a ground substitution. A
variable x occurring in the skeleton C of a closure C · σ is variable irreducible w.r.t.
R if (i) xστ is irreducible by R, or (ii) x ∈ stlvars(C · σ, τ) and, for all x ≈ s ∈ C,
xστ is irreducible by those rules l ⇒ r from R for which xστ ≈ sστ � l ≈ r. A
ground instance C · στ is variable irreducible w.r.t. R if all variables x from C are
variable irreducible w.r.t. R. Let irredR(C · σ) be the set of all variable irreducible
ground instances of C · σ w.r.t. R. For a set of closures N , let irredR(N) be the
set of all variable irreducible ground instances of closures in N w.r.t. R. Finally, let
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irredR(N)≺D be the subset of closures of irredR(N) smaller than a ground closure D
(w.r.t. the ordering ≺ on closures).

Let ξ be a BS inference with premises D1 · σ and D2 · σ, and a conclusion C · ρ; R
a rewrite system; and τ a ground substitution such that ξτ is a ground instance of ξ.
Then, ξτ is variable irreducible w.r.t. R if all D1 · στ , D2 · στ , and C · ρτ are variable
irreducible w.r.t. R.

The notion of redundancy for BS is defined as follows. A closure C ·σ is redundant in
N if, for all rewrite systems R and all ground substitutions τ such that C ·στ is variable
irreducible w.r.t. R, we have R∪irredR(N)≺C·στ |= C ·στ . An inference ξ with premises
D1 ·σ and D2 ·σ, and a conclusion C · ρ is redundant in N if, for all rewrite systems R
and all ground substitutions τ such that ξτ is a variable irreducible ground instance
of ξ w.r.t. R, we have R ∪ irredR(N)≺D |= C · ρτ , for D = max(D1 · στ,D2 · στ). The
set of closures N is saturated up to redundancy by BS if all inferences from premises
in N are redundant in N .

A set of closures N is well-constrained if irredR(N)∪R |= N for any rewrite system
R. If, for all C · ρ ∈ N , ρ is the empty substitution, then N is well-constrained: any
variable reducible position of a ground instance of C ·ρ can be reduced with rules from
R to a closure in irredR(N). Furthermore, if N ′ is obtained from a well-constrained set
N by a sound inference rule, then N ′ is also well-constrained.

Let N be the set of closures obtained by saturating a well-constrained set N0

up to redundancy by BS. Then, N is satisfiable if it does not contain the empty
closure. Namely, using a variant of the model building technique [14, 96], one can
generate a ground convergent rewrite system RN , which uniquely defines the Herbrand
interpretation RN

∗ such that RN
∗ |= irredRN

(N). Finally, since N0 is well-constrained,
N is well-constrained as well. Since RN ⊆ RN

∗, it follows that RN
∗ |= N . Hence, N

is satisfiable, and so is N0.

Redundancy Elimination. Based on the general redundancy notion for basic su-
perposition, several effective redundancy elimination rules were presented in [14]. They
allow deleting certain closures or replacing them with simpler ones in a derivation, with-
out jeopardizing completeness. Next, we overview the most important redundancy
elimination rules from [14].

A closure C ·σ is reduced modulo substitution η relative to a closure D ·θ if, for each
rewrite systems R and each ground substitution τ , C ·σητ is variable irreducible w.r.t.
R whenever D · θτ is variable irreducible w.r.t. R. Checking this condition is difficult,
since one needs to consider all ground substitutions and all rewrite systems; however,
approximate checks suitable for practice are known. One such check is based on the
notion of η-domination: for two terms s · σ and t · θ, we say that s is η-dominated by
t, written s · σ vη t · θ, if and only if (i) sση = tθ, and (ii) whenever some variable x
from σ occurs in s at position p, then p is in t at or below a position of a variable.

For example, let s · σ = f(g(x), [g(y)]) and t · θ = f([g(c)] , [g(h(z))]). For a
substitution η = {x 7→ c, y 7→ h(z)}, obviously sση = tθ. Also, each marked position
from s · σ can be overlaid at or inside a marked position of t · θ, so s · σ vη t · θ.



2.5 Basic Superposition 21

This notion can be extended to literals as follows: (s ≈ t) · σ vη (w ≈ v) · θ if and
only if s · σ vη w · θ and t · σ vη v · θ, or s · σ vη v · θ and t · σ vη w · θ. The definition
is analogous for negative literals. Furthermore, a positive literal does not η-dominate
a negative literal and vice versa. The extension to closures is performed as follows:
C · σ vη D · θ if and only if, for each literal L1 · σ from C · σ, there exists a distinct
literal L2 · θ from D · θ such that L1 · σ vη L2 · θ. Note that D · θ is allowed to have
more literals than C · σ.

Now if C · σ vη D · θ, then C · σ is reduced relative to D · θ modulo η. For some η,
it can happen that L′ση = Lθ holds, but L′ · σ vη L · θ does not. Then, L′ · σ can be
made reduced relative to L · θ by retracting those positions in L ·σ that do not overlay
into a substitution position of L′. Such a transformation enables an application of a
simplification or deletion rule, while retracting as little information in L′ ·σ as possible.

A closure C · σ is a basic subsumer of D · θ if there is a substitution η such that
Cση ⊆ Dθ and C · σ is reduced relative to D · θ modulo η. Additionally, if C · σ has
fewer literals than D · θ, then D · θ can be deleted.

A closure (C ∨ A ∨ B) · σ can be replaced with (C ∨ A) · σ if A · σ v{} B · σ; this
rule is called duplicate literal deletion.

A closure C · σ can be deleted if Cσ is a tautology; this rule is called tautology
deletion. Testing whether Cσ is a tautology itself requires theorem proving, so a
semantic check is practically unfeasible. However, the following simple syntactic checks
are effective in practice: C · σ is a syntactic tautology if it contains a pair of literals
(s ≈ t) · σ and (s′ 6≈ t′) · σ such that sσ = s′σ and tσ = t′σ, or a literal of the form
(s ≈ t) · σ such that sσ = tσ.

A closure (C ∨ x 6≈ s) · σ with xσ � sσ is called a basic tautology and can be
safely deleted. For example, if f(x) � g(x), then the closure [f(x)] 6≈ g(x) is a basic
tautology. Note that f(x) 6≈ g(x) is not a basic tautology, since f(x) does not occur
at a substitution position.

All presented redundancy elimination rules are decidable. In fact, duplicate literal
deletion and tautology deletion can be performed in polynomial time. The subsump-
tion check is NP-complete in the number of literals [53], and η-domination can be
checked in polynomial time. The complexity of basic tautology deletion is determined
by the complexity of checking ordering constraints. Finally, terms s and t can be
compared by a lexicographic path ordering in time O(|s| · |t|) [86, 138].

Examples. We now give several examples of BS inferences. We first consider a
resolution inference, with an assumption that the parameters of BS make the literal
R(x, f(x)) maximal in the first, and the literal ¬R(x, y) selected in the second premise.
The E-terms that participate in an inference are denoted like this . The closure on the
left-hand side is the side premise, whereas the closure on the right-hand side is the main
premise. To apply the inference rule, we separate the variables in premises, compute the
most general unifier σ = MGU(R(x, f(x)), R(x′, y)) = {x′ 7→ x, y 7→ f(x)}, and apply
it to the premises. By doing so, the literals on which the resolution takes place become
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identical to R(x, f(x)), which allows the resolution to be performed. However, note
that we actually apply σ to the substitution part of the premises, so the substitution
part effectively accumulates the terms introduced by unification. After resolution, the
obtained closure is not in the standard form, since the substitution contains a trivial
mapping x′ 7→ x; we bring the closure into standard form by applying the mapping to
the skeleton and the substitution.

C(x) ∨ R(x, f(x)) · {} ¬D(x) ∨ ¬R(x, y) ∨ E(y) · {}
⇓ ⇓

C(x) ∨ R(x, f(x)) · {} ¬D(x′) ∨ ¬R(x′, y) ∨ E(y) · {}
⇓ ⇓

C(x) ∨ R(x, f(x)) · {} ¬D(x′) ∨ ¬R(x′, y) ∨ E(y) · {x′ 7→ x, y 7→ f(x)}

C(x) ∨ ¬D(x′) ∨ E(y) · {x′ 7→ x, y 7→ f(x)}
⇓

C(x) ∨ ¬D(x) ∨ E(y) · {y 7→ f(x)}

The previous inference is written using the notation that explicitly distinguishes
the skeleton from the substitution part of a closure. Next, we show the same inference
written using the convenient notation, where terms occurring at positions of skeleton
variables are marked. Note that, in the second step, the term f(x) in the literal
E([f(x)]) is introduced by unification and is therefore marked.

C(x) ∨ R(x, f(x)) ¬D(x) ∨ ¬R(x, y) ∨ E(y)

⇓ ⇓

C(x) ∨ R(x, f(x)) ¬D(x′) ∨ ¬R(x′, y) ∨ E(y)

⇓ ⇓

C(x) ∨ R(x, f(x)) ¬D(x) ∨ ¬R(x, [f(x)]) ∨ E([f(x)])

C(x) ∨ ¬D(x) ∨ E([f(x)])

Next, we give an example of a positive superposition inference. We assume that no
literal in either premise is selected, that literals y1 ≈ y2 · {y1 7→ f(x), y2 7→ g(x)} and
C(f(y)) · {y 7→ f(x)} are maximal, and that f(x) � g(x). Superposition is performed
from y1 into f(y). To apply the inference rule, we separate the variables in the premises,
compute the most general unifier σ = MGU(f(x′), f(f(x))) = {x′ 7→ f(x)}, and apply
it to the premises. We then perform superposition, after which we remove from the
substitution all mappings of variables that do not occur in the skeleton. Observe that
the literal C(f(y)) · {y 7→ f(x)} is equivalent to C(f(f(x))), so one might attempt
to perform superposition into inner f(x). However, this is not allowed: the skeleton
contains the variable y at the position of inner f(x), and, by superposition conditions,
the term into which superposition is performed should not be a variable.
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C(x) ∨ y1 ≈ y2 · {y1 7→ f(x), y2 7→ g(x)} ¬D(x) ∨ C( f(y) ) · {y 7→ f(x)}
⇓ ⇓

C(x′) ∨ y1 ≈ y2 · {y1 7→ f(x′), y2 7→ g(x′)} ¬D(x) ∨ C( f(y) ) · {y 7→ f(x)}
⇓ ⇓

C(x′) ∨ y1 ≈ y2 · {x′ 7→ f(x), y1 7→ f(f(x)), y2 7→ g(f(x))} ¬D(x) ∨ C( f(y) ) · {y 7→ f(x)}

C(x′) ∨ ¬D(x) ∨ C(y2) · {x′ 7→ f(x), y1 7→ f(f(x)), y2 7→ g(f(x)), y 7→ f(x)}
⇓

C(x′) ∨ ¬D(x) ∨ C(y2) · {x′ 7→ f(x), y2 7→ g(f(x))}

We now present the same inference using the convenient notation. That superpo-
sition into positions of skeleton variables is not allowed now means that superposition
into terms which are under a marker is not allowed. For example, since the inner f(x)
in E(f([f(x)])) is marked, superposition into it is not allowed.

C(x) ∨ [f(x)] ≈ [g(x)] ¬D(x) ∨ C( f([f(x)]) )

⇓ ⇓

C(x′) ∨ [f(x′)] ≈ [g(x′)] ¬D(x) ∨ C( f([f(x)]) )

⇓ ⇓

C([f(x)]) ∨ [f(f(x))] ≈ [g(f(x))] ¬D(x) ∨ C( f([f(x)]) )

C([f(x)]) ∨ ¬D(x) ∨ C([g(f(x))])

We finish with an example of closure subsumption. Consider C1 = C(x)∨D(f(x))
and C2 = C([g(y)])∨D([f(g(y))])∨E(h(y)). It is easy to see that C1 subsumes C2 by
substitution η = {x 7→ g(y)}: (i) C1η = C([g(y)]) ∨D(f([g(y)])), so, by disregarding
markers, C1η ⊆ C2, and (ii) each marked subterm from C1η can be overlaid into a
marked subterm in C2. However, for C3 = C([g(y)]) ∨D(f(g(y))) ∨ E(h(y)), we can
see that C1 does not subsume C3 by η: the marked subterm [g(y)] from D(f([g(y)]))
cannot be overlaid into a marked term in C3, since in the latter closure the term g(y)
in literal D(f(g(y))) occurs unmarked. Actually, C1 does not subsume C3 under any
substitution.

2.6 Splitting

In some proofs in the following chapters we use an additional splitting inference rule,
which is borrowed from the semantic tableau calculus. If a closure consists of two parts
not sharing common variables, one can separately assume that either part is true. If
unsatisfiability is proved in both cases, the initial closure set is evidently unsatisfiable.
Hence, splitting performs an explicit case analysis.
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Splitting:
N ∪ {C ∨D}

N ∪ {C} | N ∪ {D}

where (i) N is a set of closures, (ii) C and D do not have variables in common.
Splitting changes the nature of resolution significantly: a derivation is now not

unique, but is computed nondeterministically. More formally, a derivation by splitting
from a set of closures N0 is a finitely branching tree whose nodes are closure sets, and
whose root is N0. The children of each node Ni are closure sets obtained by applying
an inference rule or a redundancy elimination rule to Ni. A set of closures N0 is
satisfiable if and only if there is a saturated node Ni not containing the empty closure.

2.7 Disjunctive Datalog

The following presentation of the syntax and the semantics of disjunctive datalog is
based on [42, 55]. Let Σ be a first-order signature such that (i) F(Σ) contains only
constants, and (ii) ≈ ∈ P(Σ) is a special equality predicate with the arity of two. A
disjunctive datalog program with equality P is a finite set of rules of the form

A1 ∨ ... ∨An ← B1, ..., Bm

where n ≥ 0, m ≥ 0, and Ai and Bi are atoms defined over Σ. Furthermore, each rule
must be safe; that is, each variable occurring in a head literal must occur in a body
literal as well. For a rule r, the set of atoms head(r) = {Ai | 1 ≤ i ≤ n} is called the
rule head, whereas the set of atoms body(r) = {Bi | 1 ≤ i ≤ m} is called the rule body.
A rule with an empty body is called a fact.

Typical definitions of a disjunctive datalog program, such as [42, 55], allow negated
atoms in the body. This negation is usually nonmonotonic, and is thus different from
negation in first-order logic. Our algorithms from the following chapters produce only
positive disjunctive datalog programs, so we omit nonmonotonic negation from the
definitions. Disjunctive datalog programs without negation-as-failure are often called
positive programs.

The ground instance of P over the Herbrand universe of P , written ground(P,HU ),
is the set of ground rules obtained by replacing all variables in each rule of P with
constants from HU in all possible ways. The Herbrand base HB of P is the set of
all ground atoms defined over predicates from P(Σ). An interpretation M of P is a
subset of HB . An interpretation M is a model of P if the following conditions are
satisfied: (i) body(r) ⊆M implies head(r) ∩M 6= ∅, for each rule r ∈ ground(P,HU );
and (ii) all atoms from M with the ≈ predicate yield a congruence relation—that is,
a relation that is reflexive, symmetric, transitive, and R(a1, . . . , ai, . . . , an) ∈ M and
ai ≈ bi ∈M imply R(a1, . . . , bi, . . . , an) ∈M , for each predicate symbol R ∈ P(Σ).

A model M of P is minimal if no subset of M is a model of P . The semantics
of P is defined as the set of all minimal models of P , denoted by MM(P ). Finally,
the notion of query answering is defined as follows. A ground literal A is a cautious
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answer of P , written P |=c A, if A ∈M for all M ∈MM(P ); A is a brave answer of
P , written P |=b A, if A ∈ M for at least one M ∈ MM(P ). First-order entailment
coincides with cautious entailment for positive ground atoms on positive programs.

The size of a rule r is defined as |r| = 1 +
∑

1≤i≤n |Ai| +
∑

1≤j≤m |Bj |, where the
size of atoms Ai and Bj is defined as |S(t1, . . . , tn)| = 1 + n: predicates and terms
are encoded with one symbol, and the leading 1 in the definition of |r| accounts for
the implication symbol separating the head from the body. The size of a program P ,
written |P |, is the sum of the sizes of all its rules.
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Chapter 3

Introduction to Description
Logics

In this chapter, we present a formal definition of the syntax and the semantics of
description logics, as well as of the interesting inference problems. We introduce the
basic description logic SHIQ in Section 3.1, and extend it to SHIQ(D) in Section 3.2
by adding datatypes. We also give examples of SHIQ and SHIQ(D) knowledge bases,
and of interesting conclusions that can be drawn from them. We use these examples
in the latter chapters to demonstrate our reasoning algorithms.

3.1 The Description Logic SHIQ
The syntax of the description logic SHIQ [73] is defined as follows.

Definition 3.1.1. For a set of abstract role names NRa, the set of SHIQ abstract
roles is NRa ∪ {R− | R ∈ NRa}. Let Inv(R) = R− and Inv(R−) = R for R ∈ NRa. A
SHIQ RBox KBR over NRa is a finite set of transitivity axioms Trans(R) and abstract
role inclusion axioms R v S such that R v S ∈ KBR implies Inv(R) v Inv(S) ∈ KBR,
and Trans(R) ∈ KBR implies Trans(Inv(R)) ∈ KBR.

Let v∗ be the reflexive–transitive closure of v. A role R is transitive if there is a
role S such that Trans(S) ∈ R with S v∗ R and R v∗ S; R is simple if there is no
role S such that S v∗ R and S is transitive; and R is complex if it is not simple.

Let NC be a set of atomic concepts. The set of SHIQ concepts over NC and NRa

is defined inductively as the minimal set for which the following holds: > and ⊥ are
SHIQ concepts; each atomic concept A ∈ NC is a SHIQ concept; and, if C and D
are SHIQ concepts, R is an abstract role, S is an abstract simple role, and n is an
integer, then ¬C, C uD, C tD, ∃R.C, ∀R.C, ≤ nS.C, and ≥ nS.C are also SHIQ
concepts. Concepts that are not in NC are called complex. Possibly negated atomic
concepts are called literal concepts. A concept C is a subconcept of a concept D if C
syntactically occurs in D.

27
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A SHIQ TBox KBT over NC and KBR is a finite set of concept inclusion axioms
C v D or concept equivalence axioms C ≡ D, where C and D are SHIQ concepts.

Let NIa be a set of abstract individuals. A SHIQ ABox KBA is a set of concept
and abstract role membership axioms C(a), R(a, b), ¬S(a, b), and (in)equality axioms
a ≈ b and a 6≈ b, where C is a SHIQ concept, R is an abstract role, S is an abstract
simple role, and a and b are abstract individuals. An ABox is extensionally reduced if
all ABox axioms contain only literal concepts.

A SHIQ knowledge base KB is a triple (KBR,KBT ,KBA), where KBR is an
RBox, KBT is a TBox, KBA is an ABox, and where the sets NRa, NC , and NIa are
mutually disjoint.

Definition 3.1.1 differs from typical definitions in two aspects. First, OWL-DL
lacks the unique name assumption (UNA), so we do not incorporate UNA into the
definition of SHIQ, but allow the user to axiomatize it by including an inequality
axiom ai 6≈ aj for each pair of distinct abstract individuals [4, page 60]. Second, usual
definitions do not provide for ABox axioms involving negative roles. We allow such
assertions, because they allow checking entailment of ground role facts. Third, it would
be possible to allow complex roles in negative role membership axioms. However, our
approach for dealing with transitivity from Section 5.2 cannot handle such axioms, so
we adopt this weaker definition.

Definition 3.1.2. The semantics of a SHIQ knowledge base KB is given by the map-
ping π that transforms KB axioms into a first-order formula, as shown in Table 3.1.
An atomic concept is mapped into a unary predicate, an abstract role is mapped into
a binary predicate, and an abstract individual is mapped into a constant.

The basic inference problem for SHIQ is checking satisfiability of KB—that is,
determining whether a first-order model of π(KB) exists. Other interesting inference
problems can be reduced to satisfiability as follows, where ι is a new abstract individual
not occurring in the knowledge base:

• Concept satisfiability: A concept C is satisfiable with respect to KB if and only
if there exists a model of KB in which the interpretation of C is not empty. This
is the case if and only if KB ∪ {C(ι)} is satisfiable.

• Subsumption: A concept C is subsumed by a concept D with respect to KB,
written KB |= C v D, if and only if π(KB) |= π(C v D). This is the case if
and only if KB ∪ {(C u ¬D)(ι)} is unsatisfiable.

• Concept equivalence: A concept C is equivalent to a concept D with respect to
KB, written KB |= C ≡ D, if and only if C subsumes D with respect to KB and
vice versa.

• Instance checking: An individual a is an instance of a concept C with respect to
KB, written KB |= C(a), if and only if π(KB) |= π(C(a)). This is the case if
and only if KB ∪ {¬C(a)} is unsatisfiable.
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• Role checking: A simple abstract role S relates abstract individuals a and b with
respect to KB, written KB |= R(a, b), if and only if π(KB) |= π(S(a, b)). This
is the case if and only if KB ∪ {¬S(a, b)} is unsatisfiable.

The semantics of description logics is usually given by a direct model-theoretic
semantics. An interpretation I = (4I , ·I) consists of a nonempty domain set 4I and
an interpretation function ·I that assigns an element aI ∈ 4I to each individual a, a set
AI ⊆ 4I to each atomic concept A, and a relation RI ⊆ 4I ×4I to each role R. The
semantics of complex concepts and axioms is given in Table 3.2, where C and D are
concepts, R and S are roles, a and b are individuals, and ]N is the number of elements
in a set N . The direct model-theoretic semantics and the semantics by translation into
first-order logic coincide, as first shown by Borgida [21]. For a role R and an object
x ∈ 4I , an object y ∈ 4I is called an R-successor of x in I if (x, y) ∈ RI .

Often, we need a way to compare the expressivity of different description logics.
The following definition provides means for that by a simple syntactic comparison.

Definition 3.1.3. Let L, L1, and L2 be three description logics.

• The logic L is a fragment of L1 if each axiom of L is also an axiom of L1.

• The logic L is between L1 and L2 if L1 is a fragment of L, and L is a fragment
of L2.

We now define several fragments of SHIQ, which we use in the following chapters.

Definition 3.1.4. For a knowledge base KB, a role R is called very simple if no role S
exists such that S v R ∈ KBR. The description logic SHIQ− is a fragment of SHIQ,
where only very simple roles are allowed to occur in number restrictions ≤ nR.C and
≥ nR.C.
ALCHIQ (ALCHIQ−) is a fragment of SHIQ (SHIQ−) that does not allow

transitivity axioms in RBoxes. ALC is the fragment of ALCHIQ that does not provide
for role inclusion axioms, inverse roles, and number restrictions.

Observe that, if KB is not extensionally reduced, it can be easily transformed into
an extensionally reduced knowledge base: for each axiom C(a) where C is not a literal
concept, one can introduce a new atomic concept AC , add the axiom AC v C to the
TBox, and replace C(a) with AC(a). Such a transformation is obviously polynomial
in the number of individuals, so, without loss of generality, it is safe to assume that a
knowledge base is extensionally reduced.

Note that, by Definition 3.1.1, the relation v∗ can be cyclic in general. In [144]
it was shown that we can reduce each SHIQ knowledge base KB with a cyclic role
hierarchy to a SHIQ knowledge base KB ′ with an acyclic role hierarchy using the
following algorithm. First, we compute the set of maximal, strongly connected com-
ponents (or maximal cycles) of the role inclusion relation v of KB . For each strongly
connected component Γ, we select one representative role, denoted with role(Γ), such
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Table 3.1: Semantics of SHIQ by Mapping to FOL

Mapping Concepts to FOL
πy(>, X) = >
πy(⊥, X) = ⊥
πy(A,X) = A(X)
πy(¬C,X) = ¬πy(C,X)

πy(C uD,X) = πy(C,X) ∧ πy(D,X)
πy(C tD,X) = πy(C,X) ∨ πy(D,X)
πy(∀R.C,X) = ∀y : R(X, y)→ πx(C, y)
πy(∃R.C,X) = ∃y : R(X, y) ∧ πx(C, y)

πy(≤ nR.C,X) = ∀y1, . . . , yn+1 :
∧n+1

i=1 [R(X, yi) ∧ πx(C, yi)]→
∨n+1

i=1
n+1
j=i+1 yi ≈ yj

πy(≥ nR.C,X) = ∃y1, . . . , yn :
∧n

i=1[R(X, yi) ∧ πx(C, yi)] ∧
∧n

i=1
n
j=i+1 yi 6≈ yj

Mapping Axioms to FOL
π(C v D) = ∀x : πy(C, x)→ πy(D,x)
π(C ≡ D) = ∀x : πy(C, x)↔ πy(D,x)
π(R v S) = ∀x, y : R(x, y)→ S(x, y)

π(Trans(R)) = ∀x, y, z : R(x, y) ∧R(y, z)→ R(x, z)
π(C(a)) = πy(C, a)

π(R(a, b)) = R(a, b)
π(¬S(a, b)) = ¬S(a, b)

π(a ◦ b) = a ◦ b for ◦ ∈ {≈, 6≈}
Mapping KB to FOL

π(R) = ∀x, y : R(x, y)↔ R−(y, x)
π(KBR) =

∧
α∈KBR

π(α) ∧
∧

R∈NRa
π(R)

π(KBT ) =
∧

α∈KBT
π(α)

π(KBA) =
∧

α∈KBA
π(α)

π(KB) = π(KBR) ∧ π(KBT ) ∧ π(KBA)
Notes:
(i): X is a meta-variable and is substituted by the actual term;
(ii): πx is obtained from πy by simultaneously substituting in the definition

all y(i) with x(i), πy with πx, and vice versa.
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Table 3.2: Direct Model-Theoretic Semantics of SHIQ

Interpreting Concepts
>I = 4I

⊥I = ∅
(¬C)I = 4I \ CI

(C uD)I = CI ∩DI

(C tD)I = CI ∪DI

(∀R.C)I = {x | ∀y : (x, y) ∈ RI → y ∈ CI}
(∃R.C)I = {x | ∃y : (x, y) ∈ RI ∧ y ∈ CI}

(≤ nR.C)I = {x | ]{y | (x, y) ∈ RI ∧ y ∈ CI} ≤ n}
(≥ nR.C)I = {x | ]{y | (x, y) ∈ RI ∧ y ∈ CI} ≥ n}

Semantics of Axioms
C v D CI ⊆ DI

C ≡ D CI = DI

R v S RI ⊆ SI

Trans(R) (RI)+ ⊆ RI

C(a) aI ∈ CI

R(a, b) (aI , bI) ∈ RI

¬S(a, b) (aI , bI) /∈ SI

a ≈ b aI = bI

a 6≈ b aI 6= bI

that, if R ∈ Γ and Inv(R) ∈ Γ′ (where Γ′ is a strongly connected component pos-
sibly different from Γ) and role(Γ) = R, then role(Γ′) = Inv(R). Since we assume
that R v S ∈ KBR implies Inv(R) v Inv(S) ∈ KBR, we have that, if R,S ∈ Γ and
Inv(R) ∈ Γ′, then Inv(S) ∈ Γ′, so the definition of role(Γ) is correct. Next, we form
the new TBox KB ′

T and ABox KB ′
A by replacing, in all axioms of KBA and KBT ,

each role R with role(Γ), where Γ is the maximal, strongly connected component that
R belongs to. Finally, we construct the new RBox KB ′

R as follows. For each pair
of strongly connected components Γ 6= Γ′, if there are roles R ∈ Γ and R′ ∈ Γ′ with
R v R′, we add the axiom role(Γ) v role(Γ′) to KB ′

R. Next, for each strongly con-
nected component Γ, we add the axiom Inv(role(Γ)) v role(Γ) to KB ′

R if there is a role
R ∈ Γ such that Inv(R) ∈ Γ. Since the strongly connected components of v can be
computed in time quadratic in the number of roles, this reduction can be performed in
polynomial time. Hence, we can assume without loss of generality that v∗ is acyclic.

A concept C is in negation-normal form if all negations in C occur in front of
atomic concepts only. A concept C can be transformed in time linear in the size of C
into an equivalent concept in negation-normal form, written NNF(C), by exhaustively
applying the following rewrite rules to subconcepts of C:
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¬>  ⊥ ¬⊥  >
¬(C1 u C2)  ¬C1 t ¬C2 ¬(C1 t C2)  ¬C1 u ¬C2

¬(∃R.C)  ∀R.¬C ¬(∀R.C)  ∃R.¬C
¬(≥ (n+ 1)R.C)  ≤ nR.C ¬(≤ nR.C)  ≥ (n+ 1)R.C

¬(≥ 0R.C)  ⊥ ¬¬C  C

With |KB | we denote the size of the knowledge base assuming unary coding of
numbers, which is computed recursively in the following way, for C and D concepts,
A an atomic concept, and R and S roles:

|>| = 1 |⊥| = 1
|A| = 1 |¬C| = 1 + |C|

|C tD| = |C|+ |D|+ 1 |C uD| = |C|+ |D|+ 1
|∃R.C| = 2 + |C| |∀R.C| = 2 + |C|

|≥ nR.C| = n+ 2 + |C| |≤ nR.C| = n+ 2 + |C|
|C v D| = |C|+ |D|+ 1 |C ≡ D| = |C|+ |D|+ 1
|R v S| = 3 |Trans(R)| = 2
|C(a)| = |C|+ 1 |R(a, b)| = 3
|KBR| =

∑
α∈KBR

|α| |KBT | =
∑

α∈KBT
|α|

|KBA| =
∑

α∈KBA
|α| |KB | = |KBR|+ |KBT |+ |KBA|

Intuitively, |KB | is the number of symbols needed to encode KB on the input
tape of a Turing machine. We use a single symbol for each atomic concept, role, and
individual. The n in the definition of the length of concepts ≥ nR.C and ≤ nR.C
stems from the assumption on number coding: a number n can be encoded in unary
with n bits.

The notion of positions is extended to SHIQ concepts and axioms in the obvious
way:

• α|ε = α for α a concept or an axiom;

• (¬D)|1.p = D|p;

• (D1 ◦D2)|i.p = Di|p for ◦ ∈ {u,t,v,≡} and i ∈ {1, 2};

• For C = ./ R.D with ./ ∈ {∃,∀}, C|1 = R, and C|2.p = D|p;

• For C = ./ nR.D with ./ ∈ {≤,≥}, C|1 = n, C|2 = R, and C|3.p = D|p;

• Trans(R)|1 = R;

• For α = C(a), α|1.p = C|p, and α|2 = a;

• For α = R(a, b), α|1 = R, α|2 = a, and α|3 = b;

• (¬S(a, b))|1.p = S(a, b)|p;

• (a1 ◦ a2)|i = ai for ◦ ∈ {≈, 6≈} and i ∈ {1, 2}.
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For α a SHIQ concept or axiom and p a position in α, replacing α|p with β is
denoted with α[β]p, and is defined in the obvious way (we assume that the result is
a syntactically correct term). Furthermore, if α|p is a concept, then the polarity of p
is defined to agree with the polarity of the corresponding position in translation of α
into first-order logic, and is defined as follows:

pol(C, ε) = 1 pol(¬C, 1.p) = −pol(C, p)
pol(C1 u C2, i.p) = pol(Ci, p) for i ∈ {1, 2} pol(∃R.C, 2.p) = pol(C, p)
pol(C1 t C2, i.p) = pol(Ci, p) for i ∈ {1, 2} pol(∀R.C, 2.p) = pol(C, p)

pol(≤ nR.C, 3.p) = −pol(C, p) pol(≥ nR.C, 3.p) = pol(C, p)
pol(C1 v C2, 1.p) = −pol(C1, p) pol(C1 v C2, 2.p) = pol(C2, p)
pol(C1 ≡ C2, i.p) = 0 for i ∈ {1, 2} pol(C(a), 1.p) = pol(C, p)

3.1.1 Example

In this subsection, we give an example of a SHIQ knowledge base and show some
inferences that can be drawn from it. DLs were often used for solving configuration
problems [93]. Configurations usually consist of many different parts, catalogs of parts
that configurations are assembled from are usually hierarchical, and valid configura-
tions can, to a large degree, be described using logical assertions. Hence, we embed
our example in a configuration scenario.

Let ACME be a computer manufacturing company. As all modern suppliers of
computer equipment, ACME allows its customers to assemble a computer configura-
tion that best suits their needs. However, assembling a configuration is a nontrivial
task, due to interdependencies among different components. For example, the choice
of the motherboard usually constrains the types of compatible memory chips, disk
controllers, and other components. To aid its customers in assembling a valid config-
uration, ACME creates a formal ontology of catalog parts. This ontology can be used
in an application that guides the users in choosing their components, thus ensuring
that chosen components work together correctly in an assembled computer.

To represent objects from the ACME catalog and the relationships between them,
we use the concepts and roles from Table 3.3.

We now describe some relations that hold for all computers in all configurations.
First, we would like to constrain the role hasAdpt to point only to instances of the
Adpt concept; we often say that the range of the hasAdpt role is the Adpt concept.
Similarly, the range of has3DAcc is 3DAcc. These constraints can be specified using
these axioms:

> v ∀ hasAdpt .Adpt(3.1)
> v ∀ has3DAcc.3DAcc(3.2)

Next, we specify taxonomical relationships that hold between items in the catalog.
Axiom (3.3) states that things that are adapters and 3D accelerators are adapters
with built-in 3D accelerators. Furthermore, (3.4) and (3.5) state that adapters and 3D
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Concepts
PC all personal computers

GrWS all graphics workstations
GaPC all computers mainly used for playing computer games
Adpt all video adapters in the catalog

3DAcc all 3D video accelerators
Adpt3DAcc all video adapters with built-in 3D accelerators

VD all video devices
PCI all devices built for the PCI bus

Roles
hasAdpt computer has a video adapter

has3DAcc computer has a 3D accelerator
hasVD computer has a video device
contains some object contains other objects

Table 3.3: Example Terminology Used in ACME’s Catalog

accelerators are video devices, respectively. Finally, (3.6) states that graphic worksta-
tions are PCs, and (3.7) states that gaming PCs are PCs and graphics workstations.
(Namely, to play modern computer games, one usually needs more graphics power
than for many business applications of computer graphics.)

Adpt u 3DAcc v Adpt3DAcc(3.3)
Adpt v VD(3.4)

3DAcc v VD(3.5)
GrWS v PC(3.6)

GaPC v GrWS u PC(3.7)

Next, we specify relationships among roles. Axiom (3.8) states that “having a
video adapter” is a kind of “having a video device,” and (3.9) states that “having a 3D
accelerator” is also a kind of “having a video device.” Finally, “having a video device”
is a kind of containment relationship, as specified by (3.10); the latter relationship is
transitive by (3.11).

hasAdpt v hasVD(3.8)
has3DAcc v hasVD(3.9)
hasVD v contains(3.10)

Trans(contains)(3.11)

Finally, we specify what permitted configurations look like. A personal computer
usually requires at least one video adapter, as stated by (3.12). Intuitively, one might
expect the right-hand side of the axiom to be ∃ hasAdpt .Adpt instead of ∃ hasAdpt .>.
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However, since the range of hasAdpt is Adpt by (3.1), the axiom (3.12) is sufficient.
Next, (3.13) states that graphics workstations require a 3D accelerator. Axiom (3.14)
states that gaming PCs, being destined for the lower market segment, should have at
most one video device. Finally, (3.15) ensures that all parts of a PCI-based computer
are really built for the PCI bus.

PC v ∃ hasAdpt .>(3.12)
GrWS v ∃ has3DAcc.>(3.13)

GaPC v ≤ 1 hasVD .VD(3.14)
PCI v ∀ contains.PCI(3.15)

With KB1 we denote a SHIQ knowledge base that contains exactly the axioms
(3.1)–(3.15).

We now show how KB1 can be used to solve configuration tasks. Let us now assume
that a customer wants to buy a gaming PC, and that an ACME sales representative is
trying to help the customer to decide what kind of video or 3D accelerator should be
added to the computer. He represents the choices of the customer using the following
assertion:

GaPC (pc1 )(3.16)

Axiom (3.16) gives a name, pc1 , to the computer that the customer wants to buy,
and states that it is a gaming PC; let KB2 be a SHIQ ABox containing only the
axiom (3.16).

The knowledge about the configuration and the user’s choices can now be used to
guide the construction of a valid configuration as follows. Namely, it is easy to see that
the following holds:

KB1 ∪KB2 |= ∃hasVD .Adpt3DAcc(pc1 )(3.17)

In other words, the video device that the customer needs must be a video adapter
with a built-in 3D accelerator. Namely, since pc1 is a gaming PC by (3.16), it has
a video adapter by (3.12) and a 3D accelerator by (3.13). However, all gaming PCs
are allowed to have only one video device by (3.14), so the video adapter and the 3D
accelerator must be one and the same. Hence, the video device must be the video
adaptor and the 3D accelerator.

3.2 Description Logics with Concrete Domains

Practical applications of description logics often need to represent concrete proper-
ties, such as height, name, or age, which assume values from a fixed domain, such as
integers or strings. This requirement led to the extension of description logics with
concrete domains [5]. Informally, a concrete domain provides a set of predicates with
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a predefined interpretation. If a decision procedure for checking satisfiability of finite
conjunctions over concrete domain predicates exists, many DLs can be combined with
a concrete domain while retaining decidability. Unfortunately, in [89] it was shown that
a logic with general inclusion axioms and concrete domains is undecidable. Therefore,
in [70, 101, 62] several restrictions of the general approach were investigated; a survey
of the main results was presented in [88]. The cumulative results of this research have
influenced the design of OWL-DL [106], which supports datatypes—a basic form of
concrete domains.

3.2.1 Concrete Domains

With x we denote a vector of variables x1, . . . , xn, and for a function δ, with δ(x) we
denote the application of δ to each element xi of x—that is, a vector δ(x1), . . . , δ(xn).
A concrete domain is defined as follows:

Definition 3.2.1. A concrete domain D is a pair (4D,ΦD), where 4D is a set, called
the domain of D, and ΦD is a finite set of concrete predicate names. Each d ∈ ΦD

is associated with an arity n and an extension dD ⊆ 4n
D. A concrete domain D is

admissible if the following conditions hold:

• ΦD is closed under negation; that is, for each d ∈ ΦD, there exists d ∈ ΦD with
dD = 4n

D \ dD;

• ΦD contains a unary predicate >D interpreted as 4D;

• ΦD contains a binary predicate ≈D interpreted as {(x, y) | x = y};

• ΦD contains a unary predicate =α for each α ∈ 4D, interpreted as {α};

• D-satisfiability of finite conjunctions of the form
∧n

i=1 di(xi)—that is, checking
if an assignment δ of variables to elements of 4D exists such that δ(xi) ∈ dDi
for each 1 ≤ i ≤ n—is decidable.

The definition of admissibility from [5] does not require the existence of ≈D pred-
icate. However, the algorithms we develop in the subsequent chapters depend on this
predicate, so we extend the notion of admissibility appropriately. Furthermore, the
usual definition does not require the existence of predicates =α. We introduce this
restriction to allow accessing concrete domain individuals explicitly. Thus, we can
state that the age of Peter is 15 using the axiom hasAge(peter , 15); this is equivalent
to hasAge(peter , a15) ∧ =15(a15), where =15 is a concrete domain predicate with the
interpretation {15}.

Extending first-order logic with a concrete domain is significantly simplified if the
interpretation of concrete objects is separated from the interpretation of other objects.
Hence, we assume that the set of sorts S of a signature Σ contains the sort c for the
concrete objects, which is different from other abstract objects. When there is a need to
distinguish the sorts syntactically, we denote the variables (general function symbols)
of sort c with xc (f c).
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Definition 3.2.2. A signature Σ = (P,F ,V,S) is compatible with an admissible
concrete domain D if it satisfies the following conditions:

• c ∈ S is a concrete sort;

• ΦD ⊆ P;

• The signature of each predicate from ΦD is c× . . .× c;

• For each general function symbol f with a signature r1 × . . . × rn → r, we have
ri 6= c for each i.

We assume that the concrete predicate ≈D is used in formulae instead of ≈c for
expressing equality between concrete terms. An interpretation I over the D-signature Σ
is a D-interpretation if Dc = 4D, and, for each concrete predicate d ∈ ΦD, dI = dD.
The usual notions of models, validity, satisfiability, and entailment are generalized to
D-models, D-validity, D-satisfiability, and D-entailment (written |=D) as usual.

When ambiguity does not arise, we do not stress D for satisfiability, equisatisfia-
bility, entailment, and so on. Next, we discuss the restrictions of Definition 3.2.2.

First, the concrete domain does not specify the interpretation for general func-
tion symbols of sort c. Hence, to simplify the treatment, we prohibit nesting of con-
crete terms into other (concrete or nonconcrete) terms. Hence, for a term t, we have
sort(t|p) = c only if p = ε.

Second, the equality and inequality between concrete terms are expressed only
using the concrete predicates ≈D and 6≈D, respectively. Note that both ≈D and 6≈D

are concrete predicates without any special status; also, a literal sc 6≈D tc is a positive
literal with a concrete predicate 6≈D. If a literal sc ◦ tc with ◦ ∈ {≈D, 6≈D} is to
be represented as an E-term (for example, in order to apply basic superposition), it
is encoded as a positive literal (sc ◦ tc) ≈ T. Therefore, ≈D and 6≈D are opaque
to equational calculi, such as basic superposition, and they are handled only by the
extensions we present in Subsection 6.1.1.

Third, practical applications require several different concrete domains at once. An
approach for combining two or more concrete domains into one concrete domain has
been presented in [5]. Therefore, without loss of generality we can consider only one
concrete domain at the time.

3.2.2 The Description Logic SHIQ(D)

We now present the formal definition of the description logic SHIQ(D), which is
obtained by combining SHIQ with concrete datatypes. The syntax of SHIQ from
Definition 3.1.1 is extended as follows:
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Definition 3.2.3. Let NRc be the set of concrete roles. Additionally to SHIQ RBox
axioms, a SHIQ(D) RBox KBR can contain a finite number concrete role inclusion
axioms T v U .1

Let D be an admissible concrete domain. In addition to SHIQ concepts, the set of
SHIQ(D) concepts contains ∃T1, . . . , Tm.d, ∀T1, . . . , Tm.d, ≤ nT , and ≥ nT , for T(i)

concrete roles, d an m-ary concrete domain predicate, and n an integer. A SHIQ(D)
TBox KBT is defined analogously to Definition 3.1.1.

Let NIc be a set of concrete individuals. Additionally to SHIQ ABox axioms, a
SHIQ(D) ABox KBA can contain a finite number of concrete role membership axioms
(¬)T (a, bc), and (in)equality axioms ac ≈ bc and ac 6≈ bc, where T is a concrete role,
a is an abstract individual, and ac and bc are concrete individuals.

A SHIQ(D) knowledge base is defined as in Definition 3.1.1, where the sets NRa,
NRc, NC , NIa, and NIc are mutually disjoint.

The semantics of SHIQ from Definition 3.1.2 is extended to SHIQ(D) as follows:

Definition 3.2.4. The semantics of a SHIQ(D) knowledge base KB is given by
extending the mapping π from Definition 3.1.2 to translate KB into a multi-sorted
first-order formula, as shown in Table 3.4. We assume the existence of a separate sort
a for abstract objects, which is different from c. Atomic concept predicates have the
signature a, abstract roles have the signature a × a, concrete roles have the signature
a× c, and n-ary concrete domain predicates have the signature c× . . .× c.

The basic inference problem for SHIQ(D) is checking satisfiability of KB—that
is, determining whether a D-model of π(KB) exists. The other inference problems are
defined analogously to Definition 3.1.2.

The direct model-theoretic semantics is easily extended to SHIQ(D), by extend-
ing the interpretation function ·I to assign an element (ac)I ∈ 4D to each concrete
individual ac, and a relation T I ⊆ 4I ×4D to each concrete role T . The semantics
of new concepts and axioms is given in Table 3.5, where T(i) and U are concrete roles
and d is a concrete predicate.
SHIQ(D) concepts can be rewritten into negation-normal form as follows:

¬(∃T1, . . . , Tn.d)  ∀T1, . . . , Tn.d ¬(∀T1, . . . , Tn.d)  ∃T1, . . . , Tn.d
¬(≥ (n+ 1)T )  ≤ nT ¬(≤ nT )  ≥ (n+ 1)T

¬(≥ 0T )  ⊥

The size of a SHIQ(D) knowledge base KB is obtained by extending the definition
from Section 3.1 to handle the new constructs in the following way:

|∃T1, . . . , Tm.d| = 2 +m |≥ nT | = n+ 2
|∀T1, . . . , Tm.d| = 2 +m |≤ nT | = n+ 2

The notion of positions is extended to the new SHIQ(D) constructs as follows:
1Inverse concrete roles do not make sense semantically, so we do not distinguish between con-

crete roles and concrete role names. Furthermore, transitive concrete roles also do not make sense
semantically, so they are not allowed. Note that this makes all concrete roles simple.
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Table 3.4: Semantics of SHIQ(D) by Mapping to FOL

Mapping Concepts to FOL
πy(∀T1, . . . , Tm.d,X) = ∀yc

1, . . . , y
c
m :

∧m
i=1 Ti(X, yc

i )→ d(yc
1, . . . , y

c
m)

πy(∃T1, . . . , Tm.d,X) = ∃yc
1, . . . , y

c
m :

∧m
i=1 Ti(X, yc

i ) ∧ d(yc
1, . . . , y

c
m)

πy(≤ nT ,X) = ∀yc
1, . . . , y

c
n+1 :

∧n+1
i=1 T (X, yc

i )→
∨n+1

i=1
n+1
j=i+1 y

c
i ≈D yc

j

πy(≥ nT ,X) = ∃yc
1, . . . , y

c
n :

∧n
i=1 T (X, yc

i ) ∧
∧n

i=1
n
j=i+1 y

c
i 6≈D yc

j

Mapping Axioms to FOL
π(T v U) = ∀x, yc : T (x, yc)→ U(x, yc)
π(T (a, bc)) = T (a, bc)

π(¬T (a, bc)) = ¬T (a, bc)
π(ac ◦ bc) = ac ◦D bc for ◦ ∈ {≈, 6≈}

• For C = ./ T1, . . . , Tm.d with ./ ∈ {∃,∀}, C|i = Ti for 1 ≤ i ≤ m, and C|m+1 = d;

• For C = ./ nT with ./ ∈ {≤,≥}, C|1 = n and C|2 = T .

Since the new constructs do not contain nested concepts, the notion of polarity
carries over from SHIQ to SHIQ(D) without change.

3.2.3 Example

To demonstrate how concrete domains can be applied in practice, we extend the con-
figuration example from Subsection 3.1.1 with a concrete domain N, where the domain
is the set of all nonnegative integers, and the predicates have the form ≥100 and are
interpreted in the obvious way.

An important aspect of any item catalog is the item’s price, which we represent
using the role price. In a more realistic scenario, one would probably represent a
price with the pair specifying the amount and the currency; however, for simplicity,
we assume that all prices are represented in euros. An item has at most one price, so
we declare price to be functional by (3.18).

> v ≤ 1 price(3.18)

We now represent additional classes of items in our catalog. For example, using
(3.19) we state that high-end PCs are either graphics workstations, or PCs with a price
higher than 2000 EUR.

HighEnd v GrWS t (PC u ∃price.≥2000)(3.19)

We denote with KB3 the knowledge base KB1 from Subsection 3.1.1 extended with
axioms (3.18) and (3.19).
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Table 3.5: Direct Model-Theoretic Semantics of SHIQ(D)

Interpreting Concepts
(∀T1, . . . , Tm.d)I = {x | ∀y1, . . . , ym : (x, y1) ∈ T I

1 ∧ . . . ∧ (x, ym) ∈ T I
m →

(y1, . . . , ym) ∈ dD}
(∃T1, . . . , Tm.d)I = {x | ∃y1, . . . , ym : (x, y1) ∈ T I

1 ∧ . . . ∧ (x, ym) ∈ T I
m∧

(y1, . . . , ym) ∈ dD}
(≤ nT )I = {x | ]{y | (x, y) ∈ T I} ≤ n}
(≥ nT )I = {x | ]{y | (x, y) ∈ T I} ≥ n}

Semantics of Axioms
T v U T I ⊆ U I

T (a, bc) (aI , (bc)I) ∈ T I

¬T (a, bc) (aI , (bc)I) /∈ T I

ac ≈ bc (ac)I = (bc)I

ac 6≈ bc (ac)I 6= (bc)I

Let us now assume that a customer wants to buy a high-end PC with a price of
1500 EUR at most. These choices are represented by axioms (3.20) and (3.21); let
KB4 be the knowledge base containing them.

HighEnd(pc2 )(3.20)
∃price.≤1500(pc2 )(3.21)

Based on the user’s choices, the configuration system can conclude that pc2 must
be a graphics workstation:

KB3 ∪KB4 |= GrWS (pc2 )(3.22)

Namely, pc2 is declared to be a high-end PC with a price lower than 1500 EUR.
Since each PC has only one price, the price cannot be also higher than 2000 EUR;
formally stated, the conjunction of concrete domain predicates ≥2000(x) ∧ ≤1500(x) is
unsatisfiable. Hence, if axioms (3.19) and (3.19) are to be satisfied, pc2 must be a
graphics workstation.
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Chapter 4

Reduction Algorithm at a Glance

The algorithm for reducing a SHIQ(D) knowledge base to a disjunctive datalog pro-
gram is fairly complex and technical. This is so because SHIQ(D) encompasses
different features, each of which raises special concerns for resolution-based theorem
proving. For example, handling number restrictions requires equality reasoning, which
in turn requires a complex calculus, such as basic superposition. Similarly, a new
approach for reasoning with concrete domains is required to handle datatypes.

To make our work easier to follow, in this chapter we present a simpler version
of all algorithms, scaled down to the basic description logic ALC. Even though it
is quite simple, ALC is an ExpTime-complete logic [144], with features common to
most of the more complex DLs, such as existential and universal quantification, and
general concept inclusion axioms. The reduction algorithm for ALC conveys all the
basic ideas, without overloading the presentation with details. We hope that this will
help the reader to understand the intuition behind the algorithms presented in the
following chapters.

This chapter is of tutorial character, and as such we tried to make it self-contained
(apart from the general definitions that we presented in Chapter 2). However, it is not
strictly necessary for understanding the other chapters and may be skipped. To make
other chapters self-contained as well, some definitions and clarifications are repeated
in the latter chapters.

4.1 The Main Difficulty in Reducing DLs to Datalog

For an ALC knowledge base KB , our goal is to derive a disjunctive datalog program
DD(KB) such that KB |= α if and only if DD(KB) |= α for α of the form A(a) or
R(a, b). In other words, KB and DD(KB) should entail the same set of positive ground
facts. We can thus use DD(KB) instead of KB for query answering, and in doing so
we can apply all optimization techniques known in deductive databases.

43
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As shown by Definition 3.1.2 and [21], there is a close correspondence between
description logics and first-order logic. Consider the following knowledge base:

KB = {A v ∃R.A,∃R.∃R.A v B,A(a)}(4.1)

A näıve attempt to reduce KB into disjunctive datalog is to translate KB into first-
order logic as π(KB), skolemize it, translate it into conjunctive normal form, and
rewrite the obtained set of clauses into rules. On KB , such an approach produces the
following logic program LP(KB):

R(x, f(x))← A(x)(4.2)
A(f(x))← A(x)(4.3)

B(x)← R(x, y), R(y, z), A(z)(4.4)
A(a)(4.5)

Clearly, KB and LP(KB) entail the same set of ground facts. However, LP(KB)
contains a function symbol in a recursive rule (4.3). This raises the issue of how to
answer queries in LP(KB). Namely, well-known query evaluation techniques, such as
bottom-up saturation, will not terminate on LP(KB): using bottom-up saturation,
we shall derive A(f(a)), R(a, f(a)), A(f(f(a))), R(f(a), f(f(a))), B(a), and so on.
Obviously, such an algorithm will continue deriving ever deeper facts, and will therefore
never terminate. Note that we need all previously derived facts to derive B(a) from
LP(KB), and that we do not know a priori when all relevant ground facts have been
derived, so that we might stop the saturation.

This problem could be solved by employing an appropriate cycle detection mech-
anism. The authors use such an approach in [49] to derive a hyperresolution decision
procedure for a variant of the guarded fragment. However, using specialized algorithms
for evaluating queries in LP(KB) takes us further away from our original goal of apply-
ing deductive database optimization techniques to description logics. In a way, such
an algorithm could be understood as an alternative syntactic notation for the tableau
calculus, for which it is still unclear how to apply known optimization techniques, such
as magic sets.

To avoid potential problems with termination, our goal is to derive a true disjunc-
tive datalog program DD(KB) without function symbols. For such a program, queries
can be evaluated using any standard technique; furthermore, all existing optimization
techniques known in deductive databases can be applied directly. Hence, the main
problem that we deal with is the elimination of function symbols from LP(KB).

4.2 The General Idea

To obtain the reduction of an ALC knowledge base KB to a disjunctive datalog pro-
gram entailing the same set of ground facts, we start off with a slightly simpler task
of deriving a program DD(KB) that is satisfiable if and only if KB is satisfiable. The
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intuitive principle used to ensure the equisatisfiability of KB and DD(KB) is relatively
simple. Let us assume that unsatisfiability of KB can be demonstrated by a refutation
in some sound and complete calculus C. If it is possible to simulate inferences of C on
KB using a datalog program DD(KB), a refutation in KB by C can be reduced to a
refutation in DD(KB). Conversely, if DD(KB) is unsatisfiable, there is a refutation in
DD(KB). If it is possible to simulate inferences in DD(KB) by the calculus C on KB ,
then a refutation in DD(KB) can be reduced to a refutation in KB . To summarize, if
inferences can be simulated in both directions, DD(KB) and KB are equisatisfiable.

To obtain a sound, complete, and terminating algorithm from the high-level idea
outlined in the previous paragraph, it is necessary to select an appropriate calculus
C, capable of effectively deciding satisfiability of KB . Positive disjunctive datalog
is strongly related to clausal first-order logic. Intuitively, simulating inferences in
disjunctive datalog is easier if C is a clausal refutation calculus. Therefore, we first
derive a decision procedure for ALC based on the ordered resolution calculus R (for a
definition of R, see Section 2.4). In particular, we show in Section 4.3 how to translate
KB into an equisatisfiable set of clauses Ξ(KB), and in Section 4.4 that exhaustive
application of the inference rules of R on Ξ(KB) eventually terminates. Since R is
sound and complete, termination implies that R decides satisfiability of Ξ(KB), and
therefore of KB as well.

Based on such a procedure, we derive in Section 4.5 the desired reduction of KB
to a disjunctive datalog program. It turns out that, for ALC, simulating inferences of
R in disjunctive datalog and vice versa is quite straightforward.

After presenting several simple examples in Section 4.6, in Section 4.7 we summarize
the issues that need to be dealt with in order to extend the algorithms to SHIQ(D).
Finally, in Section 4.8 we discuss some interesting aspects of our algorithms.

4.3 Translating KB into Clauses

The first step in deciding satisfiability of an ALC knowledge base KB by R is to trans-
form KB into an equisatisfiable set of clauses Ξ(KB). A straightforward way of doing
so is to compute the formula π(KB) (where π is the operator from Definition 3.1.2),
and then to apply the clausification operator Cls to it (that is, to skolemize π(KB)
and to transform the result into conjunctive normal form using well-known identities,
as explained in Section 2.1).

However, such an algorithm has two important drawbacks. First, the size of
Cls(π(KB)) could be exponential in the size of π(KB), due to nesting of u and t
connectives. Second, since KB is an ALC knowledge base, the formula π(KB) is of
a particular syntactic structure, which we exploit to derive the decision procedure.
Direct clausification of π(KB) would destroy this structure, and thus make it difficult,
if not impossible, to obtain a decision procedure for ALC by R.

In order to avoid the exponential blowup and to preserve the structure of formulae,
we apply the structural transformation, introduced in [108, 99, 8]. Next, we present
an alternative, but equivalent definition.
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Definition 4.3.1. Let C be an ALC concept in negation-normal form. A position
p 6= ε in C is eligible for replacement if C|p is of the form

⊔
Li,

d
Li, ∀R.L, or

∃R.L, where L(i) are all literal concepts. The definitorial form of C, written Def(C),
is defined recursively as follows:

Def(C) =


{¬Q t C|p} ∪ Def(C[Q]p) if C is a nonliteral concept and

p is eligible for replacement in C
{C} otherwise

For example, Def(∃R.(∀S.¬A)) = {∃R.Q, ¬Q t ∀S.¬A}. Note that ¬Q t ∀S.¬A
can be interpreted as Q v ∀S.¬A, which allows us to use Q as a new name for ∀S.¬A
in ∃R.(∀S.¬A). Furthermore, as shown by the following lemma, this transformation
does not affect satisfiability: > v ∃R.(∀S.¬A) and {> v ∃R.Q,> v ¬Qt ∀S.¬A} are
equisatisfiable.

Lemma 4.3.2. For an ALC concept C in negation-normal form, the axiom > v C is
satisfiable if and only if the set of axioms {> v Di |Di ∈ Def(C)} is satisfiable.

Proof. The proof is by induction on the number of recursive invocations of Def. The
induction base is trivial, so we consider the induction step, which replaces the sub-
concept C|p in C with Q, resulting in D = C[Q]p. For the (⇒) direction, let I be
a model satisfying > v C. Obviously, an interpretation I ′, obtained by extending I
with QI′ = DI , satisfies > v D and > v ¬Q t C|p. For the (⇐) direction, let I be a
model of > v D and > v ¬Q tC|p. The following property can be shown by an easy
induction on the structure of D: for each position q in D, (D|q)I ⊆ (C|q)I . But then,
for q = ε, we have DI ⊆ CI . Since 4I ⊆ DI , we have that I is a model of > v C.

The set of clauses Ξ(KB), encoding an ALC knowledge base KB in first-order logic,
is defined as follows:

Definition 4.3.3. We extend the clausification operator Cls from Section 2.1 to ALC
concepts as follows:

Cls(C) =
⋃

D∈Def(NNF(C))

Cls(∀x : πy(D,x))

For an extensionally reduced ALC knowledge base KB, Ξ(KB) is the smallest set
of clauses satisfying the following conditions:

• For each ABox axiom α in KB, Cls(π(α)) ⊆ Ξ(KB);

• For each TBox axiom C v D in KB, Cls(¬C tD) ⊆ Ξ(KB);

• For each TBox axiom C ≡ D in KB, Cls(¬C tD) ⊆ Ξ(KB) and
Cls(¬D t C) ⊆ Ξ(KB).
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Table 4.1: Clause Types after Preprocessing

1
∨

(¬)Ci(x) ∨R(x, f(x))
2

∨
(¬)Ci(x) ∨ (¬)D(f(x))

3
∨

(¬)Ci(x)
4

∨
(¬)C(x) ∨ ¬R(x, y) ∨ (¬)D(y)

5 (¬)C(a)
6 (¬)R(a, b)

If KB is not extensionally reduced, then Ξ(KB) = Ξ(KB ′), where KB ′ is an exten-
sionally reduced knowledge base obtained from KB as explained in Section 3.1.

We now show that clausification does not affect the semantics of a knowledge base,
and that it produces clauses of a certain syntactic structure:

Lemma 4.3.4. Let KB be an ALC knowledge base. Then, the following claims hold:

• KB is satisfiable if and only if Ξ(KB) is satisfiable.

• Ξ(KB) can be computed in time polynomial in |KB |.

• Each clause in Ξ(KB) is of one of the types given in Table 4.1.

Proof. Equisatisfiability of KB and Ξ(KB) is an easy consequence of Lemma 4.3.2.
Furthermore, the number of recursive invocations of Def and the number of new con-
cepts Q are linear in the number of subconcepts of C. Hence, |Def(C)| is linear in
|C|, so |Ξ(KB)| is polynomial in |KB |. Finally, observe that Def(C) can contain only
concepts of the form D or ¬QtD, where D is of the form

⊔
Li,

d
Li, ∀R.L, or ∃R.L,

and all L(i) are literal concepts. Hence, for D = ∃R.L, Cls(D) contains clauses of type
1 and 2; for D = ∀R.L a clause of type 4; and for D =

⊔
Li or D =

d
Li clauses of

type 3. Clauses of type 5 and 6 are obtained by clausifying ABox axioms.

4.4 Deciding Satisfiability of Ξ(KB) by R
SinceR is a sound and complete calculus, we can use it to check satisfiability of Ξ(KB).
To obtain a decision procedure, we just need to ensure that each saturation of Ξ(KB)
by R terminates. Joyner outlined the basic principle to achieve this in [80]: we simply
ensure that the number of clauses that can be derived in a saturation is bounded.

There are two main reasons why deriving an infinite number of clauses from a set
of clauses N might be possible. First, we might keep deriving clauses with deeper
and deeper terms. Consider N1 = {C(a), ¬C(x) ∨ C(f(x))}. If we select ¬C(x) in
the second clause and apply resolution, we derive C(f(a)), C(f(f(a))), and so forth.
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Second, we might keep deriving clauses containing more and more variables. Consider
N2 = {¬R(x, y) ∨ ¬R(y, z) ∨ R(x, z), C(x) ∨ R(x, y) ∨ D(y), E(x) ∨ R(x, y) ∨ F (y)}.
If we select ¬R(x, y) and ¬R(y, z) in the first clause and apply resolution twice, we
obtain C(x) ∨ D(y) ∨ E(y) ∨ F (z) ∨ R(x, z), which contains more variables than the
side premises involved in the inference. It is easy to see that further inferences with
this clause will additionally increase the number of variables.

The resolution inferences performed on certain clauses are determined by the para-
meters of the calculus—namely, the literal ordering and the selection function. Hence,
by choosing these parameters appropriately, we can often restrict the resolution infer-
ences in a way that allows us to establish a bound on the term depth and on the number
of variables. Consider again the set of clauses N1: instead of selecting ¬C(x), if we
ensure that C(f(x)) � ¬C(x), then the second clause can participate in an inference
only on literal C(f(x)). Furthermore, C(f(x)) and C(a) do not unify, so no inference
of R is applicable to N1. Hence, N1 is saturated, and, since it does not contain the
empty clause, it is satisfiable. In the following definition, we choose the parameters for
R that achieve such an effect on clauses from Ξ(KB).

Definition 4.4.1. Let RDL denote the calculus R parameterized as follows:

• The literal ordering is an admissible ordering � such that R(x, f(x)) � ¬C(x)
and D(f(x)) � ¬C(x), for all function symbols f , and predicates R, C, and D.

• The selection function selects every negative binary literal in each clause.

An ordering satisfying Definition 4.4.1 can be obtained by instantiating an ap-
propriate lexicographic path ordering. Technically speaking, negative literals are not
terms, but for the purposes of comparing literals by an LPO, we consider ¬ to be a
unary general function symbol. To make an LPO compatible with RDL, we choose
any precedence > over predicate and general function symbols such that f > P > ¬,
for each function symbol f and each predicate symbol P . Namely, LPOs have the
subterm property, so ¬A � A; furthermore, since ¬ is the smallest symbol in >, we
cannot have ¬A � B � A. Hence, such an LPO is admissible for R. Moreover, by the
definition of LPOs from Section 2.2, it is easy to check that D(f(x)) � f(x) � ¬C(x),
and R(x, f(x)) � f(x) � ¬C(x).

To obtain a decision procedure for ALC, we next identify the type of clauses that
can be derived in a saturation of Ξ(KB) by RDL. We generalize the clauses from
Table 4.1 to ALC-clauses, presented in Table 4.2. For a term t, with P(t) we denote
a possibly empty disjunction of the form (¬)P1(t) ∨ . . . ∨ (¬)Pn(t). With P(f(x)) we
denote a possibly empty disjunction of the form P1(f1(x)) ∨ . . . ∨ Pm(fm(x)). Note
that this definition allows each Pi(fi(x)) to contain positive and negative literals.

We now prove the following central lemma:

Lemma 4.4.2. Each RDL inference, when applied to ALC-clauses, produces an ALC-
clause.
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Table 4.2: Types of ALC-Clauses

1 P(x) ∨R(x, f(x))
2 P1(x) ∨P2(f(x))
3 P1(x) ∨ ¬R(x, y) ∨P2(y)
4 P(a)
5 (¬)R(a, b)

Proof. The lemma can easily be proved by considering all possible RDL inferences on
all types of ALC-clauses, which are summarized in Table 4.3. For the sake of brevity,
we omit inferences in which participating literals are complemented. The notation
(n + m = k) next to each inference specifies that the inference premises are of types
n and m, and the conclusion is of type k. Observe that, due to the requirement
on the literal ordering �, a literal of the form (¬)A(x) occurring in a clause C can
participate in an inference only if C does not contain a literal of the form (¬)B(f(x))
or R(x, f(x)). Furthermore, a ground literal A(a) does not unify with a literal A(f(x)),
and R(a, b) does not unify with R(x, f(x)). Hence, ground clauses can participate only
in inferences with clauses not containing terms of the form f(x).

As shown by the following lemma, for a finite knowledge base KB , the number of
ALC-clauses is finite. In fact, the bound on the number of derivable clauses can be
used to estimate the complexity of the algorithm.

Lemma 4.4.3. For an ALC knowledge base KB, the longest ALC-clause over the
signature of Ξ(KB) is polynomial in |KB |, and the number of such clauses different
up to variable renaming is exponential in |KB |.

Proof. Let c be the number of unary predicates, f the number of unary function sym-
bols, and i the number of constants in the signature of Ξ(KB). Then, c is linear in
|KB |, since each concept introduced in Def(C) corresponds to one nonliteral subcon-
cept of C. Similarly, f is linear in |KB |, since each function symbol is introduced by
skolemizing one concept of the form ∃R.C. Finally, i is trivially linear in |KB |.

Consider now the maximal ALC-clause Cl2 of type 2. Such a clause contains
a possibly negated literal A(x) for each unary predicate A, and a possibly negated
literal A(f(x)) for each pair of unary predicate and function symbols, yielding at most
` = 2c + 2cf literals, which is polynomial in |KB |. Each ALC-clause of type 2 is a
subset of Cl2, so there are 2` such clauses; that is, the number of clauses is exponential
in |KB |. For other ALC-clause types, the bounds on the length and on the number of
clauses can be derived in an analogous way.

We now state the main result of this section:

Theorem 4.4.4. For an ALC knowledge base KB, saturating Ξ(KB) by RDL decides
satisfiability of KB and runs in time exponential in |KB |.
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Table 4.3: Possible Inferences by RDL on ALC-Clauses

P1(x) ∨P2(f(x)) ∨ ¬A(g(x)) A(x) ∨P3(x)

P1(x) ∨P2(f(x)) ∨P3(g(x))
(2+2=2)

P1(x) ∨ ¬A(x) A(x) ∨P2(x)

P1(x) ∨P2(x)
(2+2=2)

P1(x) ∨P2(f(x)) ∨ ¬A(g(x)) A(g(x)) ∨P3(h(x)) ∨P4(x)

P1(x) ∨P2(f(x)) ∨P3(h(x)) ∨P4(x)
(2+2=2)

P(x) ∨R(x, f(x)) P1(x) ∨ ¬R(x, y) ∨P2(y)

P(x) ∨P1(x) ∨P2(f(x))
(1+3=2)

P1(a) ∨ ¬A(b) A(x) ∨P2(x)

P1(a) ∨P2(b)
(4+2=4)

P1(a) ∨ ¬A(b) A(b) ∨P2(c)

P1(a) ∨P2(c)
(4+4=4)

R(a, b) P1(x) ∨ ¬R(x, y) ∨P2(y)

P1(a) ∨P2(b)
(5+3=4)

R(a, b) ¬R(a, b)

�
(5+5=2)

Proof. By Lemma 4.4.3, the number of clauses derivable by RDL from Ξ(KB) is ex-
ponential in |KB |. Each inference can be performed in time polynomial in the size of
clauses. Subsumption checking is NP-complete in the size of clauses [52], so it can be
performed in exponential time. Hence, the saturation terminates after performing at
most an exponential number of steps. Since RDL is sound and complete, it decides
satisfiability of Ξ(KB), and by Lemma 4.3.4 of KB as well, in time that is exponential
in |KB |.

4.5 Translating ALC to Disjunctive Datalog

Given a decision procedure for checking satisfiability of an ALC knowledge base KB ,
it is now easy to obtain the desired reduction to disjunctive datalog. From Table 4.3,
we see that (i) a ground clause cannot participate in an inference with a nonground
clause containing a function symbol, and (ii) as soon as one premise in an inference by
RDL is ground, the conclusion is ground as well. Hence, we can perform all inferences
among nonground clauses first, after which we can simply delete all nonground clauses
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containing function symbols. The remaining clause set consists of clauses without
function symbols, which can easily be translated into a disjunctive datalog program,
by moving positive literals into rule heads and negative literals into rule bodies. A
minor problem arises if the resulting rules contain unsafe variables—that is, variables
occurring only in the head, but not in the body. We deal with such clauses by a
simple trick: we introduce a new predicate HU and add an assertion HU (a) for each
individual a; next, we append HU (x) to the body of each rule in which x is an unsafe
variable. We now present this algorithm formally.

Definition 4.5.1. Let KB be an extensionally reduced ALC knowledge base. Then,
Γ(KBT ) is the set of clauses obtained by saturating Ξ(KBT ) by RDL, and then deleting
all clauses containing function symbols. Furthermore, the operator λ maps clauses to
clauses as follows:

λ(C) = C ∪ {¬HU (x) | for each unsafe variable x in C }

For a set of clauses N , λ(N) is the set of clauses obtained by applying λ to each
element of N . The function-free version of KB is defined as follows:

FF(KB) = λ(Γ(KBT )) ∪ Ξ(KBA) ∪ {HU (a) | for each individual a occurring in KB}

Finally, a disjunctive datalog program DD(KB) is the set of rules obtained by mov-
ing in each clause from FF(KB) all positive literals into the rule head, and all negative
literals into the rule body.

If KB is not extensionally reduced, then DD(KB) = DD(KB ′), where KB ′ is an
extensionally reduced knowledge base obtained from KB as explained in Section 3.1.

We now state the properties of DD(KB):

Theorem 4.5.2. Let KB be an ALC knowledge base. Then, the following claims hold:

1. KB is unsatisfiable if and only if DD(KB) is unsatisfiable.

2. KB |= α if and only if DD(KB) |=c α, where α is of the form A(a) or R(a, b),
and A is an atomic concept.

3. KB |= C(a) for a nonliteral concept C if and only if, for Q a new atomic concept,
DD(KB ∪ {C v Q}) |=c Q(a).

4. The number of literals in each rule in DD(KB) is at most polynomial, the number
of rules in DD(KB) is at most exponential, and DD(KB) can be computed in time
exponential in |KB |.

Proof. (Claim 1.) Table 4.3 shows that each inference with at least one ground premise
always produces a ground conclusion. Hence, in saturating Ξ(KB) by RDL, it is pos-
sible to perform all inferences among nonground clauses first. Furthermore, Table 4.3
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also shows that ground clauses can participate in inferences only with clauses not con-
taining function symbols. Hence, after performing all inferences among nonground
clauses of Ξ(KB), one can delete all clauses containing terms of the form f(x).

By Definition 4.3.3, Ξ(KBT ) is exactly the set of nonground clauses of Ξ(KB), so
Γ(KBT ) is exactly the set of clauses obtained by saturating the nonground part of
Ξ(KB) and deleting the clauses containing function symbols. Furthermore, it is easy
to see that Γ = Γ(KBT ) ∪ Ξ(KBA) is satisfiable if and only if FF(KB) is satisfiable.
Namely, both Γ and FF(KB) are function-free sets of clauses, whose sets of ground
instances differ only on clauses containing unsafe variables. However, for a clause
C ∈ Γ containing an unsafe variable x and a ground substitution τ = {x 7→ a}, FF(KB)
contains clauses C∨¬HU (x) and HU (a), which together imply Cτ . Hence, the ground
instances of FF(KB) imply all ground instances of Γ, so, if FF(KB) is satisfiable, Γ is
satisfiable as well. Furthermore, since HU is a new predicate not occurring in Γ, each
model of Γ can easily be extended to a model of FF(KB). Therefore, Γ and FF(KB)
are equisatisfiable.

Finally, DD(KB) is a positive datalog program whose rules are syntactic variants
of the clauses from FF(KB). Hence, DD(KB) is satisfiable if and only if FF(KB) is
satisfiable.

(Claim 2.) Simply observe that KB |= α if and only if KB ∪ {¬α} is unsatisfi-
able. The latter is the case if and only if DD(KB ∪ {← α}) = DD(KB) ∪ {← α} is
unsatisfiable, which is the case if and only if DD(KB) |=c α.

(Claim 3.) Follows in the same manner as Claim 2.
(Claim 4.) Follows immediately from Lemma 4.4.3.

4.6 Examples

We now present several rather simple examples that point out important properties of
the reduction algorithm.

Readers familiar with more common approaches to DL reasoning might ask them-
selves how role successors are encoded in datalog programs. As we show next, role
successors are not at all encoded in the datalog program. Let KB1 = {C v ∃R.D},
so Ξ(KB1) = {¬C(x) ∨ R(x, f(x)), ¬C(x) ∨ D(f(x))}. Now Ξ(KB1) is already sat-
urated by RDL, so after removing all clauses containing function symbols, we get
DD(KB1) = ∅. This may seem quite confusing: KB1 implies the existence of at least
one R-successor for each member of C, whereas DD(KB1) does not reflect that. How-
ever, Theorem 4.5.2 is not invalidated. Namely, the individuals introduced by the
existential quantifier in KB1 are unnamed, so they cannot be used in queries. Hence,
for an arbitrary extensionally reduced ABox KBA, KB1 ∪ KBA does not imply any
new facts of the form A(a) or R(a, b). Also, note that the models of DD(KB1) are
completely unrelated to the models of KB1. Intuitively, this is so because the reduction
algorithm is based on a proof-theoretic correspondence between refutations in Ξ(KB)
and DD(KB). The models of KB and DD(KB) coincide only on positive ground facts,
whereas, for unnamed individuals, the models are completely unrelated.



4.6 Examples 53

In order to be able to draw additional consequences from KB1, we need to extend
it with additional statements about C, D, or R. Let KB2 = KB1 ∪ {D v ⊥}, so
Ξ(KB2) = Ξ(KB1) ∪ {¬D(x)}. Saturation of Ξ(KB2) produces one additional clause
¬C(x), so we get DD(KB2) = {← C(x),← D(x)}. This shows that the reduction is
not modular: for arbitrary knowledge bases KB1 and KB2, DD(KB1) ∪ DD(KB2) is
not necessarily equal to DD(KB1 ∪KB2).

The key step in the reduction is the saturation of Ξ(KBT ) by RDL. It computes all
relevant nonground consequences of Ξ(KBT ), which ensures that subsequent removal
of clauses containing function symbols does not change the set of drawn ground conse-
quences. One can think of RDL as producing shortcut clauses that derive facts about
objects without explicitly expanding the successors of each object. This is demon-
strated by the following knowledge base:

KB3 = {A v ∃R.B, B v C, ∃R.C v D}(4.6)

Now Ξ(KB3) consists of the following clauses:

¬A(x) ∨R(x, f(x))(4.7)
¬A(x) ∨B(f(x))(4.8)
¬B(x) ∨ C(x)(4.9)

D(x) ∨ ¬R(x, y) ∨ ¬C(y)(4.10)

Assuming literals are ordered as D(x) � C(x) � B(x) � A(x), by saturating
Ξ(KB3) we obtain the following clauses (the notation R(xx; yy) means that a clause
is derived by resolving clauses xx and yy):

¬A(x) ∨D(x) ∨ ¬C(f(x)) R(4.7;4.10)(4.11)
¬A(x) ∨D(x) ∨ ¬B(f(x)) R(4.11;4.9)(4.12)

¬A(x) ∨D(x) R(4.12;4.8)(4.13)

By eliminating clauses containing function symbols, we get DD(KB3) as follows:

C(x)← B(x)(4.14)
D(x)← R(x, y), C(y)(4.15)

D(x)← A(x)(4.16)

It is instructive to consider the role of each rule in DD(KB3). Whereas the axiom
B v C in KB3 is applicable to all individuals in a model, the rule (4.14) is applicable
only to named individuals. The relationship between ∃R.C v D and (4.15) is analo-
gous. However, to compensate for the fact that (4.14) and (4.15) derive consequences
only about named individuals, DD(KB3) contains the rule (4.16), which is produced
by the saturation of Ξ(KBT ) by RDL. This rule can be thought of as a shortcut:
instead of introducing for each x in A an R-successor y in B, propagating y to C,
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and then concluding that x is in D, the rule (4.16) derives that all members of A are
members of D in one step, and thus ensures that DD(KB3) and KB3 entail the same
set of ground facts.

Finally, we take KB4 to be the knowledge base introduced in Section 4.1. Note
that the concept ∃R.∃R.A contains a nonatomic subconcept ∃R.A, to which we apply
structural transformation, and replace it by a new atomic concept Q.1 Hence, the set
of clauses Ξ(KB4) consists of the following clauses:

¬A(x) ∨R(x, f(x))(4.17)
¬A(x) ∨A(f(x))(4.18)

Q(x) ∨ ¬R(x, y) ∨ ¬A(y)(4.19)
B(x) ∨ ¬R(x, y) ∨ ¬Q(y)(4.20)

Assuming literals are ordered as Q(x) � B(x) � A(x), by saturating Ξ(KB4) using
RDL we obtain the following new clauses:

¬A(x) ∨Q(x) ∨ ¬A(f(x)) R(4.17;4.19)(4.21)
¬A(x) ∨Q(x) R(4.21;4.18)(4.22)

¬A(x) ∨B(x) ∨ ¬Q(f(x)) R(4.17;4.20)(4.23)
¬A(x) ∨B(x) ∨ ¬A(f(x)) R(4.23;4.22)(4.24)

¬A(x) ∨B(x) R(4.24;4.18)(4.25)

After eliminating clauses containing function symbols, we obtain DD(KB) as the
following set of rules:

Q(x)← R(x, y), A(y)(4.26)
B(x)← R(x, y), Q(y)(4.27)

Q(x)← A(x)(4.28)
B(x)← A(x)(4.29)

The intuitive meaning behind these rules is somewhat obscured because we intro-
duced a new predicate Q. However, we are not interested in ground consequences
related to Q, and, since Q is a new predicate, it cannot occur in any ABox one might
consider in conjunction with KB4. Hence, we can perform all possible resolution in-
ferences with the Q predicate in advance (that is, we can apply rule unfolding to Q),
which yields the following datalog program:

B(x)← A(x)(4.30)
B(x)← R(x, y), A(y)(4.31)

B(x)← R(x, y), R(y, z), A(z)(4.32)

1The rules (4.2)–(4.4) do not contain Q because they are obtained by direct clausification, without
applying structural transformation.
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Now the intuitive meaning of these rules can be explained as follows. The rule
(4.30) takes into account that each named individual that is in A has a chain of at
least two unnamed R-successors. The rule (4.31) takes into account that a named
individual may be explicitly linked through R to another individual in A that then
has at least one unnamed R-successor. Finally, the rule (4.32) takes into account that
a named individual may be explicitly linked through an R-chain of length two to a
named individual that is in A. Only R-chains of length two are considered, because
KB4 contains the concept ∃R.∃R.A, which effectively checks for such R-chains.

4.7 Extending the Algorithms to SHIQ(D)

The algorithms for reducing a SHIQ(D) knowledge base to a disjunctive datalog
program, presented in the subsequent chapters, are based on the same ideas as the
algorithms for ALC. Next, we outline the issues that must be addressed to extend the
basic algorithms:

• The most important difference is that SHIQ provides for number restrictions,
which we translate into first-order logic with equality. This requires using ba-
sic superposition [14, 96] instead of ordered resolution. The decision procedure
for SHIQ by basic superposition is derived along the same principles as for
ALC; however, due to more complex clause types and a more complex calculus,
establishing closure under inferences is significantly more involved.

• As we discuss in Section 5.4, we were able to derive a decision procedure by basic
superposition only for a slightly weaker logic SHIQ−. Namely, even though basic
superposition is a fairly optimized calculus, it does not restrict the inferences
enough to obtain a decision procedure for full SHIQ. The problems are caused
by an interaction of inverse properties, number restrictions, and role hierarchies.
To solve these problems, we extend basic superposition with a new decomposition
inference rule. We show that such a calculus is sound and complete, and that it
decides SHIQ.

• The reduction into disjunctive datalog is also more involved. Namely, due to
number restrictions, the ground clauses derivable by basic superposition can
contain literals of the form A(f(a)). It is now not possible to simply throw away
all clauses containing function symbols after saturation. Instead, we encode a
ground functional term f(a) using a fresh constant af .

• To be able to handle datatypes, in Chapter 6 we first derive a general approach for
reasoning with concrete domains in the framework of resolution. Then, we apply
this approach to derive a decision procedure, and, consequently, the reduction
algorithm for SHIQ(D).

• SHIQ provides for transitivity axioms, which, in their clausal form, raise a
number of issues for resolution decision procedures [82]. Hence, in Section 5.2 we
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show how to eliminate transitivity axioms from knowledge bases without affecting
satisfiablity, using a transformation similar to the ones from [144] and [129].

• A slight technical complication with clausifying SHIQ axioms arises because,
even though a concept D = ≤ nR.A is in negation-normal form, the concept A
occurs in D under negative polarity. Hence, the structural transformation for
SHIQ is modified to take this into account.

4.8 Discussion

In this section we discuss some aspects of our algorithms that may seem surprising at
the first glance.

4.8.1 Independence of the Reduction and the Query

Theorem 4.5.2 shows that the program DD(KB) is independent of the query, as long
as the query is a positive atomic concept or a role.2 Hence, DD(KB) can be computed
once, and can be used to answer any number of atomic queries.

On the contrary, if the query involves a nonatomic concept C (even if C is a negated
atomic concept), then query answering can be reduced to entailment of positive ground
facts, by introducing a new name Q, and by adding the axiom C v Q to the TBox.
Obviously, DD(KB ∪ {C v Q}) may depend on the query concept C.

Intuitively, the reduction algorithm effectively derives all nonground facts following
from the terminological part of a knowledge base. Moreover, a complex concept C,
even if used only in the query, introduces terminological knowledge. Therefore, the
reduction is independent of atomic query concepts, but depends on nonatomic ones.

We point out that, if DD(KB) is interpreted under standard first-order semantics,
then KB and DD(KB) also entail the same set of negative ground facts. However,
disjunctive datalog programs are usually interpreted under minimal model semantics.
As we discuss in the following subsection, minimal models do affect the entailment of
negative ground facts; therefore, we restrict Theorem 4.5.2 to positive facts only.

4.8.2 Minimal vs. Arbitrary Models

Disjunctive datalog programs are usually interpreted under minimal model semantics:
P |=c α means that α is true in all minimal models of a program P , where minimality
is defined w.r.t. set inclusion. In this way, disjunctive datalog implements a kind
of closed-world semantics. On the contrary, description logics assume the standard
first-order semantics: KB |= α means that α is true in all models of KB . Thus,
description logics implement open-world semantics. It may come as a surprise that a
logic whose semantics is defined for arbitrary models can be embedded in a logic that
considers only minimal models. The answer is found in two important observations:

2Note that the algorithm for full SHIQ allows only simple roles in queries.
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(i) our reduction produces only positive datalog programs (that is, programs without
negation-as-failure), and (ii) the distinction between first-order and minimal-model
semantics is not relevant for certain types of questions.

Assume that P is a positive datalog program and that α is a positive ground atom.
Then, P |= α if and only if P |=c α. Namely, if α is true in each model of P , it is
true in each minimal model of P as well, and vice versa. Therefore, for entailment of
positive ground atoms, it is not important whether the semantics of P is defined w.r.t.
minimal or w.r.t. general first-order models.

Assume now that α is a negative ground atom. Then, the difference between min-
imal model semantics and first-order semantics is relevant, as shown by the following
example. For α = ¬A(b) and P = {A(a)}, it is clear that P 6|= α. Namely, ¬A(b) is
not explicitly derivable from the facts in P : M1 = {A(a), A(b)} is a first-order model
of P , and α is false in M1. However, P has exactly one minimal model M2 = {A(a)},
and ¬A(b) is obviously true in M2, so P |=c α.

The choice of semantics also affects subsumption. For α = ∀x : [C(x) → D(x)]
and P = {C(a), D(a)}, we have P 6|= α: M1 = {C(a), D(a), C(b)} is a first-order
model of P , in which α is false. On the contrary, the only minimal model of P is
M2 = {C(a), D(a)}, and α is true in M2, so P |=c α. The distinction between minimal
and general first-order models fundamentally changes the computational properties of
concept subsumption: equivalence of general programs under minimal model semantics
is undecidable [136] whereas, under first-order semantics, it is decidable and can be
reduced to satisfiability checking using standard transformations.

To summarize, the difference between first-order and minimal model semantics is
not relevant for answering positive queries in positive datalog programs; however, it is
relevant for queries that involve negation or for concept subsumption. Theorem 4.5.2
reflects this: it does not say that minimal models of DD(KB) are somehow related to
KB ; it simply says that all positive ground facts entailed by KB are contained in each
minimal model of DD(KB) and vice versa.

It would therefore be incorrect to check whether KB |= ¬A(a) by checking if
DD(KB) |=c ¬A(a). To solve this task using our algorithms, we must reduce it to
entailment of positive ground facts: for NotA a new concept, KB |= ¬A(a) if and only
if DD(KB ∪ {¬A v NotA}) |=c NotA(a).

Similarly, it would be incorrect to check whether KB |= C v D by checking whether
DD(KB) |=c ∀x : [C(x) → D(x)]. To solve the task using our algorithms, we again
must reduce it to entailment of positive ground facts. If C and D are atomic concepts,
KB |= C v D if and only if DD(KB) ∪ {C(ι)} |=c D(ι), where ι is a new individual
not occurring in KB .

4.8.3 Complexity

The complexity of cautious query answering in a nonground positive disjunctive datalog
program P is co-NExpTime [42], due to the following reasons. Let c be the number of
constants, v the maximal number of variables per rule, p the number of predicates, and
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a the maximal arity of a predicate in P ; in general, all of these parameters are linear
in |P |. Since P is assumed to be a positive program, query answering in P can be
reduced to checking unsatisfiability of P in the usual way. To decide satisfiability of P ,
we compute the ground program PG = ground(P ) by replacing, in each rule, at most v
variables with one of the c constants. This gives cv combinations, so |PG| is exponential
in |P |. Furthermore, the number of ground atoms in PG is also exponential in |P |, as
it is bounded by p · ca: each of the c constants can occur at each of the a positions
in a ground atom in PG. Now satisfiability of PG can be performed by guessing an
interpretation I for PG, and then checking whether I is a model of PG. The first step
requires choosing a truth value for each ground atom of PG; this can obviously be
performed in time exponential in |P |. The second step can be performed by checking
the truth value of each rule of PG; since the length of the rules is linear in |P |, but
the number of rules is exponential in |P |, this step can also be performed in time
exponential in |P |. Since the algorithm is nondeterministic, these two steps together
give NExpTime complexity of satisfiability checking, and co-NExpTime complexity
of unsatisfiability checking and query answering.

Note that the results in [42] actually give co-NExpTimeNPas the complexity of
query answering. This is because the authors consider a more general case of disjunctive
datalog programs with negation-as-failure under stable model semantics. In such a
case, it does not suffice to find an arbitrary model; one must additionally check if the
model is minimal, which can be performed using an NP oracle. For positive datalog
programs without negation-as-failure this is not needed: if we find a model, we know
that a minimal model exists as well.

These results suggest that reducing DLs to disjunctive datalog might increase the
complexity of reasoning. We show, however, that the previous calculation overesti-
mates the complexity in case of DD(KB). Let PG

DL = ground(DD(KB)). Now the
number of variables in a rule from DD(KB) is at most two, so |PG

DL| is still exponential
in |KB |. Furthermore, the arity of literals in DD(KB) is at most two, so the number of
ground literals in PG

DL is polynomial in |KB |. Hence, an interpretation IDL for PG
DL can

be guessed in time polynomial in |KB |, and all such interpretations can be examined
in time exponential in |KB |. Checking if IDL is a model of PG

DL can be performed in
time exponential in |KB |. These two steps combined give us the ExpTime complexity
for satisfiability checking, and also for unsatisfiability checking and query answering.
To summarize, even though |DD(KB)| is exponential in |KB |, query answering can be
performed in time exponential in |KB | because (i) the length of the rules in DD(KB)
is polynomial in |KB |, and (ii) the arity of the literals is bounded.

4.8.4 Descriptive vs. Minimal-Model Semantics

Our reduction preserves the so-called descriptive semantics. Namely, Nebel has shown
that knowledge bases containing terminological cycles are not definitorial [95]: for a
fixed partial interpretation of atomic concepts, several interpretations of nonatomic
concepts may exist. In such a case, it might be reasonable to designate a particular
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interpretation as the intended one, with least and greatest fixpoint models being the
obvious candidates. However, Nebel argues that it is not clear which interpretation
best matches the intuition, as choosing either of the fixpoint models has its drawbacks.
Consequently, most description logic systems implement the descriptive semantics,
which coincides with that of Definition 3.1.2.

By Theorem 4.5.2, our decision procedure implements exactly the descriptive se-
mantics. Namely, DD(KB) entails exactly those ground facts that are derivable using
the resolution decision procedure, and the latter implements the descriptive semantics.

4.8.5 Unique Name Assumption

The semantics of ALC and SHIQ(D) does not require different symbols to be in-
terpreted as different objects, whereas the standard semantics of disjunctive datalog
does require it. Therefore, it may seem surprising that a logic without unique name
assumption (UNA) can be embedded into a logic that strictly requires it.

To understand why our algorithms are correct, note that UNA can be used to derive
new consequences from a theory only if the theory employs equality. For example,
ALC provides neither number restrictions, nor explicit individual equality statements,
so it actually does not require equality reasoning. Given a knowledge base KB , to
enforce UNA we can append an axiom ai 6≈ aj for each ai 6= aj . However, since KB
does not contain the equality predicate, these inequality axioms do not participate in
any inference with ALC-clauses, so they are not needed in the first place. A model-
theoretic explanation is given by the following claim, which can easily be proved for
logics without any form of equality:3 for each model I, where distinct constants are
interpreted by the same objects, there is a model I ′ where all constants are interpreted
by distinct objects. To summarize, in the case of a logic such as ALC, we simply do
not care whether either KB or DD(KB) employs UNA, as this does not change the
entailed set of facts.

The situation changes slightly for logics such as SHIQ, which require a form of
equality reasoning. Consider KB = {> v ≤ 1R, R(a, b), R(a, c)}. Without UNA, KB
is satisfiable, and KB |= b ≈ c. Namely, the first axiom requires R to be functional, so
b and c must be interpreted as the same object. On the contrary, with UNA, KB is
unsatisfiable.

It is easy to see that DD(KB) consists of the rules (4.33)–(4.35). Note that DD(KB)
is now a disjunctive datalog program with equality, which is quite different from the
type of equality usually considered in disjunctive datalog.

y1 ≈ y2 ← R(x, y1), R(x, y2)(4.33)
R(a, b)(4.34)
R(a, c)(4.35)

In [42], the authors consider disjunctive datalog in which equality atoms can occur
in rule bodies under negation-as-failure. Such programs are interpreted under UNA, so

3Note that number restrictions typically require equality.
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an inequality atom ¬(x ≈ y) actually checks whether x and y are bound to syntactically
different individuals.

In our case, however, we allow equality to occur not only in the rule bodies, but
also in the rule heads. This means we can actually derive two individuals to be equal.
Such inferences are not directly supported in disjunctive datalog; however, they can
be simulated using the well-known encoding from [46]. The main idea is to treat ≈ as
an ordinary predicate, for which the properties of equality are explicitly axiomatized.
Hence, for a disjunctive datalog program P with equality, we compute the program P≈
that states that ≈ is reflexive, symmetric, and transitive, and contains the following
rule for each distinct predicate R from P and a position i in R:

R(x1, . . . , yi, . . . , xn)← R(x1, . . . , xi, . . . , xn), xi ≈ yi(4.36)

The program P ∪ P≈ is now a disjunctive datalog program in which ≈ is just
another predicate, so we are free to interpret P ∪P≈ with or without UNA, just as we
discussed previously. Furthermore, in each Herbrand model I≈ of P ∪P≈, the rules in
P≈ ensure that ≈ is interpreted as a congruence relation, so we can always transform
I≈ to an interpretation I by replacing each individual a with the equivalence class of
≈ to which a belongs. The resulting interpretation I is a model of P [46].

Observe that the encoding sketched in the previous paragraph is polynomial in the
size of P , so it does not increase the worst-case complexity of reasoning. However, it
is known that the replacement rules do introduce problems in practice. Therefore, in
Section 7.5 we present a slight optimization of this technique, which explores the idea
of the basic superposition to reduce the number of required replacement rules.

To summarize, DD(KB) can freely be interpreted under UNA, as long as we keep
the following issues in mind. If DD(KB) does not contain equality, we do not care
about UNA, as we cannot tell the difference. Otherwise, DD(KB) can be interpreted
under UNA if we treat ≈ as a normal predicate whose properties are explicitly axioma-
tized. Finally, note that DD(KB) does not contain negation-as-failure. Nonmonotonic
reasoning without UNA is an open problem; however, it is not relevant in our case.

4.8.6 The Size of DD(KB)

By Theorem 4.5.2, the number of the rules of |DD(KB)| can be exponential in |KB |,
which may seem discouraging in practice. We address this issue in two ways.

On the theoretical side, in Chapter 8 we observe that this blowup is only in the
size of the TBox of KB . Hence, a sufficiently large ABox may actually dominate the
size of the rules. This observation leads to novel data complexity results: in general,
checking satisfiability of KB is NP-complete in |KBA|; furthermore, we identify a new
fragment of SHIQ(D) for which satisfiability checking is even polynomial in |KBA|.

On the practical side, in Section 7.3 we present an important optimization that
allows us to remove many rules from |DD(KB)|. Intuitively, the saturation of Ξ(KB)
introduces clauses that are entailed by other clauses. Such clauses are needed to derive
all relevant clauses without function symbols. However, after saturation, the rules in
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DD(KB) that are entailed by other rules in DD(KB) can freely be removed. Our
experiments show that this drastically reduces the size of DD(KB).

4.8.7 The Benefits of Reducing DLs to Disjunctive Datalog

We see two main benefits of our approach. On the theoretical side, our reduction makes
it easier to derive novel data complexity results that we present in Chapter 8. Namely,
the distinction between combined and data complexity has traditionally been studied in
the context of (deductive) databases. Furthermore, we believe that our work sheds new
light on the relationship between description logics and deductive databases, pointing
out similarities and differences between the two knowledge representation formalisms.
For example, as we extend description logics with rules in Chapter 9, we show that the
rules can simply be appended to the result of the reduction; a result that is conceptually
very easy to grasp.

On the practical side, the reduction to disjunctive datalog allows applying the
magic sets transformation [18, 55, 34] and other optimization techniques, which are
independent of the query answering algorithm, and can be reused as-is. Furthermore,
in Section 7.6 we present an alternative technique for answering queries in datalog
programs. If the program is not disjunctive, this technique falls back to the standard
fixpoint saturation, which has been efficiently implemented in practice. Our algorithms
thus follow the principle of graceful degradation: one pays a performance penalty only
for features that one actually uses.
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Chapter 5

Deciding SHIQ by Basic
Superposition

In this chapter we present a resolution-based decision procedure for SHIQ, which we
then use in Chapter 7 to derive an algorithm for reducing a SHIQ knowledge base to
a disjunctive datalog program.

Decision procedures based on clausal calculi have been derived for numerous frag-
ments of first-order logic (an overview is given in Section 5.6). However, SHIQ cannot
be directly embedded into any of these fragments. An exception is the two-variable
fragment with counting quantifiers; however, our attempts to derive the reduction to
disjunctive datalog using the decision procedure from [110] were unsuccessful. Hence,
we designed a new, worst-case optimal decision procedure for SHIQ, which itself has
several novel aspects.

It is well known that the combination of inverse roles and counting quantifiers is
difficult to handle algorithmically. On the model-theoretic side, such a combination
of constructs easily causes a logic to lose the finite-model property; on the proof-
theoretic side, it makes the tableau decision procedures more complex, by requiring
sophisticated pair-wise blocking techniques to ensure termination [73]. This combina-
tion of constructs makes a resolution-based decision procedure more complex as well:
contrary to most existing decision procedures for related logics (such as the ones pre-
sented in [47, 129]), to decide SHIQ it is necessary to consider clauses containing
terms of depth two. To block certain inferences on such clauses, a calculus for equality
stronger than superposition [9] is needed, so we use basic superposition [14, 96].

5.1 Decision Procedure Overview

The fundamental principles for deciding a first-order fragment L by resolution are
known from [80]. First, one selects a sound and complete resolution calculus C. Second,
one identifies the set of clauses NL such that NL is finite for a finite signature, and
that clausifying each formula ϕ ∈ L produces only clauses from NL. Third, one
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demonstrates that NL is closed under C; that is, one shows that applying an inference
of C to clauses fromNL produces a clause inNL. This is sufficient to obtain a refutation
decision procedure for L, since, in the worst case, C will derive all clauses of NL.

A minor problem in deciding satisfiability of a SHIQ knowledge base KB is caused
by transitivity axioms, as they produce clauses without covering literals—literals con-
taining all variables of a clause [76]. As shown in [82], termination of resolution on such
clauses is very difficult to achieve. To address this, we show in Section 5.2 how to elim-
inate transitivity axioms by polynomially encoding a SHIQ knowledge base KB into
an equisatisfiable ALCHIQ knowledge base Ω(KB). After this initial transformation
step, we consider only ALCHIQ knowledge bases.

A significantly more complex problem is that basic superposition alone decides
only the ALCHIQ− fragment of ALCHIQ, in which number restrictions are allowed
only on roles not having subroles. Namely, the combination of role hierarchies, inverse
roles, and number restrictions may cause a saturation by basic superposition to produce
terms of ever increasing depth, thus preventing termination. We address this problem
in two stages.

In Section 5.3 we present a procedure for deciding satisfiability of an ALCHIQ−
knowledge base KB . We start by preprocessing KB into a set of closures Ξ(KB) as
explained in Subsection 5.3.1. It is not difficult to see that Ξ(KB) contains closures
only of a syntactic form as in Table 5.1. We then saturate Ξ(KB) under BSDL with
eager application of redundancy elimination rules, where BSDL is the BS calculus
parameterized according to Definition 5.3.3. We denote the saturated set of closures
by Sat(Ξ(KB)). Since BSDL is sound and complete [14], Sat(Ξ(KB)) contains the
empty closure if and only if Ξ(KB) is unsatisfiable. To obtain a decision procedure, we
show that saturation always terminates. This is done in a proof-theoretic way along
the lines outlined at the beginning of this section:

• We generalize the types of closures from Table 5.1 to ALCHIQ−-closures, which
are presented in Table 5.2. In Lemma 5.3.4 we show that Ξ(KB) is a set of
ALCHIQ−-closures.

• In Lemma 5.3.6 we show that, in any BSDL-derivation starting from Ξ(KB), each
inference produces either an ALCHIQ−-closure, or a closure that is redundant
(and can therefore be deleted).

• In Lemma 5.3.10 we show that, for a finite knowledge base, the set of possible
ALCHIQ−-closures occurring in any BSDL-derivation is finite.

• Termination is a simple consequence of these two lemmata: in the worst case, all
possible ALCHIQ−-closures are derived in a saturation, after which all further
inferences are redundant. The bound on the number of ALCHIQ−-closures
yields the complexity of the algorithm, as demonstrated in Theorem 5.3.11.

To handle ALCHIQ, in Subsection 5.4.1 we extend the basic superposition cal-
culus with a new decomposition inference rule that transforms certain closures with
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undesirable terms into several simpler closures. We show that decomposition is sound
and complete. Furthermore, in Subsection 5.4.2 we show that it guarantees the termi-
nation of basic superposition for ALCHIQ. It turns out that decomposition is quite
a general and versatile rule: in Subsection 5.4.3 we use it to decide a slightly stronger
logic ALCHIQb that allows certain safe role expressions.

5.2 Eliminating Transitivity Axioms

In this section, we show how to eliminate transitivity axioms from a SHIQ knowledge
base KB by transforming it polynomially into an equisatisfiable ALCHIQ knowledge
base Ω(KB). Since Ω(KB) is satisfiable if and only if KB is, in the remaining sections
we restrict our attention to ALCHIQ knowledge bases without loss of generality. For
a SHIQ− knowledge base KB , Ω(KB) is an ALCHIQ− knowledge base, so we do not
consider very simple roles explicitly in the definition of Ω.

The transformation presented here is similar to the algorithm for transforming
SHIQ concepts to ALCIQb concepts presented in [144] (ALCIQb does not provide
for a role hierarchy, but allows certain types of Boolean operations on roles). A similar
transformation for encoding formulae of the modal logic K4 (that is, the propositional
modal logic with a transitive modality) into formulae of the modal logic K (that is,
the propositional modal logic with an unrestricted modality) was presented in [129].

Definition 5.2.1. For a SHIQ knowledge base KB, let clos(KB) denote the concept
closure of KB, defined as the smallest set of concepts satisfying the following conditions:

• If C v D ∈ KBT , then NNF(¬C tD) ∈ clos(KB);

• If C ≡ D ∈ KBT , then NNF(¬CtD) ∈ clos(KB) and NNF(¬DtC) ∈ clos(KB);

• If C(a) ∈ KBA, then NNF(C) ∈ clos(KB);

• If C ∈ clos(KB) and D is a subconcept of C, then D ∈ clos(KB);

• If ≤ nR.C ∈ clos(KB), then NNF(¬C) ∈ clos(KB);

• If ∀R.C ∈ clos(KB), S v∗ R, and Trans(S) ∈ KBR, then ∀S.C ∈ clos(KB).

Note that all concepts in clos(KB) are in NNF. We now define the operator Ω:

Definition 5.2.2. For a SHIQ knowledge base KB, Ω(KB) is an ALCHIQ knowl-
edge base constructed as follows:

• Ω(KB)R is obtained from KBR by removing all axioms Trans(R);

• Ω(KB)T is obtained by adding to KBT the axiom ∀R.C v ∀S.(∀S.C), for each
concept ∀R.C ∈ clos(KB) and role S such that S v∗ R and Trans(S) ∈ KBR;

• Ω(KB)A = KBA.
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The encoding is polynomial in |KB |: the number of concepts in clos(KB) generated
by a concept C is bounded by 2 · |C| · |NR|, and, for each concept from clos(KB), we
generate at most |NR| axioms in Ω(KB)T . Next, we show that it does not affect
satisfiability.

Theorem 5.2.3. KB is satisfiable if and only if Ω(KB) is satisfiable.

Proof. (⇒) Assume that I is a model of KB , but not of Ω(KB); that is, Ω(KB) contains
an axiom that is not satisfied in I. Since Ω(KB)R ⊆ KBR and KBT ⊆ Ω(KB)T , such
an axiom must have been added in the second point of Definition 5.2.2. Hence, there
is a domain element α such that α ∈ (∀R.C)I , but α /∈ (∀S.(∀S.C))I . There are two
possibilities:

• There is no domain element β for which (α, β) ∈ SI . Then α ∈ (∀S.X)I , regard-
less of X. Hence, α ∈ (∀S.(∀S.C))I holds, which is a contradiction.

• There is a domain element β such that (α, β) ∈ SI . There are two possibilities:

– If no domain element γ exists such that (β, γ) ∈ SI , then β ∈ (∀S.C)I .

– If there is γ such that (β, γ) ∈ SI , by transitivity of S we have (α, γ) ∈ SI .
Since SI ⊆ RI and α ∈ (∀R.C)I , we have γ ∈ CI . Since this holds for any
γ, we have β ∈ (∀S.C)I .

Either way, for any β, we have β ∈ (∀S.C)I , so α ∈ (∀S.(∀S.C))I , which is a
contradiction.

(⇐) As explained in Section 3.1, without loss of generality we can consider only knowl-
edge bases with acyclic RBoxes. Let I be a model of Ω(KB), and I ′ an interpretation
constructed from I as follows:

• 4I′ = 4I ;

• For each individual a, aI′ = aI ;

• For each atomic concept A ∈ clos(KB), AI′ = AI ;

• If Trans(R) ∈ KBR, then RI′ = (RI)+;

• If Trans(R) /∈ KBR, then RI′ = RI ∪
⋃

Sv∗R,S 6=R S
I′ .

Since we assume that KBR is acyclic, the induction is well-founded. By construc-
tion, I ′ satisfies all transitivity axioms in KBR. Furthermore, I ′ satisfies each inclusion
axiom in KBR: if R is not transitive, this is obvious from the construction; otherwise,
this follows because A+ ∪ B+ ⊆ (A ∪ B)+ for all binary relations A and B. For each
role R, we have RI ⊆ RI′ ; furthermore, if R is simple, then RI′ = RI .

For concepts C and D from clos(KB), let ClD if and only if C or NNF(¬C) occur
in D. We now show by induction on l that, for each D ∈ clos(KB), DI ⊆ DI′ . The
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relation l is obviously acyclic, so the induction is well-founded. For the base case,
where D is an atomic concept A or a negation of an atomic concept ¬A, the claim
follows immediately from the definition of I ′. For the induction step, we examine
possible forms that D might have.

• For D = C1 u C2, assume that α ∈ (C1 u C2)I for some α. Then, α ∈ CI
1 and

α ∈ CI
2 . By the induction hypothesis, α ∈ CI′

1 and α ∈ CI′
2 , so α ∈ (C1 u C2)I′ .

• For D = C1 t C2, assume that α ∈ (C1 t C2)I for some α. If α ∈ CI
1 , by the

induction hypothesis, we have α ∈ CI′
1 ; if α ∈ CI

2 , by the induction hypothesis,
we have α ∈ CI′

2 . Either way, α ∈ (C1 t C2)I′ .

• For D = ∃R.C, assume that α ∈ (∃R.C)I for some α. Then, β exists such
that (α, β) ∈ RI and β ∈ CI , so, by the induction hypothesis, β ∈ CI′ . Since
RI ⊆ RI′ , we have (α, β) ∈ RI′ , so α ∈ (∃R.C)I′ .

• For D = ∀R.C, assume that α ∈ (∀R.C)I for some α. If there is no object β
such that (α, β) ∈ RI′ , then α ∈ (∀R.C)I′ . Otherwise, assume that such β exists.
There are two possibilities:

– (α, β) ∈ RI . Then, β ∈ CI , so, by the induction hypothesis, β ∈ CI′ .

– (α, β) /∈ RI . Then, a role S v∗ R with Trans(S) ∈ KBR exists, as well as
a path (α, γ1) ∈ SI , (γ1, γ2) ∈ SI , . . ., (γn, β) ∈ SI with n ≥ 0. But then,
∀R.C v ∀S.(∀S.C) ∈ Ω(KB)T , so α ∈ (∀S.(∀S.C))I and γ1 ∈ (∀S.C)I .
Furthermore, ∀S.C v ∀S.(∀S.C) ∈ Ω(KB)T , so γi ∈ (∀S.C)I for 0 ≤ i ≤ n.
For i = n, we get that β ∈ CI , so, by the induction hypothesis, β ∈ CI′ .

For any β, in both cases we have that β ∈ CI′ , so we conclude that α ∈ (∀R.C)I′ .

• For D = ≥ nR.C, assume that α ∈ (≥ nR.C)I . Then, there are at least n
distinct domain elements βi such that (α, βi) ∈ RI and βi ∈ CI . By the induction
hypothesis, we have βi ∈ CI′ , and, because RI ⊆ RI′ , we have α ∈ (≥ nR.C)I′ .

• For D = ≤ nR.C, because R is simple, we have RI = RI′ . Let E = NNF(¬C).
Assume now that α ∈ (≤ nR.C)I , but α /∈ (≤ nR.C)I′ . Then, β exists such
that (α, β) ∈ RI , β /∈ CI , β ∈ CI′ , β ∈ EI , and β /∈ EI′ . However, since
E ∈ clos(KB), by induction hypothesis we have β ∈ EI′ , which is a contradiction.
Hence, α ∈ (≤ nR.C)I′ .

It is now obvious that each ABox axiom of the form C(a) from KB is satisfied in I ′:
since I is a model of Ω(KB), we have aI ∈ CI , but since CI ⊆ CI′ , we have aI′ ∈ CI′

as well. Also, any ABox axiom of the form R(a, b) from KB is satisfied in I ′: since I is
a model of Ω(KB), we have (aI , bI) ∈ RI , but since RI ⊆ RI′ , we have (aI′ , bI

′
) ∈ RI′ .

For an ABox axiom of the form ¬S(a, b), S must be a simple role, so SI = SI′ , and
(aI , bI) /∈ SI implies (aI′ , bI

′
) /∈ SI′ . Finally, any TBox axiom of the form C ⊆ D from
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KB is satisfied in I ′: since I is a model of Ω(KB), we have that 4I ⊆ (¬C tD)I , but
since (¬C tD)I ⊆ (¬C tD)I′ , we have 4I′ ⊆ (¬C tD)I′ . Similar arguments hold for
any TBox axiom of the form C ≡ D.

Note that, for α of the form (¬)A(a) with A an atomic concept, or of the form
(¬)S(a, b) with S a simple role, Ω(KB ∪ {α}) = Ω(KB) ∪ {α}, so KB |= α if and
only if Ω(KB) |= α. Hence, transitivity axioms can be eliminated once, and the
resulting knowledge base can be used for query answering. Unfortunately, the models
of KB and Ω(KB) may differ in the interpretation of complex roles. Therefore, Ω(KB)
cannot be used to answer ground queries where S is a complex role. This is why, in
Definition 3.1.1, we restrict negative role membership axioms to simple roles only.

5.3 Deciding ALCHIQ−

In this section, we present an algorithm for deciding satisfiability of an ALCHIQ−
knowledge base KB by basic superposition.

5.3.1 Preprocessing

To decide satisfiability of KB , we must transform it into a clausal form. As discussed
in Section 4.3, a straightforward transformation of π(KB) into disjunctive normal form
might exponentially increase the formula size and could destroy the structure of the
formula. Therefore, before clausification, we apply to KB the structural transformation
[108, 99, 8], also known as renaming.

Definition 5.3.1. Let C be a concept and Λ a function assigning to C the set of
positions p 6= ε such that C|p is not a literal concept and, for all positions q below p,
C|q is a literal concept. Then, Def(C) is defined recursively as follows:

• If Λ(C) = ∅, then Def(C) = {C};

• If Λ(C) 6= ∅, then choose p ∈ Λ(C) and let Def(C) be as follows, where Q is a
new globally unique atomic concept:

Def(C) =
{
{¬Q t C|p} ∪ Def(C[Q]p) if pol(C, p) = 1
{Q t ¬C|p} ∪ Def(C[Q]p) if pol(C, p) = −1

The operator Cls for clausifying a first-order formula, defined in Section 2.1, is
extended to concepts as follows:

Cls(C) =
⋃

D∈Def(C)

Cls(∀x : πy(D,x))

For an extensionally reduced ALCHIQ knowledge base KB, Ξ(KB) is the smallest
set of closures satisfying the following conditions:



5.3 Deciding ALCHIQ− 69

• For each abstract role name R ∈ NRa, Cls(π(R)) ⊆ Ξ(KB);

• For each RBox or ABox axiom α in KB, Cls(π(α)) ⊆ Ξ(KB);

• For each TBox axiom C v D in KB, Cls(¬C tD) ⊆ Ξ(KB);

• For each TBox axiom C ≡ D in KB, Cls(¬C tD) ⊆ Ξ(KB) and
Cls(¬D t C) ⊆ Ξ(KB).

If KB is not extensionally reduced, then Ξ(KB) = Ξ(KB ′), where KB ′ is an exten-
sionally reduced knowledge base obtained from KB as explained in Section 3.1.

The following lemma summarizes the properties of Ξ(KB):

Lemma 5.3.2. For KB an ALCHIQ− knowledge base, the following claims hold:

1. KB is satisfiable if and only if Ξ(KB) is satisfiable.

2. Ξ(KB) can be computed in time polynomial in |KB | for unary coding of numbers
in input.

3. Each closure from Ξ(KB) is of one of the types given in Table 5.1.

Proof. (Claim 1.) It is easy to see that ψC =
∧

D∈Def(C) ∀x : πy(D,x) is actually
the definitional normal form of ϕ = ∀x : πy(C, x) with respect to the set of positions
of all nonatomic subformulae of ϕ. By the definitions of π and Cls, and because
transformation into definitional normal form does not affect satisfiability [108, 99, 8],
KB and Ξ(KB) are equisatisfiable.

(Claim 2.) The inductive step of Def(C) is applied at most once for each subconcept
of C, so the number of new concepts Q introduced by Def is linear in |C|, and Def(C)
can be computed in polynomial time. For each D ∈ Def(C), the number of function
symbols f introduced by skolemizing ∀x : πy(D,x) is bounded by the maximal number
occurring in a number restriction in D. For unary coding of numbers, f is linear in
|D|, so Cls(D) can be computed in time polynomial in |D|.

(Claim 3.) Observe that Def(C) contains only concepts of the form Dt
⊔
Li, where

D is a SHIQ concept containing only literal subconcepts and Li are literal concepts.
By the definition of π from Table 3.1, closures of type 1 axiomatize inverse properties;
closures of type 2 correspond to role inclusion axioms; closures of types 3 and 4 are
obtained for D = ∃R.C; closures of types 3, 4, and 5 are obtained for D = ≥ nR.C;
closures of type 6 are obtained for D =

⊔
Li or D =

d
Li; closures of type 7 are

obtained for D = ∀R.C or D = ≤ nR.C; finally, closures of types 8–11 correspond to
ABox axioms.

Using binary coding, a number n can be represented using dlog2 ne bits, so the
number of function symbols introduced by skolemization is exponential in the size of
the input. Hence, for binary coding of numbers, translation into first-order logic incurs
an exponential blowup.
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Table 5.1: Closure Types after Preprocessing

1 ¬R(x, y) ∨ Inv(R)(y, x)
2 ¬R(x, y) ∨ S(x, y)
3

∨
(¬)Ci(x) ∨R(x, f(x))

4
∨

(¬)Ci(x) ∨ (¬)D(f(x))
5

∨
(¬)Ci(x) ∨ fi(x) 6≈ fj(x)

6
∨

(¬)Ci(x)
7

∨
(¬)Ci(x) ∨

∨n
i=1 ¬R(x, yi) ∨

∨n
i=1D(yi) ∨

∨n
i=1

n
j=i+1yi ≈ yj

8 (¬)C(a)
9 (¬)R(a, b)

10 a ≈ b
11 a 6≈ b

5.3.2 Parameters for Basic Superposition

To understand the following definition, it is necessary to keep in mind that literals
P (t1, . . . , tn) are encoded as P (t1, . . . , tn) ≈ T, as discussed in Section 2.5. Due to this
encoding, predicate symbols become E-function symbols, and atoms become E-terms.

Definition 5.3.3. Let BSDL denote the BS calculus parameterized as follows:

• The E-term ordering � is a lexicographic path ordering induced by a total prece-
dence > over function, constant, and predicate symbols such that f > c > P > T,
for each function symbol f , constant symbol c, and predicate symbol P .

• The selection function selects every negative binary literal in each closure C · σ.

We make a technical assumption that all inferences of BSDL additionally eliminate
all literals of the form x 6≈ x from conclusions.

We show in Subsection 5.3.3 that, in applying BSDL to Ξ(KB), we need to compare
only E-terms occurring in closures of types 3–6 and 8 from Table 5.2. These closures
contain at most one variable, so any LPO is total on E-terms from such closures. This
allows us to use a simpler extension of the E-term ordering to literals than the one
obtained by the two-fold multiset extension as explained in Section 2.5. We assign to
each literal L = s ◦ t with ◦ ∈ {≈, 6≈} the triple cL = (max(s, t), pL,min(s, t)), where
(i) max(s, t) is the larger of the two E-terms, (ii) pL = 1 if ◦ is 6≈, (iii) pL = 0 if ◦
is ≈, and (iv) min(s, t) is the smaller of the two E-terms. Then, L1 � L2 if and only
if cL1 � cL2 , where cLi are compared lexicographically. The E-term ordering is used
to compare the first and the third position of cL whereas, for the second position, we
take 1 � 0. It is easy to see that this definition is equivalent to the one based on the
two-fold multiset extension.
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Ordering and selection constraints in BS are checked a posteriori—that is, after
computing the unifier. This is more general, because some E-terms may be comparable
only after unification. For example, s = f(x) and t = y are not comparable under any
LPO. For σ = {x 7→ a, y 7→ g(f(a))}, however, we have tσ � sσ. The drawback of
a posteriori checking of ordering constraints is that the unifier is often computed in
vain, just to determine that constraints are not satisfied. However, LPOs are total on
E-terms from closures 3–6 and 8, so we can check ordering and selection constraints a
priori—that is, before computing the unifier. Namely, if s and t are two E-terms to
be compared, they are either both ground or both have the same, single free variable,
so they are always comparable by an LPO. Also, if s � t, then sσ � tσ for each
substitution σ, because LPOs are stable under substitutions.

Note that reflexivity resolution, when applied to the literal x 6≈ x in a closure
C · ρ ∨ x 6≈ x produces a closure C · ρ; this conclusion subsumes the premise, so the
premise can always be deleted. We incorporate these inferences into BSDL directly to
somewhat simplify the presentation in the following sections.

5.3.3 Closure of ALCHIQ−-Closures under Inferences by BSDL

We say that a set of closures N is a set of ALCHIQ−-closures if each closure in N
is of type from Table 5.2. These closures capture the types of closures that can be
derived in a saturation of closures from Table 5.1 by BSDL.

Lemma 5.3.4. The set Ξ(KB) is a set of ALCHIQ−-closures.

Proof. By Lemma 5.3.2, all closures in Ξ(KB) are of structure from Table 5.1, which
obviously have the structure of the closures from Table 5.2. Conditions (i), (ii), and
(iv)–(vii) are trivially true for Ξ(KB). For Condition (iii), notice that each function
symbol f is obtained by skolemizing ∃R.C or ≥ nR.C, producing a closure of type 3
for each f .

Next, we prove a lemma that shows which literals can be maximal in closures of
types 3, 4, 5, 6, and 8 under the ordering and the selection function of BSDL.

Lemma 5.3.5. The maximal literal of an ALCHIQ−-closure that participates in an
inference by BSDL satisfies the following conditions:

• In a closure of type 3, the literal R(x, 〈f(x)〉) is always maximal.

• In a closure of type 4, the literal R([f(x)] , x) is always maximal.

• In a closure of type 5, a literal (¬)P (x) can be maximal only if the closure does
not contain a term f(x).

• In a closure of type 6, only a literal containing a term f([g(x)]) can be maximal.

• In a closure of type 8, a literal (¬)R(a, b), (¬)P (a), a ≈ b, or a 6≈ b can be
maximal only if the closure does not contain a function symbol.
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Table 5.2: ALCHIQ−-Closures

1 ¬R(x, y) ∨ Inv(R)(y, x)
2 ¬R(x, y) ∨ S(x, y)
3 Pf (x) ∨R(x, 〈f(x)〉)
4 Pf (x) ∨R([f(x)] , x)
5 P1(x) ∨P2(〈f(x)〉) ∨

∨
〈fi(x)〉≈/6≈ 〈fj(x)〉

6 P1(x) ∨P2([g(x)]) ∨P3(〈f([g(x)])〉) ∨
∨
〈ti〉≈/ 6≈ 〈tj〉

where ti and tj are either of the form f([g(x)]) or of the form x

7 P1(x) ∨
∨n

i=1 ¬R(x, yi) ∨
∨n

i=1 P2(yi) ∨
∨n

i=1
n
j=i+1yi ≈ yj

8 R(〈a〉 , 〈b〉) ∨P(〈t〉) ∨
∨
〈ti〉≈/6≈ 〈tj〉

where t, ti, and tj are either a constant b or a term fi([a])
Conditions:

(i). In any term f(t), the inner term t occurs marked.

(ii). In all positive equality literals with at least one function symbol, both sides
are marked.

(iii). For each function symbol f occurring in N , the set N contains exactly
one generator closure Pf (x)∨R(x, f(x)) with f(x) unmarked; R = role(f)
is the designated role for f , and Pf (x) is the unique disjunction of unary
literals from the generator for f .

(iv). Any closure that contains a term f(t), contains Pf (t) as well.

(v). In a literal [fi(t)] ≈ [fj(t)], role(fi) = role(fj).

(vi). In a literal [f(g(x))] ≈ x, role(f) = Inv(role(g)).

(vii). For each [fi(a)] ≈ [b] in a closure C, a witness closure of C exists that is of
the form R(〈a〉 , 〈b〉)∨D, role(fi) = R, D does not contain function symbols
or negative binary literals, and D is contained in C.

Notation:

• P(t) is a possibly empty disjunction (¬)P1(t) ∨ . . . ∨ (¬)Pn(t);

• P(f(x)) is a possibly empty disjunction P1(f1(x)) ∨ . . . ∨Pm(fm(x));

• 〈t〉 denotes that the term t may, but need not be marked;

• each closure of type 6 contains at least one term f(g(x));

• ≈/ 6≈ denotes a positive or a negative equality predicate.
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Proof. For each term t, function symbol f , and predicate symbol P , since f > P by
Definition 5.3.3 and f(t) � t, we have f(t) � P (t). Hence, R(x, f(x)) � f(x) � P (x),
so R(x, f(x)) is always maximal in a closure of type 3; the claim for a closure of type 4
follows analogously. Furthermore, P ′′(f(g(x))) � f(g(x)) � P ′(g(x)) � g(x) � P (x),
thus implying the claims for closures of types 5 and 6. Finally, for each function symbol
f , constants a, b, and c, unary predicate symbol P , and binary predicate symbol R,
by Definition 5.3.3 we have f(a) � P (b), f(a) � R(b, c), and f(a) � b, thus implying
the claim for a closure of type 8.

We now prove the core result that our decision procedure is based upon.

Lemma 5.3.6. Let N be a set of ALCHIQ−-closures, and C · ρ a closure obtained by
applying a BSDL inference to premises from N . Then, either C · ρ is redundant in N ,
or N ∪ {C · ρ} is a set of ALCHIQ−-closures.

Proof. We show that all possible inferences by BSDL on all types of ALCHIQ−-
closures produce a closure with syntactic structure from Table 5.2, for which we then
verify Conditions (i)–(vii).

Inferences with closures of types 1 and 2. Since negative binary literals are
always selected and superposition into variables is not necessary, closures of types 1
and 2 can participate only as main premises in resolution inferences with closures of
types 3, 4, and 8. Obviously, the unifier binds the variables x and y to corresponding
terms in the positive premise, and the result is of type 3, 4, or 8.

Inferences between closures of types 5, 6, and 8. Consider any inference be-
tween closures of types 5 or 6 with free variables x and x′, respectively. Since the
term g(x) in some f([g(x)]) is always marked, terms can be unified only at their root
positions. The following pairs of terms from premises are unifiable:

• For x and x′, f(x) and f(x′), or f([g(x)]) and f([g(x′)]), the unifier has the
form σ = {x 7→ x′}, and the conclusion is a closure of type 5 or 6. Note that
superposition from f(g(x)) ≈ x into f(g(x′)) 6≈ x′ results in x′ 6≈ x′, which is
eagerly eliminated by reflexivity resolution.

• For x and g(x′), or f(x) and f([g(x′)]), the unifier is σ = {x 7→ g(x′)}, and the
conclusion is a closure of type 5 or 6.

• For x and f(g(x′)), the unifier is σ = {x 7→ f(g(x′))}, and the conclusion is a
closure of type 5 or 6.

Inferences between closures of type 6 and 8 are not possible, because a term of the
form f(g(x)) does not unify with a term of the form a or f(a). For closures of types
5 and 8, the unifier is either σ = {x 7→ a} or σ = {x 7→ f(a)}, and the conclusion is of
type 8. Inferences between closures of type 8 have an empty unifier, so the conclusion
is trivially of type 8.



74 5. Deciding SHIQ by Basic Superposition

Inferences with a closure of type 7. Since all binary literals are always selected,
a closure of type 7 can participate only in a hyperresolution inference as the main
premise C. The side premises can have the maximal literals of the form R(xi, 〈fi(xi)〉),
R([gi(xi)] , xi), or R(〈a〉 , 〈bi〉). These combinations are possible:

• Assume that there are two (or more) side premises with the maximal literal of the
form R([gi(xi)] , xi). Without loss of generality, these premises can be assigned
indices 1 and 2. Since g1(x1) and g2(x2) are unified with x, we have g1 = g2.
Moreover, σ contains mappings y1 7→ x1, y2 7→ x1, and x2 7→ x1. Since C contains
a literal yi ≈ yj for each pair of indices i and j, the conclusion contains x1 ≈ x1,
so it is a tautology.

• Assume that the first side premise has the maximal literal R([g(x′)] , x′). Since
g(x′) does not unify with a constant, no side premise can be of type 8. The unifier
σ is of the form {x 7→ g(x′), xi 7→ g(x′), y1 7→ x′, yi 7→ fi(g(x′)) for 2 ≤ i ≤ n}. If
n = 1, the conclusion is of type 5; otherwise, it is of type 6.

• Assume that all side premises have the maximal literals R(xi, 〈fi(xi)〉). The
unifier σ is of the form {xi 7→ x, yi 7→ fi(x)}, so the conclusion is of type 5.

• Assume that some side premises have the maximal literal R(xi, 〈fi(xi)〉), for
1 ≤ i ≤ k, and R(〈a〉 , 〈bi〉) for k < i ≤ n (all ground premises must have the same
first argument in the maximal literal, because all these arguments should unify
with x). The unifier σ contains mappings of the form x 7→ a, xi 7→ a, yi 7→ fi(a)
for 1 ≤ i ≤ k, and yi 7→ bi for k + 1 ≤ i ≤ n, so the conclusion is of type 8.

Superposition into a closure of type 3. Consider a superposition into a closure
of type 3 with a free variable x′. By Lemma 5.3.5, (w ≈ v) · ρ can only be the literal
R(x′, f(x′)), with R being the designated role for f . There are three possibilities:

• (C ∨ s ≈ t) · ρ is of type 5, 6, or 8 with (s ≈ t) · ρ being [f(u)] ≈ [g(u)]. Then,
σ = {x′ 7→ u}, so the conclusion is S = Pf ([u]) ∨ R([u] , [g(u)]) ∨ C · ρ, where
Pg([u]) ⊆ C · ρ. By Condition (v), role(f) = role(g), so by Condition (iii),
the generator Pg(y) ∨ R(y, g(y)) exists, and it subsumes S via the substitution
{y 7→ u}.

• (C ∨ s ≈ t) · ρ is of type 6 with (s ≈ t) · ρ being [f(g(x))] ≈ x. Then, σ =
{x′ 7→ g(x)}, so the conclusion is S = Pf ([g(x)]) ∨ R([g(x)] , x) ∨ C · ρ, where
Pg(x) ⊆ C · ρ. By Condition (vi), role(f) = Inv(role(g)), so by Condition (iii),
the closure Pg(y)∨ Inv(R)(y, g(y)) exists. Because Inv(R)(y, g(y)) and R(g(y), y)
are semantically equivalent, the latter closure subsumes S via the substitution
{y 7→ x}.

• (C ∨ s ≈ t) · ρ is of type 8 with (s ≈ t) · ρ being [f(a)] ≈ [b]. The unifier is
σ = {x′ 7→ a}, so the conclusion is S = Pf ([a])∨R([a] , [b])∨C · ρ. By Condition
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(vii), a witness of the form R(〈a〉 , 〈b〉) ∨ D, where D ⊆ C · ρ, exists, and it
subsumes S via the empty substitution.

Hence, a superposition inference into a closure of type 3 always produces a redun-
dant closure.

Equality factoring. Ordering constraints allow us to optimize the application of
equality factoring. Only closures of types 5, 6, or 8 are candidates for equality factoring.
The premise has the form (C ∨ s ≈ t ∨ s′ ≈ t′) · ρ, where sρ ≈ tρ is maximal with
respect to Cρ ∨ s′ρ ≈ t′ρ, tρ � sρ, and t′ρ � s′ρ. The unifier σ is always empty. If we
assume that simplification by duplicate literal elimination is applied eagerly, we safely
conclude that (s ≈ t) · ρ is strictly maximal, so t′ and t cannot be T. Hence, terms
sρ, tρ, s′ρ and t′ρ are either all ground, or all contain the same free variable x. The
ordering � is total on such terms, so the ordering constraints are equivalent to tρ ≺ sρ
and t′ρ ≺ s′ρ. Because sρ ≈ tρ is strictly maximal, we have tρ � t′ρ.

Consider now the case where all equalities involved in the inference are marked, so
s, t, s′, and t′ are variables. This is the case for all closures of types 5 and 6, and for
some closures of type 8. The conclusion has the form (C ∨ t 6≈ t′ ∨ s′ ≈ t′) · ρ, where
t is a variable and tρ � t′ρ; such a conclusion is a basic tautology, which is redundant
and can be deleted.

Hence, provided that duplicate literal elimination is applied eagerly, equality factor-
ing is redundant for all closures, apart from closures of type 8, where it can be applied
to equalities of the form 〈a〉 ≈ 〈b〉 in which at least one term is not marked. Depending
on the marking, equality factoring either yields a basic tautology, which is redundant,
or a closure of type 8. Note that a closure of type 8 can contain disjunctions of the
form R([a] , b) ∨ R(a, [b]), to which duplicate literal removal does not apply directly
due to incompatible markers. However, we assume that in such a case the markers are
eagerly retracted. Thus, such a disjunction is converted into R(a, b) ∨ R(a, b), which
is then collapsed into R(a, b).

Reflexivity resolution. Reflexivity resolution can only be applied to a closure of
type 5, 6, and 8 with the empty unifier, so it produces a closure of type 5, 6, or 8.
Since the unifier is always empty, the conclusion always subsumes the premise, so this
inference rule should be applied eagerly.

Conditions. No inference removes markers from a closure. Condition (i) holds for
a conclusion of each inference, since each term f(t) in the conclusion either stems
from some premise, or it is obtained by instantiating some f(x) to f([t]). Condition
(ii) holds because all equality literals containing functional terms are generated by
instantiating a literal yi ≈ yj in a hyperresolution inference with a closure of type
7. Condition (iii) holds as well: all conclusions of type 3 are produced by resolving
a closure of type 3 or 4 with a closure of type 1 or 2, so [f(x)] is marked in such a
conclusion.
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If a closure contains f([t]) and satisfies Condition (iv), by Lemma 5.3.5, literals from
Pf ([t]) cannot participate in an inference. Furthermore, a variable x is instantiated
simultaneously in f([t]) and Pf ([t]). The terms containing function symbols occurring
in an inference conclusion always stem from one of the inference premises, so Condition
(iv) holds for any conclusion.

All equality literals containing function symbols are generated by hyperresolution
with a main premise of type 7. Since the role R occurring in the premise is very
simple, a closure of type 3 or 4 containing R cannot be resolved with a closure of type
2. Hence, for all side premises Pf (x)∨R(x, 〈f(x)〉), we have role(f) = R, and, for a side
premise Pg(x)∨R([g(x)] , x), we have role(g) = Inv(R). Hence, Conditions (v) and (vi)
are satisfied for each conclusion of such a hyperresolution inference. Furthermore, by
Condition (ii), superposition into positive equality literals containing function symbols
is not possible, and, in each literal [fi(x)] ≈ [fj(x)], x is instantiated simultaneously.
Hence, Conditions (v) and (vi) hold for any conclusion of any inference.

Finally, all literals of the form [f(a)] ≈ [b] are generated by hyperresolution involv-
ing a side premise E1 of type 8 with the maximal literal R(〈a〉 , 〈b〉), and a side premise
E2 of type Pf (x) ∨ R(x, 〈f(x)〉). Since the role associated with R occurring in such
C is very simple, a closure of type 8 cannot be resolved on R with a closure of type
2, so role(f) = R. Since the literal R(〈a〉 , 〈b〉) is maximal in E1, by Lemma 5.3.5, no
literal from E1 contains a function symbol, and E2 does not contain a negative binary
literal. Hence, the conclusion of such an inference satisfies Condition (vii). Assume
now that Condition (vii) holds for some closure C, which contains a literal [f(a)] ≈ [b]
whose witness is some closure D. Since no literal from D contains a function symbol,
or is a negative binary literal, by Lemma 5.3.5, no literal from C occurring in D can
participate in an inference, so all literals from D are present in each conclusion; hence,
Condition (vii) holds for a conclusion of any inference.

The following two corollaries follow from the proof of Lemma 5.3.6:

Corollary 5.3.7. Superposition into an ALCHIQ−-closure of type 3 always results
in a redundant conclusion.

Corollary 5.3.8. If a closure of type 8 participates in a BSDL inference in a derivation
from Lemma 5.3.6, the unifier σ contains only ground mappings of the form x 7→ a
and x 7→ f(b), and the conclusion is a closure of type 8. Furthermore, a closure of
type 8 cannot participate in an inference with a closure of type 4 or 6.

The following corollary is useful for optimizing the algorithm in Chapter 7.

Corollary 5.3.9. Let KB be an ALCHIQ− knowledge base, containing neither at-
most number restrictions occurring under positive, nor at-least number restrictions
occurring under negative polarity. Then, in a saturation of Ξ(KB) by BSDL, closures of
type 8 do not contain function symbols. Furthermore, a closure of type 8 can participate
in an inference only with closures not containing function symbols.
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Proof. Let KB be as specified in the corollary, and let (*) denote the following property:
for each closure C of type 7 from Ξ(KB), C contains exactly one literal ¬R(x, y) and
it does not contain equality literals. We now prove the first claim by induction on the
derivation length. The base case is obvious, since each ABox closure in Ξ(KB) = N0 is
of a type from Table 5.1, and it does not contain a function symbol. For the induction
step, we consider all inferences generating a closure of type 8 in Ni+1. A closure
with an equality literal containing a function symbol might be generated only by a
hyperresolution with a closure of type 7 containing equality literals; however, this is
not possible by (*). A literal (¬)C([g(a)]) might be derived by hyperresolving a closure
of type 7 with a side premise of type 3 and of type 8, but this is again not possible by
(*). The only remaining possibility to derive a literal (¬)C([g(a)]) is by superposition
from [f(a)] ≈ [g(a)] into (¬)C(f(x)); however, this is not possible, since Ni does not
contain equality literals with function symbols.

For the second claim, note that, since a closure of type 8 does not contain a function
symbol, it can participate in an inference only with a literal not containing a function
symbol; since such a literal must be maximal, it can occur only in a closure not
containing a function symbol.

5.3.4 Termination and Complexity Analysis

We now show that the number of closures in a set of ALCHIQ−-closures is finite for
a finite signature. This, in combination with Lemma 5.3.6 and the soundness and
completeness of BSDL, shows that saturation of BSDL with eager application of re-
dundancy elimination rules decides satisfiability of ALCHIQ− knowledge bases. To
simplify the following presentation, we make several technical assumptions about the
implementation of the saturation process. First, instead of physically deleting redun-
dant closures, we just mark them as deleted, thus preventing them from participating
in future inferences. Namely, generator or witness closures might get deleted from
the closure set due to subsumption, which would invalidate Conditions (iii) and (vii);
furthermore, in this way we ensure that no inference between the same set of premises
is performed twice. Second, due to Corollary 5.3.7, we assume that BSDL does not
perform any inferences into ALCHIQ−-closures of type 3.

Lemma 5.3.10. Let Ξ(KB) = N0, N1, . . . , Ni be a BSDL derivation, and C a closure
from some Ni. Then, |C| is at most polynomial in |KB |, and |Ni| is at most exponential
in |KB |, for unary coding of numbers in input.

Proof. By Lemma 5.3.6, Ni is a set of ALCHIQ−-closures. Since redundant closures
are eliminated eagerly, Ni cannot contain closures with duplicate literals or closures
identical up to variable renaming. Let r denote the number of role predicates, a the
number of atomic concept predicates, c the number of constants, and f the number of
function symbols occurring in the signature of Ξ(KB). By definition of |KB |, r and c
are obviously linear in |KB |. Furthermore, a is also linear in |KB |, since the number
of new atomic concept predicates introduced during preprocessing is bounded by the
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number of subconcepts of each concept, which is linear in |KB |. The number f is
bounded by the sum of all numbers n in ≥ nR.C and ≤ nR.C, plus one for each ∃R.C
and ∀R.C occurring in KB . Since numbers are coded in unary, f is linear in |KB |. Let
n denote the maximal number occurring in any number restriction; for unary coding
of numbers, n is linear in |KB |.

Consider now the maximal number of literals in a closure of type 5. The maximal
number of literals for P1(x) is 2a (factor 2 allows for each atomic concept predicate to
occur positively or negatively), for P2(〈f(x)〉) it is 2a · 2f (f is multiplied by 2 since
each term may or may not be marked), for equalities it is f2 (both terms are always
marked), and for inequalities it is 4f2 (factor 4 allows for each side of the equality to
be marked or not). Hence, the maximal number of literals is 2a+4af+f2 +4f2. For a
closure of type 6, the maximal number of literals is 2a+2a+4af+(f2+f)+(4f2+2f):
possible choices for g do not contribute to the closure length, and the expressions in
parenthesis take into account that each term in an equality or an inequality can be
fi(g(x)) or x. For a closure of type 8, the maximal number of literals is bounded by
2r · 2c · 2c + 2a · 2c + 2a · 2f · c + 2 · (4c2 + c · f2 + cf · 2c): the factor 2 in front of
the parenthesis takes into account that equalities and inequalities can have the same
form, and the expression in the parenthesis counts all possible forms these literals can
have. The maximal number of literals of closures of type 1 and 2 is obviously 2, and
for closures of type 3 and 4 it is a+ 1. For a closure of type 7, the number of variables
yi is bounded by n: each such closure in Ξ(KB) contains at most n variables, and
no inference increases the number of variables. The maximal number of literals in a
closure of type 7 is n+4c+n2, since the choice for R does not contribute to the closure
length. Hence, the maximal number of literals in any closure in Ni is polynomial in
|KB |, for unary coding of numbers.

The maximal number of closures of types 1–6 and 8 in Ni is now easily obtained
as follows: if C` is the closure with the maximal number of literals ` for some closure
type, then there are 2` subsets of literals of C`. To obtain the total number of closures,
one must multiply 2` with the number of closure-wide choices. For closures of type
6, the function symbol g can be chosen in f ways. For closures of type 3 and 4, one
can choose R and f in rf ways. For closures of type 1, one can choose R in r ways.
For closures of type 2, one can choose R and S in r2 ways. Since all these factors are
polynomial in |KB | for unary coding of numbers, we obtain an exponential bound on
the number of closures of types 1–6 and 8. Finally, no inference derives a new closure
of type 7, so Ni contains only those closures of type 7 that are contained in Ξ(KB).

Theorem 5.3.11. For an ALCHIQ− knowledge base KB, saturation of Ξ(KB) by
BSDL with eager application of redundancy elimination rules decides satisfiability of
KB, and runs in time exponential in |KB |, for unary coding of numbers in input.

Proof. Translation of KB into Ξ(KB) can be performed in time polynomial in |KB |
by Lemma 5.3.2, and Ξ(KB) is a set of ALCHIQ−-closures by Lemma 5.3.4. Let `
denote the maximal number of closures occurring in the closure set in a derivation as
specified in Lemma 5.3.6, and let l denote the maximal number of literals in a closure.
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By Lemma 5.3.10, ` is exponential, and l is polynomial in |KB |, for unary coding of
numbers. Since all terms are bounded in size, they can be compared in constant time,
and a maximal term in a closure can be selected in time linear in l. A subsumption
algorithm, running in time exponential in l, was presented in [53]. Furthermore, the
subsumption check is performed at most for each pair of closures, so it takes at most
exponential time. For closures other than of type 7, each of the four inference rules can
potentially be applied to any closure pair, so, because exactly one literal of each closure
is eligible for inference, we get at most 4`2 inferences. For a hyperresolution inference
with a closure of type 7, n side premises can be chosen in `n ways. Hence, the number
of applications of inference rules of BSDL is bounded by 4`2 + `n, which is exponential
in |KB |, for unary coding of numbers in input. Now it is obvious that Ξ(KB) is
saturated after performing at most an exponential number of steps, after which the
saturation terminates. Since BSDL is sound and complete with eager application of
redundancy elimination rules, the claim of the theorem follows.

In the proof of Theorem 5.3.11, we assumed an exponential algorithm for checking
subsumption. In practice, it is known that modern theorem provers spend up to 90
percent of their time in subsumption checking, so efficient subsumption checking is
crucial for practical applicability of resolution theorem proving.

Fortunately, subsumption checks for ALCHIQ−-closures can be performed in poly-
nomial time as follows. In [53], it was shown that subsumption between closures having
at most one variable can be checked in polynomial time. This algorithm can be easily
extended with an additional η-reducibility test, yielding a polynomial algorithm for
checking subsumption of closures of type 3, 4, 5, 6, and 8. Checking whether a closure
of type 1 or 2 subsumes some other closure can be performed by matching the negative
literal first, and then checking whether the positive literal matches as well, which can
be performed in quadratic time.

Let C and C ′ be two closures of type 7. For C to subsume C ′, the only possibility
is that σ contains mappings yi 7→ y′i and x 7→ x′. Hence, C subsumes C ′ only if
the number of variables yi in C is smaller than in C ′, both closures contain the same
role R, and the predicates occurring in P1(x) and P2(y) of C are a subset of the
predicates occurring in C ′, respectively. These checks can obviously be performed in
polynomial time. Finally, a closure C of type 5 can subsume a closure C ′ of type 7
only if C subsumes P1(x) or P2(yi). These checks can be performed in polynomial
time, because C, P1(x), and P2(yi) contain only one variable.

5.4 Removing the Restriction to Very Simple Roles

In this section, we remove the restriction to very simple roles from the algorithm from
Section 5.3, and thus obtain an algorithm for deciding satisfiability of an ALCHIQ
knowledge base KB . Our main problem is that, during saturation of Ξ(KB) by BSDL,
we can obtain closures whose structure corresponds to Table 5.2, but for which condi-
tions (iii)–(vii) do not hold; we call such closures ALCHIQ-closures.
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For example, let KB be a knowledge base containing axioms (5.1)–(5.9). On the
right-hand side, we show the translation of KB into closures Ξ(KB):

R v T ¬R(x, y) ∨ T (x, y)(5.1)
S v T ¬S(x, y) ∨ T (x, y)(5.2)

C v ∃R.> ¬C(x) ∨R(x, f(x))(5.3)
> v ∃S−.> S−(x, g(x))(5.4)
> v ≤ 1T ¬T (x, y1) ∨ ¬T (x, y2) ∨ y1 ≈ y2(5.5)
∃S.> v D ¬S(x, y) ∨D(x)(5.6)
∃R.> v ¬D ¬R(x, y) ∨ ¬D(x)(5.7)

> v C C(x)(5.8)
¬S−(x, y) ∨ S(y, x)(5.9)

Consider a saturation of Ξ(KB) by BSDL (the notation R(xx; yy) means that a
closure is derived by resolving closures xx and yy):

S([g(x)] , x) R(5.4;5.9)(5.10)
¬C(x) ∨ T (x, [f(x)]) R(5.1;5.3)(5.11)

T ([g(x)] , x) R(5.2;5.10)(5.12)
¬C([g(x)]) ∨ [f(g(x))] ≈ x R(5.5;5.11;5.12)(5.13)

For the closure (5.13), condition (v) from Table 5.2 is not satisfied. Namely, we
have role(f) = R 6= Inv(role(g)) = Inv(S−) = S; this is because a number restriction
was stated in (5.5) on a role that is not very simple. Now (5.13) can be superposed
into (5.3), resulting in (5.14):

(5.14) ¬C([g(x)]) ∨R([g(x)] , x)

Since condition (v) is not satisfied for (5.13), we cannot assume that a closure
subsuming (5.14) exists, as we did in the proof of Lemma 5.3.6. Hence, we must keep
(5.14), which is obviously not an ALCHIQ-closure. This might cause termination
problems since, in general, (5.14) might be resolved with some closure of type 6 of
the form C([g(h(x))]), producing a closure of the form R([g(h(x))] , [h(x)]). The term
depth in a binary literal is now two; resolving such a closure with a closure of type
7 can yield closures with even deeper terms. Hence, Lemma 5.3.10, stating that the
number of closures that can be derived is finite, does not hold any more, so saturation
does not necessarily terminate.

We did not find a way to refine the ordering or the selection function that would
solve this problem. Furthermore, (5.14) is necessary for completeness. Namely, KB
is unsatisfiable, and the empty closure is derived by the following derivation, which
involves (5.14):
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D([g(x)]) R(5.6;5.10)(5.15)
¬D([g(x)]) ∨ ¬C([g(x)]) R(5.7;5.14)(5.16)

¬C([g(x)]) R(5.15;5.16)(5.17)
� R(5.8;5.17)(5.18)

5.4.1 Transformation by Decomposition

To solve the termination problems for ALCHIQ, in this subsection we introduce de-
composition—a transformation that can be applied to the result of certain BS infer-
ences. This transformation is generally applicable, and is not limited to description
logic reasoning. We show that decomposition can be combined with basic superpo-
sition, but in a similar way one can show that it can be combined with any clausal
calculus compatible with the standard notion of redundancy [13].

In the following, for x a vector of distinct variables x1, . . . , xn and t a vector
of (not necessarily distinct) terms t1, . . . , tn, let {x 7→ t} denote the substitution
{x1 7→ t1, . . . , xn 7→ tn}, and let Q([t]) denote Q([t1] , . . . , [tn]).

Definition 5.4.1. An application of decomposition to a closure C · ρ in a BS deriva-
tion N0, N1, . . . , Nn∪{C ·ρ} is defined as replacing C ·ρ with the closures C1 ·ρ∨Q([t])
and ¬Q(x) ∨ C2 · θ that satisfy the following properties:

• x is exactly the vector of m free variables of C2θ and t is a vector of m terms;

• C · ρ = C1 · ρ ∨ C2 · θ{x 7→ t};

• If decomposition has already been applied in the derivation with the same C2 · θ,
then the predicate Q is reused; otherwise, Q is a fresh predicate.

The closure C2 ·θ is called the fixed part, the closure C1 ·ρ is called the variable part,
and the predicate Q is called the definition predicate. An application of decomposition
is written as follows:

C · ρ  C1 · ρ ∨ Q([t])
C2 · θ ∨ ¬Q(x)

Let ξ be a BS inference with a side premise Ds · η, a main premise Dm · η, a most
general unifier σ, and a conclusion C ·ρ; furthermore, let Lm ·η be the literal from Dm ·η
on which the inference takes place. Then, C ·ρ is eligible for decomposition if, for each
ground substitution τ such that ξτ satisfies the ordering constraints of BS, we have
¬Q(t)τ ≺ Lmηστ . If the conclusion of a BS inference ξ is eligible for decomposition,
then we also say that ξ itself is eligible for decomposition. Finally, BS+ is the BS
calculus in which conclusions of eligible inferences are possibly decomposed.
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As an example, consider superposition from a closure [f(g(x))] ≈ [h(g(x))] into a
closure C(x) ∨ R(x, f(x)), resulting in a closure C([g(x)]) ∨ R([g(x)] , [h(g(x))]). This
is obviously not an ALCHIQ-closure, so performing further inferences with it might
prevent a saturation from terminating. However, this closure can be decomposed into
C([g(x)])∨QR,f ([g(x)]) and ¬QR,f (x)∨R(x, [h(x)]), which are bothALCHIQ-closures,
so they do not cause termination problems. The inference is eligible for decomposition
if we ensure that ¬QR,f ([g(x)]) ≺ R(g(x), f(g(x))) = Lmησ; this can be done by using
an LPO with a precedence in which R > QR,f .

The following lemma demonstrates that decomposition is a sound inference rule.

Lemma 5.4.2. If a set of closures N0 is satisfiable, then each set Ni in a derivation
N0, N1, . . . , Ni by BS+ is satisfiable as well.

Proof. We inductively construct a model Ii of Ni satisfying the property (*): each
definition predicate Q is interpreted exactly as the corresponding variable part C2θ.
For the base case, any model I0 ofN0 satisfies (*) becauseN0 does not contain definition
predicates. For the induction step, we consider the inference steps deriving a closure
C ·ρ from premises in Ni−1. The inference rules of BS ensure that C ·ρ is true in Ii−1.
There are three possibilities, depending on whether decomposition is applied to C · ρ
and whether it introduces a new predicate.

If C · ρ is not decomposed, then Ii := Ii−1 is a model of Ni satisfying (*). Consider
a positive superposition inference from (s ≈ t∨C) ·ρ into (w ≈ v∨D) ·ρ with a unifier
σ, resulting in (C∨D∨w[t]p ≈ v) ·θ, where θ = ρσ, and let τ be a ground substitution.
If (s ≈ t) · θτ is false in Ii−1, then C · θτ is true in Ii−1; if (w ≈ v) · θτ is false in Ii−1,
then D · θτ is true in Ii−1; and if both (s ≈ t) · θτ and (w ≈ v) · θτ are true in Ii−1,
then (w[t]p ≈ v) · θτ is true in Ii−1. The cases for other inference rules are completely
analogous to this one.

If C · ρ is decomposed into C1 · ρ ∨Q([t]) and ¬Q(x) ∨C2 · θ, and the predicate Q
is not new, then we set Ii := Ii−1. Now C · ρ is true in Ii−1, and, because Ii−1 satisfies
(*) by assumption, C1 · ρ ∨Q([t]) is true in Ii. Furthermore, Ii obviously satisfies (*).

If C · ρ is decomposed into C1 · ρ ∨Q([t]) and ¬Q(x) ∨C2 · θ, and the predicate Q
is new, then we extend Ii−1 to Ii by making Q(x) true exactly for those x for which
C2θ is true in Ii−1. Clearly, Ii is a model of Ni satisfying (*).

We next show that decomposition is compatible with the standard notion of re-
dundancy. This is the key step in showing completeness of BS+.

Lemma 5.4.3. Let ξ be a BS inference applied to premises from a closure set N ,
resulting in a closure C · ρ. If ξ is eligible for decomposition of C · ρ into C1 · ρ∨Q([t])
and C2 · θ ∨ ¬Q(x), and the two latter closures are both redundant in N , then ξ is
redundant in N as well.

Proof. Let ξ be an inference on a literal Lm · η from a main premise Dm · η and a
side premise Ds · η, with a most general unifier σ, resulting in C · ρ. Furthermore,
let R be a rewrite system and τ a ground substitution such that ξτ satisfies the
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ordering constraints of BS, and it is a variable irreducible ground instance of ξ w.r.t.
R. Finally, let E1 = (C1 · ρ ∨Q([t]))τ and E2 = (¬Q(x) ∨ C2 · θ){x 7→ t}τ . Note that
D = max(Dm · ηστ,Ds · ηστ) = Dm · ηστ .

By the ordering constraints of BS inference rules, Dsηστ ≺ Lmηστ . Furthermore,
superposition inferences are allowed only from the maximal side of an equality, so the
inference always produces a literal L′ηστ ≺ Lmηστ . Finally, because ξ is eligible for
decomposition, ¬Q(t)τ ≺ Lmηστ . Thus, if a literal Lηστ � Lmηστ occurs n times in
E1 ∪ E2, then it also occurs n times in D. In other words, both E1 and E2 contain
at most those literals larger than Lmηστ that also occur in D. All other literals in
E1 or E2 are smaller than Lmηστ . Since Lmηστ ∈ D, we conclude that E1 ≺ D and
E2 ≺ D.

The vector of terms t is “extracted” from the substitution part of C · ρ. Hence, if
a term t occurs in E1 and E2 at a substitution position, then t occurs in C · ρτ also
at a substitution position. Therefore, if ξτ is variable irreducible w.r.t. R, so is C · ρτ ,
and so are E1 and E2.

By assumption, E1 is redundant in N , so R∪ irredR(N)≺E1 |= E1; since E1 ≺ D, we
have R∪irredR(N)≺D |= E1. Similarly, R∪irredR(N)≺D |= E2. Since {E1, E2} |= C ·ρτ ,
we have R ∪ irredR(N)≺D |= C · ρτ .

Soundness and compatibility with the standard notion of redundancy imply that
BS+ is a sound and complete calculus, as shown by Theorem 5.4.4. Note that, to
obtain the saturated set N , we can use any fair saturation strategy [13]. Furthermore,
the decomposition rule can be applied an infinite number of times in a saturation, and
it is even allowed to introduce an infinite number of definition predicates. In the latter
case, we just need to ensure we use a well-founded E-term ordering.

Theorem 5.4.4. For N0 a set of closures of the form C · {}, let N be a set of closures
obtained by saturating N0 under BS+. Then, N0 is satisfiable if and only if N does
not contain the empty closure.

Proof. The (⇒) direction follows immediately from Lemma 5.4.2. For the (⇐) di-
rection, assume that N is saturated under BS+. Then, by Lemma 5.4.3, N is satu-
rated under BS as well. Using the model generation method [14, 96], we can build
a rewrite system R such that R∗ |= irredR(N). Unlike for basic superposition with-
out decomposition, the set of closures N does not need to be well-constrained, so we
cannot immediately assume that R∗ is a model of N . However, we can conclude that
R∗ |= irredR(N0): consider a closure C ∈ N0 and its variable irreducible ground in-
stance Cτ . If C ∈ N , then R∗ is obviously a model of Cτ . Furthermore, C /∈ N only if
it is redundant in N ; then, for any τ , there are ground closures Diτ ∈ irredR(N) such
that D1τ, . . . ,Dnτ |= Cτ . Since R∗ |= Diτ by assumption, we have R∗ |= Cτ as well.

Now consider a closure C ∈ N0 and its (not necessarily variable irreducible) ground
instance Cη. Let η′ be a substitution obtained by replacing each mapping x 7→ t in η
with x 7→ t′, where t′ is the normal form of t w.r.t. R. Since the substitution part of
C is empty, Cη′ ∈ irredR(N0), so R∗ |= Cη′ implies R∗ |= Cη. Hence, R∗ |= N0, and
by Lemma 5.4.2, there is a model of N .
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Discussion. We discuss the intuition behind the Theorem 5.4.4. Decomposition is
essentially the structural transformation applied in the course of the theorem proving
process. Since the formulae obtained by the structural transformation are equisatisfi-
able with the original formula, the application of the structural transformation does
not affect the soundness of the calculus.

A potential problem might be that decomposition somehow interferes with mark-
ers of basic superposition. This does not occur because, for any rewrite system R,
decomposing C ·ρ into C1 ·ρ∨Q([t]) and C2 · θ∨¬Q(x) actually decomposes any vari-
able irreducible ground instance of the premise into corresponding variable irreducible
ground instances of the conclusions. In this way, we do not lose any variable irreducible
ground instance used in detecting a potential inconsistency of the closure set. Note
that, for an arbitrary rewrite system R, closures C1 · ρ∨Q([t]) and C2 · θ ∨¬Q(x) can
have variable irreducible ground instances that do not correspond to a variable irre-
ducible ground instance of C · ρ. However, these variable irreducible ground instances
do not cause problems, since decomposition is sound.

Another potential problem might arise if a closure C · ρ is derived and decomposed
into C1 · ρ∨Q([t]) and C2 · θ ∨¬Q(x) an infinite number of times. This might happen
if the ordering constraints on predicates require the fixed and the variable parts to
be resolved on Q([t]) and ¬Q(x): obviously, the theorem proving process would be
stuck in an infinite loop. This is avoided by requiring an inference to be eligible
for decomposition, which makes decomposition compatible with the standard notion
of redundancy. Hence, the fixed and the variable parts together make the original
inference redundant, so the inference does not need to be repeated in a derivation.

Notion of Eligibility. We briefly discuss the way eligibility condition was defined
in Definition 5.4.1. It essentially ensures that the closures obtained by decomposition
of the conclusion of an inference ξ are smaller than the main premise of ξ. Consider
the example BS inference ξ, followed by decomposition (the unifier is σ = {x′ 7→ x}):

¬A(x) ∨B(x) ∨ C(y) ∨D(y) A(x′) ∨ E(x′)

B(x) ∨ E(x) ∨ C(y) ∨D(y)  
B(x) ∨ C(y) ∨Q(x, y)
¬Q(x, y) ∨ E(x) ∨D(y)

To determine if ξ is eligible for decomposition, we have a problem: ¬A(x) is the
main literal on which the inference takes place, and it is not comparable with ¬Q(x, y)
(sinceQ(x, y) contains an additional variable y). The remedy is to consider each ground
substitution τ such that ξτ satisfies the ordering constraints of BS. For comparing
terms, we shall assume an LPO as in Definition 5.3.3. Provided that ¬A(x) is not
selected, ¬A(x)στ � (B(x) ∨ C(y))στ must hold, implying that xστ � yστ . If we
ensure that A > Q in the LPO precedence, then ¬A(x)στ � ¬Q(x, y)στ , so the
eligibility condition is satisfied.

On the contrary, assume that ¬A(x) is selected. Then, ¬A(x)στ is not necessarily
larger than (B(x) ∨ C(y))στ . Therefore, we cannot conclude that xστ � yστ , and
that ¬A(x)στ � ¬Q(x, y)στ . Indeed, it is possible to take τ = {x 7→ a, y 7→ f(a)};
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now A(x)στ ≺ Q(x, y)στ , regardless of the relation between Q and A in the LPO
precedence. Hence, the eligibility condition is not satisfied.

By defining the eligibility condition based on the ground instances of closures, we
achieve a higher level of generality. However, in most cases decomposition is applied to
closures of simpler syntactic structure, for which we next derive simpler and sufficient
eligibility tests.

Proposition 5.4.5. Let ξ be a BS inference as in Definition 5.4.1. If ¬Q(t) ≺ Lmησ,
then ξ is eligible for superposition.

Proof. Since ≺ is stable under substitutions, we have ¬Q(t)τ ≺ Lmηστ for each τ .

Proposition 5.4.6. Let ξ be a BS inference as in Definition 5.4.1. If the side premise
Ds ·η contains a literal L ·η such that ¬Q(t) ≺ Lησ, then ξ is eligible for superposition.

Proof. For ξ a BS inference and τ a ground substitution as in Definition 5.4.1, by
the ordering conditions of BS, we have Lsηστ ≺ Lmηστ , where Ls · η is the maximal
literal of the side premise. Since ¬Q(t) ≺ Lησ by assumption, and ≺ is stable under
substitutions, we also have that ¬Q(t)τ ≺ Lηστ ≺ Lsηστ ≺ Lmηστ .

Combining Decomposition with Other Calculi. For any other sound clausal
calculus, Lemma 5.4.2 applies identically. Furthermore, for any calculus compatible
with the standard notion of redundancy [13], Lemma 5.4.3 can be proved in a similar
manner with minor modifications.

5.4.2 Deciding ALCHIQ by Decomposition

In this subsection, we extend the decision procedure from Section 5.3 with the decom-
position rule from Subsection 5.4.1, and thus obtain a decision procedure for checking
satisfiability of ALCHIQ knowledge bases.

Definition 5.4.7. Let BS+
DL be the BSDL calculus, where conclusions are decomposed

according to the following table whenever possible, for an arbitrary term t:

D · ρ ∨R([t] , [f(t)])  
D · ρ ∨ QR,f ([t])

¬QR,f (x) ∨ R(x, [f(x)])

D · ρ ∨R([f(x)] , x)  
D · ρ ∨ QInv(R),f (x)

¬QInv(R),f (x) ∨ R([f(x)] , x)

The precedence of an LPO is f > c > P > QS,f > T, for each function symbol f ,
constant symbol c, nondefinition predicate P , and definition predicate QS,f .

By Definition 5.4.1, for a (possibly inverse) role S and a function symbol f , the
definition predicate QS,f is unique. Furthermore, a strict application of Definition
5.4.1 would require introducing a distinct definition predicate Q′R,f for R([f(x)] , x).
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However, by the operator π for translating KB into first-order logic, R([f(x)] , x) and
Inv(R)(x, [f(x)]) are logically equivalent. Therefore, QInv(R),f can be used as the defi-
nition predicate for R([f(x)] , x) instead of Q′R,f , thus avoiding the need to introduce
an additional predicate in the second form of decomposition in Definition 5.4.7. This
optimization is not essential for the correctness of our results; however, it is good
practice to keep the number of predicate symbols minimal.

Because decomposition ensures that all non-ALCHIQ-closures derived in a satu-
ration are replaced with ALCHIQ-closures, BS+

DL decides satisfiability of ALCHIQ
knowledge bases. Furthermore, since the definition predicate QR,f is unique for a pair
of role and function symbols R and f , at most a polynomial number of definition pred-
icates is introduced during saturation, so the result of Theorem 5.4.4 applies. Since the
number of closures in a set of ALCHIQ-closures is finite according to Lemma 5.3.10,
a saturation by BS+

DL terminates.

Theorem 5.4.8. For an ALCHIQ knowledge base KB, saturation of Ξ(KB) by BS+
DL

decides satisfiability of KB, and runs in time exponential in |KB |, for unary coding of
numbers in input.

Proof. We first show that inferences of BS+
DL, when applied to a set of ALCHIQ-

closures, always produce a set of ALCHIQ-closures. The proof of Lemma 5.3.6 ap-
plies even if conditions (iii)–(vii) from Table 5.2 do not hold; the only exception is
a superposition into a generator closure Pf (x) ∨ R(x, f(x)). For the latter, there are
these three possibilities, depending on the structure of the premise that superposition
is performed from:

• Superposition from a closure of type 5, 6, or 8 of the form [f(t)] ≈ [g(t)] ∨D · ρ,
where t is either a variable x′, a term g(x′) or a constant a, results in a closure
of the form Pf ([t]) ∨ R([t] , [g(t)]) ∨D · ρ, which is decomposed into a closure of
type 3 and a closure of type 5, 6, or 8.

• Superposition from a closure of type 6 of the form [f(g(x′))] ≈ x′∨D ·ρ results in
a closure of the form Pf ([g(x′)])∨R([g(x′)] , x′)∨D·ρ. This closure is decomposed
into a closure of type 4, and a closure of type 5 or 6. Since R([g(x′)] , x′) and
Inv(R)(x′, [g(x′)]) are logically equivalent due to the translation operator π, the
predicate QInv(R),f can be used as the definition predicate for R([g(x′)] , x′).

• Superposition from a closure of type 8 of the form [f(a)] ≈ [b] ∨D · ρ results in
a closure of the form Pf (a) ∨R([a] , [b]) ∨D · ρ, which is of type 8.

Hence, decomposition ensures that the conclusion of each inference of BS+
DL is

an ALCHIQ-closure. Note that R(t, f(t)) = Lmησ is the maximal literal of the main
premise after applying the most general unifier σ and, since R > QR,g in the precedence
of the LPO of BS+

DL, ¬QR,g(t) ≺ R(t, f(t)). Hence, by Proposition 5.4.5, the first two
superposition inferences from the previous list are eligible for decomposition. Also,
note that decomposition can be performed after resolving a closure of type 3 or 4 with
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a closure of type 2 (eligibility is ensured also by Proposition 5.4.5), but this is not
essential to obtain a decision procedure.

To show the claim of this theorem, let r be the number of roles, and f the number
of function symbols occurring in Ξ(KB); as in Lemma 5.3.10, both r and f are linear
in |KB | for unary coding of numbers. The number of definition predicates QR,f intro-
duced by decomposition is bounded by r ·f , which is quadratic in |KB |, so the number
of different predicates is polynomial in |KB |. Hence, Lemma 5.3.10 applies in this case
as well, so the maximal set of closures derived in a saturation is at most exponential
in |KB | for unary coding of numbers. After deriving this set, all inferences of BS+

DL

are redundant and the saturation terminates. Since BS+
DL is a sound and complete

calculus by Theorem 5.4.4, it decides satisfiability of Ξ(KB) and, by Lemma 5.3.2, of
KB as well, in time that is exponential in |KB |.

Although Theorem 5.4.8 supersedes Theorem 5.3.11, in practice it is useful to know
that superposition into an R-generator is not necessary, provided that there is no role
S such that R v S. In this way a practical implementation can be optimized not to
perform inferences whose conclusions are immediately subsumed.

Note that Definition 5.4.7 applies decomposition eagerly. For example, a resolution
of a closure of type 3 or 4 with a closure of type 1 or 2 produces a closure of type 3;
similarly, a superposition from [f(x)] ≈ [g(x)] ∨C(x) into D(x) ∨R(x, f(x)) produces
D(x) ∨ C(x) ∨ R(x, [g(x)]), which is also of type 3. By Definition 5.4.7, all these
conclusions will be decomposed, even though they are ALCHIQ-closures. In such
cases, decomposition could be made optional: it may be performed, but it is not
strictly necessary to obtain termination.

For most knowledge bases, not all possible predicates QR,f are introduced in a
saturation of Ξ(KB). Rather, only predicates from the set gen(KB), defined in the
following definition, can be introduced by decomposition. This set is used in the algo-
rithm for reducing an ALCHIQ knowledge base KB to a disjunctive datalog program
from Chapter 7. Namely, the algorithm presented there requires all inferences among
nonground clauses to be performed before any ground inferences, so, in Section 7.2,
we append gen(KB) to Ξ(KB) in advance, before saturation.

Definition 5.4.9. For an ALCHIQ knowledge base KB, gen(KB) is the set of all
closures of the form ¬QR,f (x) ∨ R(x, [f(x)]), where R 6= role(f) and a role S exists
such that the following conditions are satisfied:

• S occurs in an at-least number restriction under positive, or in an at-most number
restriction under negative polarity in KB;

• R v∗ S or Inv(R) v∗ S;

• role(f) v∗ S or Inv(role(f)) v∗ S.

Lemma 5.4.10. In a saturation of Ξ(KB) by BS+
DL, the decomposition rule introduces

only definition closures from the set gen(KB).
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Proof. A definition predicate QR,f is introduced in a saturation by decomposing the
conclusion of superposition from a literal [g(f(x))] ≈ x with role(g) 6= Inv(role(f)), or
from a literal [g(t)] ≈ [f(t)] with role(g) 6= role(f), into Pg(x)∨R(x, g(x)). Literals of
the form [g(f(x))] ≈ x or [g(t)] ≈ [f(t)] are generated only by a hyperresolution with
a closure of type 7, obtained by translating an at-least restriction on some role S into
clausal form. Such a hyperresolution inference is possible only if there are closures of
the form P1(x)∨S(x, 〈f(x)〉) or P1(x)∨ Inv(S)([f(x)] , x), and P2(x)∨S(x, 〈g(x)〉) or
P2(x) ∨ Inv(S)([g(x)] , x). Finally, the closures of the latter form can be derived only
if R v∗ S or Inv(R) v∗ S, and role(f) v∗ S or Inv(role(f)) v∗ S.

5.4.3 Safe Role Expressions

A prominent limitation of ALCHIQ is a rather restricted form of axioms on roles.
These limitations can be partially overcome by allowing safe Boolean role expressions
to occur in TBox and ABox axioms. The resulting logic is called ALCHIQb, and can
be viewed as the union of ALCHIQ and ALCIQb [144]. Roughly speaking, safe role
expressions are built by combining simpler role expressions using union, disjunction,
and relativized negation of roles: relativized statements such as

∀x, y : isParentOf (x, y)→ isMotherOf (x, y) ∨ isFatherOf (x, y)

are allowed; however, fully negated statements such as

∀x, y : ¬isMotherOf (x, y)→ isFatherOf (x, y)

are not allowed. The safety restriction is needed for the algorithm to remain in
ExpTime; namely, reasoning with unsafe role expressions is NExpTime-complete [90].

Definition 5.4.11. A role expression is a finite expression built over the set of abstract
roles using the connectives t, u, and ¬ in the usual way. Let safe+ and safe− be
functions defined on the set of all role expressions as follows, where R is an abstract
role and E(i) are role expressions:

safe+(R) = true safe−(R) = false
safe+(¬E) = ¬safe−(E) safe−(¬E) = ¬safe+(E)

safe+(
⊔
Ei) =

∧
safe+(Ei) safe−(

⊔
Ei) =

∨
safe+(Ei)

safe+(
d
Ei) =

∨
safe+(Ei) safe−(

d
Ei) =

∧
safe+(Ei)

A role expression E is safe if safe+(E) = true. The description logic ALCHIQb
is obtained from ALCHIQ by allowing concepts ∃E.C, ∀E.C, ≥ nE.C and ≤ nE.C,
inclusion axioms E v F , and ABox axioms E(a, b), where E is a safe role expression,
and F is any role expression. The semantics of ALCHIQb is obtained by extending
the translation operator π as specified in Table 5.3, where E(i) are role expressions.
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A similar logic ALCIQb was considered in [144], where it was required that each
disjunct in the disjunctive normal form of the role expression contains at least one
nonnegated conjunct. These two definitions coincide; we use Definition 5.4.11 because
transformation into disjunctive normal form can introduce exponential blowup, which
we avoid using structural transformation.

To decide satisfiability of an ALCHIQb knowledge base KB , we extend the pre-
processing of KB to transform each role expression into negation-normal form, and to
introduce a new name for each nonatomic role expression. The set of closures obtained
by preprocessing we also denote with Ξ(KB). From [99] we know that Ξ(KB) can be
computed in polynomial time.

Theorem 5.4.12. For an ALCHIQb knowledge base KB, saturation of Ξ(KB) by
BS+

DL decides satisfiability of KB in time that is exponential in |KB |, for unary coding
of numbers in input.

Proof. In addition to ALCHIQ closures, Ξ(KB) can contain closures obtained by
translating role expressions. For a role expression E occurring in concepts ∃E.C and
≥ nE.C under positive polarity, or in concepts ∀E.C and ≤ nE.C under negative
polarity, structural transformation introduces a formula of the following form, where
Q is a predicate:

(5.19) ∀x, y : Q(x, y)→ π(E, x, y)

For a role expression E occurring in concepts ∃E.C and ≥ nE.C under negative
polarity, or in concepts ∀E.C and ≤ nE.C under positive polarity, the structural
transformation introduces a formula of the following form, where Q is a predicate:

(5.20) ∀x, y : π(E, x, y)→ Q(x, y)

Finally, for an inclusion axiom E v F , the structural transformation introduces one
formula of the form (5.19) and one of the form (5.20). Regardless of whether E is safe
in (5.19) or not, the structural transformation and clausification of (5.19) produces
closures containing the literal ¬Q(x, y). Furthermore, E is safe in (5.20), so each
disjunct in the disjunctive normal form of E contains at least one positive conjunct.
Hence, each disjunct in the conjunctive normal form of ¬π(E, x, y) contains at least
one literal of the form ¬S(x, y), so the structural transformation and clausification of

Table 5.3: Semantics of Role Expressions

π(R,X, Y ) = R(X,Y )
π(¬E,X, Y ) = ¬π(E,X, Y )
π(

d
Ei, X, Y ) =

∧
π(Ei, X, Y )

π(
⊔
Ei, X, Y ) =

∨
π(Ei, X, Y )
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(5.20) also produce a closure with at least one such literal. Hence, all closures produced
by role expressions have the form (5.21), where n > 0 and m ≥ 0:

(5.21) ¬R1(x, y) ∨ . . . ∨ ¬Rn(x, y) ∨ S1(x, y) ∨ . . . ∨ Sm(x, y)

Such a closure always contains at least one negative literal that is selected, so the
closure can participate only in hyperresolution on all negative literals. If one of the
side premises is a closure of type 8 with a maximal literal R(〈a〉 , 〈b〉), no side premise
can have a maximal literal of the form R(x, 〈f(x)〉) or R([f(x)] , x) (because f(x)
does not unify with a constant). Hence, the resolvent is a ground closure of type 8.
Furthermore, if one side premise has a maximal literal of the form R(x, 〈f(x)〉), then no
side premise can have a maximal literal of the form R′([g(x′)] , x′), as this would require
unifying x with g(x′) and f(x) with x′ simultaneously, which is not possible due to the
occurs-check in unification [7]. If all side premises have a maximal literal of the form
Ri(xi, 〈f(xi)〉), the resolvent has the form (5.22), for S(s, t) = S1(s, t) ∨ . . . ∨ Sm(s, t):

(5.22) P(x) ∨ S(x, [f(x)])

This closure can be decomposed into (5.23)–(5.25):

P(x) ∨QS1,f (x) ∨ . . . ∨QSm,f (x)(5.23)
¬QS1,f (x) ∨ S1(x, [f(x)])(5.24)

...
¬QSm,f (x) ∨ Sm(x, [f(x)])(5.25)

Finally, if all side premises have a maximal literal of the form Ri([f(xi)] , xi), the
resolvent has the form (5.26):

(5.26) P(x) ∨ S([f(x)] , x)

This closure can further be decomposed into (5.27)–(5.29). Since Si([f(x)] , x) and
Inv(Si)(x, [f(x)]) are logically equivalent due to the translation operator π, the predi-
cate QInv(Si),f can be used as the definition predicate for Si([f(x)] , x).

P(x) ∨QInv(S1),f (x) ∨ . . . ∨QInv(Sm),f (x)(5.27)

¬QInv(S1),f (x) ∨ S1([f(x)] , x)(5.28)
...

¬QInv(Sm),f (x) ∨ Sm([f(x)] , x)(5.29)

Hence, we ensure that the conclusions of all inferences are ALCHIQ-closures, so
Lemma 5.3.6 applies for ALCHIQb as well. Furthermore, the number of literals in a
closure of type (5.21) is linear in the size of the role expression, so the claim of this
theorem holds in the same way as for Theorem 5.4.8.
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Note that role safety is important for Theorem 5.4.12 because it ensures that clo-
sures of type (5.21) always contain a negative literal, which is then selected. If this
were not the case, a closure of the form R(x, y) might participate in resolution with a
closure P1(x)∨¬R(x, y)∨P2(x), producing a closure P1(x)∨P2(y). This closure does
not match any closure from Table 5.2, which complicates the decision procedure. Since
P1(x) and P2(y) do not have variables in common, a possible solution is to don’t-know
nondeterministically assume that either disjunct is true, and thus reduce the problem-
atic closure to an ALCHIQ closure. This increases the complexity of the algorithm
from ExpTime to NExpTime as required: in [90] it was shown that reasoning in a
description logic with unsafe role expressions is NExpTime-complete. Unfortunately,
the presented transformation is not applicable to all problematic closures, so we leave
solving the general problem to future research.

5.5 Example

In Subsection 3.1.1, we introduced two knowledge bases KB1 and KB2, and showed,
by a model-theoretic argument, that KB1 ∪KB2 |= ∃hasVD .Adpt3DAcc(pc1 ). In this
section, we show that this entailment holds using a proof-theoretic argument.

Our algorithm is refutational—that is, it is capable only of detecting a contradic-
tion. Since ¬(∃hasVD .Adpt3DAcc(pc1 )) ≡ ∀hasVD .¬Adpt3DAcc(pc1 ), we set KB ′ to
be defined as follows, and show it to be unsatisfiable:

(5.30) KB ′ = KB1 ∪KB2 ∪ {∀hasVD .¬Adpt3DAcc(pc1 )}

Eliminating Transitivity Axioms. The first step in checking satisfiability of KB ′

is to eliminate transitivity axioms by computing Ω(KB ′). We start with computing
the concept closure of KB ′. For the sake of brevity, we omit concepts that can be
simplified using standard identities.

clos(KB ′) = {
∀ hasAdpt .Adpt ,Adpt , (from 3.1)
∀ has3DAcc.3DAcc, 3DAcc, (from 3.2)
¬Adpt t ¬3DAcc tAdpt3DAcc,¬Adpt ,¬3DAcc,Adpt3DAcc, (from 3.3)
¬Adpt tVD ,VD , (from 3.4)
¬3DAcc tVD , (from 3.5)
¬GrWS t PC ,¬GrWS ,PC , (from 3.6)
¬GaPC t (GrWS u PC ),¬GaPC ,GrWS u PC ,GrWS , (from 3.7)
¬PC t ∃ hasAdpt .>,¬PC ,∃ hasAdpt .>, (from 3.12)
¬GrWS t ∃ has3DAcc.>,∃ has3DAcc.>, (from 3.13)
¬GaPC t ≤ 1 hasVD .VD ,≤ 1 hasVD .VD ,¬VD , (from 3.14)
¬PCI t ∀ contains.PCI ,¬PCI ,∀ contains.PCI ,PCI , (from 3.15)
GaPC , (from 3.16)
∀hasVD .¬Adpt3DAcc,¬Adpt3DAcc (from 5.30)

}



92 5. Deciding SHIQ by Basic Superposition

We next select all concepts of the form ∀R.C from clos(KB ′), where R is transitive
or has a transitive subrole; in our example, the only such concept is ∀ contains.PCI .
Finally, to construct Ω(KB ′), we remove from KB ′ the transitivity axiom (3.11) and
add the axiom (5.31):

(5.31) ∀ contains.PCI v ∀ contains.∀ contains.PCI

Translation into Closures. To check satisfiability of Ω(KB ′) using basic superpo-
sition, the knowledge base must be extensionally reduced; that is, ABox axioms should
only contain literal concepts. Hence, we replace (5.30) by (5.32) and (5.33):

Q1 v ∀hasVD .¬Adpt3DAcc(5.32)
Q1(pc1 )(5.33)

We now apply the clausification algorithm from Definition 5.3.1. The following
closures correspond to TBox and RBox axioms of Ω(KB ′) other than (5.31):

(5.34) ¬hasAdpt(x, y) ∨Adpt(y) (3.1)
(5.35) ¬has3DAcc(x, y) ∨ 3DAcc(y) (3.2)
(5.36) ¬Adpt(x) ∨ ¬3DAcc(x) ∨Adpt3DAcc(x) (3.3)
(5.37) ¬Adpt(x) ∨VD(x) (3.4)
(5.38) ¬3DAcc(x) ∨VD(x) (3.5)
(5.39) ¬GrWS (x) ∨ PC (x) (3.6)
(5.40) ¬GaPC (x) ∨GrWS (x) (3.7)
(5.41) ¬GaPC (x) ∨ PC (x) (3.7)
(5.42) ¬hasAdpt(x, y) ∨ hasVD(x, y) (3.8)
(5.43) ¬has3DAcc(x, y) ∨ hasVD(x, y) (3.9)
(5.44) ¬hasVD(x, y) ∨ contains(x, y) (3.10)
(5.45) ¬PC (x) ∨ hasAdpt(x, f(x)) (3.12)
(5.46) ¬GrWS (x) ∨ has3DAcc(x, g(x)) (3.13)
(5.47) ¬GaPC (x)∨¬hasVD(x, y1)∨¬hasVD(x, y2)∨ y1 ≈ y2 ∨¬VD(y1)∨¬VD(y2) (3.14)
(5.48) ¬PCI (x) ∨ ¬contains(x, y) ∨ PCI (y) (3.15)
(5.49) ¬Q1(x) ∨ ¬hasVD(x, y) ∨ ¬Adpt3DAcc(y) (5.32)

Axiom (5.31) contains nonliteral subconcepts, so it must be transformed using
structural transformation. Hence, we compute Def(C) for C as follows:

C = ¬(∀ contains.PCI ) t ∀ contains.∀ contains.PCI

We start by setting Λ(C) = {1.1, 2.2}. Namely, C|1.1 = ∀ contains.PCI , and each
subconcept of C|1.1 is atomic; the situation is similar for C|2.2 = ∀contains.PCI . Next,
we introduce new names Q2 and Q3 for C|1.1 and C|2.2, respectively. Furthermore,
pol(C, 1.1) = −1, but pol(C, 2.2) = 1, so, after skipping some intermediate steps, we
obtain the following set Def(C):

Def(C) = {Q2t¬(∀ contains.PCI ),¬Q3t∀ contains.PCI }∪Def(¬Q2t∀ contains.Q3)
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Let D = ¬Q2 t ∀ contains.Q3. Since ∀ contains.Q3 is the only nonatomic subcon-
cept in D, it need not be renamed, so Def(D) = {D}. We get these closures:

(5.50) Q2(x) ∨ contains(x, h(x)) (5.31)
(5.51) Q2(x) ∨ ¬PCI (h(x)) (5.31)
(5.52) ¬Q3(x) ∨ ¬contains(x, y) ∨ PCI (y) (5.31)
(5.53) ¬Q2(x) ∨ ¬contains(x, y) ∨Q3(y) (5.31)

Finally, we append the following ABox closures:

(5.54) GaPC (pc1 ) (3.16)
(5.55) Q1(pc1 ) (5.33)

Term Ordering. To obtain the lexicographic ordering for BS+
DL, we use the prece-

dence > where all function symbols are larger than all constants, all constants are
larger than all predicate symbols, and symbols of equal type are compared alphabeti-
cally. An exception are definition predicates starting with the letter Q, which, because
of Definition 5.4.7, must be smallest. Furthermore, we select all negative binary lit-
erals. The E-terms that participate in inferences because they are either selected or
maximal in the E-term ordering are displayed like this .

Saturation by BS+
DL. We now saturate the set of closures by basic superposition.

Since this set is fairly large, we need a strategy in applying BS+
DL inferences that

ensures we do not miss an inference. To that purpose, we use the DISCOUNT loop
algorithm [133]. The algorithm is presented formally in Subsection 12.3.1; here, we give
a brief overview in order to make this section self-contained. The algorithm maintains
two sets of closures: the set U of unprocessed closures, and the set W of worked-off
closures. Initially, U = Ξ(Ω(KB ′)), and W = ∅. In each iteration of the algorithm, a
given closure C is (don’t-care nondeterministically) selected in U . Then, all possible
BS+

DL inferences with C and premises from W are computed; we denote the set of
consequences with S. Next, C is removed from U and added to W . Finally, all closures
from S that are nonredundant w.r.t. W are added to U . The algorithm terminates
when U becomes empty. Note that the algorithm has an important property: after each
iteration, all possible inferences among closures in W have been performed. Therefore,
when the algorithm terminates, W is the saturated set of closures.

An iteration of the algorithm is presented using the following notation. C is the
given closure, and is numbered in the set W with (xx.xx). Closures S1, . . . , Sn are the
conclusions of all inferences involving C and closures from W . A label R(yy.yy) means
that S1 is derived by resolving C with the closure (yy.yy) from W ; a label S(zz.zz)
means that Sn is derived by superposition of C and the closure (zz.zz) from W . Thus,
at any given instant, the set W consists of closures marked with ⇒. At start, the set
U consists of closures (5.34)–(5.55); as the algorithm proceeds, it also contains closures
derived in a previous iteration, but not yet moved to W .
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⇒ (xx.xx) C
R(yy.yy) S1

...
S(zz.zz) Sn

We now show the inferences of BS+
DL on Ξ(Ω(KB ′)). To make the presentation

shorter, we perform only decomposition inferences that are strictly necessary.

⇒ (5.56) ¬PC (x) ∨ hasAdpt(x, f(x))

⇒ (5.57) ¬GrWS (x) ∨ has3DAcc(x, g(x))

⇒ (5.58) ¬hasAdpt(x, y) ∨ hasVD(x, y)
R(5.56) ¬PC (x) ∨ hasVD(x, [f(x)])

⇒ (5.59) ¬has3DAcc(x, y) ∨ hasVD(x, y)
R(5.57) ¬GrWS (x) ∨ hasVD(x, [g(x)])

⇒ (5.60) ¬PC (x) ∨ hasVD(x, [f(x)])

⇒ (5.61) ¬GrWS (x) ∨ hasVD(x, [g(x)])

⇒ (5.62) ¬hasAdpt(x, y) ∨Adpt(y)
R(5.56) ¬PC (x) ∨Adpt([f(x)])

⇒ (5.63) ¬has3DAcc(x, y) ∨ 3DAcc(y)
R(5.57) ¬GrWS (x) ∨ 3DAcc([g(x)])

⇒ (5.64) ¬PC (x) ∨ Adpt([f(x)])

⇒ (5.65) ¬GrWS (x) ∨ 3DAcc([g(x)])

⇒ (5.66) ¬Adpt(x) ∨ VD(x)

⇒ (5.67) ¬3DAcc(x) ∨ VD(x)

⇒ (5.68) ¬GaPC (x) ∨ ¬hasVD(x, y1) ∨ ¬hasVD(x, y2) ∨ y1 ≈ y2¬VD(y1) ∨ ¬VD(y2)
R(5.60;5.61) ¬GaPC (x)∨¬PC (x)∨¬GrWS (x)∨ [g(x)] ≈ [f(x)]∨¬VD([g(x)])∨¬VD([f(x)])

⇒ (5.69) ¬GaPC (x)∨¬PC (x)∨¬GrWS (x)∨[g(x)] ≈ [f(x)]∨ ¬VD([g(x)]) ∨¬VD([f(x)])
R(5.66) ¬GaPC (x)∨¬PC (x)∨¬GrWS (x)∨ [g(x)] ≈ [f(x)]∨¬Adpt([g(x)])∨¬VD([f(x)])
R(5.67) ¬GaPC (x)∨¬PC (x)∨¬GrWS (x)∨[g(x)] ≈ [f(x)]∨¬3DAcc([g(x)])∨¬VD([f(x)])



5.5 Example 95

⇒ (5.70) ¬GaPC (x) ∨ ¬PC (x) ∨ ¬GrWS (x) ∨ [g(x)] ≈ [f(x)] ∨ ¬3DAcc([g(x)]) ∨
¬VD([f(x)])

R(5.65) ¬GaPC (x) ∨ ¬PC (x) ∨ ¬GrWS (x) ∨ [g(x)] ≈ [f(x)] ∨ ¬VD([f(x)])

⇒ (5.71) ¬GaPC (x) ∨ ¬PC (x) ∨ ¬GrWS (x) ∨ [g(x)] ≈ [f(x)] ∨ ¬VD([f(x)])
S(5.57) ¬GaPC (x) ∨ ¬PC (x) ∨ ¬GrWS (x) ∨ has3DAcc(x, [f(x)]) ∨ ¬VD([f(x)])

The conclusion of the last inference is not an ALCHIQ-closure, so we must de-
compose it. We introduce a new predicate Q4, replace the conclusion with (5.72) and
(5.73), and continue the saturation.

⇒ (5.72) ¬Q4(x) ∨ has3DAcc(x, [f(x)])
R(5.63) ¬Q4(x) ∨ 3DAcc([f(x)])
R(5.59) ¬Q4(x) ∨ hasVD(x, [f(x)])

⇒ (5.73) ¬GaPC (x) ∨ ¬PC (x) ∨ ¬GrWS (x) ∨Q4(x) ∨ ¬VD([f(x)])
R(5.66) ¬GaPC (x) ∨ ¬PC (x) ∨ ¬GrWS (x) ∨Q4(x) ∨ ¬Adpt([f(x)])
R(5.67) ¬GaPC (x) ∨ ¬PC (x) ∨ ¬GrWS (x) ∨Q4(x) ∨ ¬3DAcc([f(x)])

⇒ (5.74) ¬GaPC (x) ∨ ¬PC (x) ∨ ¬GrWS (x) ∨Q4(x) ∨ ¬Adpt([f(x)])
R(5.64) ¬GaPC (x) ∨ ¬PC (x) ∨ ¬GrWS (x) ∨Q4(x)

⇒ (5.75) ¬Q4(x) ∨ 3DAcc([f(x)])

⇒ (5.76) ¬Q4(x) ∨ hasVD(x, [f(x)])
R(5.68;5.61) ¬GaPC (x) ∨ ¬Q4(x) ∨ ¬PC (x) ∨ [g(x)] ≈ [f(x)]¬VD([g(x)]) ∨ ¬VD([f(x)])

⇒ (5.77) ¬Q1(x) ∨ ¬hasVD(x, y) ∨ ¬Adpt3DAcc(y)
R(5.60) ¬Q1(x) ∨ ¬PC (x) ∨ ¬Adpt3DAcc([f(x)])
R(5.61) ¬Q1(x) ∨ ¬GrWS (x) ∨ ¬Adpt3DAcc([g(x)])
R(5.76) ¬Q1(x) ∨ ¬Q4(x) ∨ ¬Adpt3DAcc([f(x)])

⇒ (5.78) ¬Q1(x) ∨ ¬Q4(x) ∨ ¬Adpt3DAcc([f(x)])

⇒ (5.79) ¬Adpt(x) ∨ ¬3DAcc(x) ∨ Adpt3DAcc(x)
R(5.78) ¬Adpt([f(x)]) ∨ ¬3DAcc([f(x)]) ∨ ¬Q1(x) ∨ ¬Q4(x)

⇒ (5.80) ¬Adpt([f(x)]) ∨ ¬3DAcc([f(x)]) ∨ ¬Q1(x) ∨ ¬Q4(x)
R(5.64) ¬PC (x) ∨ ¬3DAcc([f(x)]) ∨ ¬Q1(x) ∨ ¬Q4(x)

⇒ (5.81) ¬PC (x) ∨ ¬3DAcc([f(x)]) ∨ ¬Q1(x) ∨ ¬Q4(x)
R(5.75) ¬PC (x) ∨ ¬Q1(x) ∨ ¬Q4(x)

⇒ (5.82) ¬PC (x) ∨ ¬Q1(x) ∨ ¬Q4(x)
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⇒ (5.83) ¬GaPC (x) ∨ ¬PC (x) ∨ ¬GrWS (x) ∨Q4(x)

⇒ (5.84) ¬GaPC (x) ∨ PC (x)
R(5.82) ¬GaPC (x) ∨ ¬Q1(x) ∨ ¬Q4(x)
R(5.83) ¬GaPC (x) ∨ ¬GrWS (x) ∨Q4(x)

⇒ (5.85) ¬GaPC (x) ∨ ¬GrWS (x) ∨Q4(x)

⇒ (5.86) ¬GaPC (x) ∨ GrWS (x)
R(5.85) ¬GaPC (x) ∨ ∨Q4(x)

⇒ (5.87) ¬GaPC (x) ∨Q4(x)

⇒ (5.88) ¬GaPC (x) ∨ ¬Q1(x) ∨ ¬Q4(x)

⇒ (5.89) GaPC (pc1 )
R(5.87) Q4([pc1 ])
R(5.88) ¬Q1([pc1 ]) ∨ ¬Q4([pc1 ])

⇒ (5.90) Q4([pc1 ])

⇒ (5.91) ¬Q1([pc1 ]) ∨¬Q4([pc1 ])
R(5.90) ¬Q1([pc1 ])

⇒ (5.92) ¬Q1([pc1 ])

⇒ (5.93) Q1(pc1 )
R(5.92) �

⇒ (5.94) �

In step (5.94), we added the empty closure to W . This makes all other closures
redundant, so the saturation terminates. Moreover, Ξ(Ω(KB ′)) is unsatisfiable, and so
is KB ′, so KB1 ∪KB2 |= ∃hasVD .Adpt3DAcc(pc1 ).

5.6 Related Work

Decision procedures for various logics were investigated in the field of automated theo-
rem proving from its early days. Three such procedures were already implemented by
Wang in 1960: a procedure capable of deciding validity in propositional logic, a proce-
dure for deriving theorems in propositional logic, and a procedure for deciding validity
in the so-called AE-fragment of first-order logic, consisting of first-order formulae with
a quantifier prefix of the form ∀x1 . . .∀xm∃y1 . . .∃yn.
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At the beginning of the sixties, Robinson introduced the resolution principle [121]
for first-order logic. Due to its simplicity, resolution soon gained popularity. Namely,
a resolution-based theorem prover must implement only one inference rule, thus elim-
inating the complexity involved in choosing the rule to apply next. Soon after the
initial work by Robinson, various refinements of resolution were developed, such as hy-
perresolution [122], ordered resolution [115], paramodulation [120], or lock resolution
[23], to name just a few. The common goal of all of these refinements is to reduce
the number of consequences generated in the theorem proving process without losing
completeness. A good overview of resolution and related refinements is given in the
classical textbook by Chang and Lee [26].

Soon after the introduction of the resolution principle and its refinements, attempts
were made to use them to obtain efficient decision procedures for various classes of
first-order logic. The first such procedure was presented by Kallick [81] for the class
of formulae with the quantification prefix ∀x1∀x2∃y. This decision procedure is based
on a refinement of resolution that is incomplete for first-order logic, and is therefore
difficult to extend.

In [80], Joyner has established the basic principles for deriving resolution-based de-
cision procedures. He observed that, if clauses derivable in a saturation by a resolution
refinement have a bounded term depth and clause length, then saturation necessarily
terminates. By choosing appropriate refinements, he presented decision procedures for
the Ackermann class (where the formulae are restricted to the quantification prefix
∃∗∀∃∗), the Monadic class (where only unary predicates are allowed), and the Maslov
class (where formulae are restricted to quantification prefix ∃∗∀∗∃∗, and the formula
under the quantifiers is a conjunction of binary disjunctions).

In the years to follow, the approach by Joyner was applied to numerous other
decidable classes, such as the E+ class [142], the PVD class [83], and the PVDg

= class
[107], to name just a few. An overview of these results is given in [45].

Decidability of description logics in the resolution framework has been studied
extensively in [98, 77, 76]. There, the description logic ALB is embedded in the
DL* clausal class, which is then decided using the resolution framework by Bachmair
and Ganzinger [13]. The main advantage of using this framework lies in its effective
redundancy elimination methods, which were shown to be essential for the practical
applicability of resolution calculi. ALB is a very expressive logic and allows for unsafe
role expressions, but does not provide for counting quantifiers.

In [48], a decision procedure for the modal logic with a single transitive modality
K4 was presented. To deal with transitivity, the algorithm is based on the ordered
chaining calculus [11]. This calculus consists of inference rules aimed at optimizing
theorem proving with chains of binary roles. Unfortunately, our attempts to decide
SHIQ using ordered chaining proved unsuccessful, mainly due to certain negative
chaining inferences that produced undesirable equality literals. Therefore, we adopted
the approach for eliminating transitivity presented in Section 5.2.

The guarded fragment was introduced in [3] to explain and generalize the good
properties of modal and description logic, such as decidability. A decision procedure
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by resolution with a nonliftable ordering was presented in [36]; it was later modified to
handle the (loosely) guarded fragment with equality in [47] by basing the algorithm on
superposition [9]. Since the basic description logic ALC is actually a syntactic variant
of the multi-modal logic Km [127], it can be embedded into the guarded fragment and
decided by [47]. Using the approach from [129], certain extensions of ALC, such as
role transitivity, can be encoded into ALC knowledge bases, so the algorithm from
[47] can decide these extensions as well. However, SHIQ is not a fragment of the
(loosely) guarded fragment because of the counting quantifiers: equality is available in
the guarded fragment, but each two pairs of free variables of a guarded formula must
occur in a guard atom. In fact, in [65] it was shown that the guarded fragment has
the finite-model property, which is known not to hold for SHIQ [4, Chapter 2], thus
suggesting that other mechanisms are necessary for handling the latter logic.
SHIQ can easily be embedded into the two-variable fragment of first-order logic

with counting quantifiers C2. This fragment was shown to be decidable in [54, 100], and
a decision procedure based on a combination of resolution and integer programming
was presented in [110]. However, deciding satisfiability of C2 is NExpTime-complete
[100], and SHIQ is an ExpTime-complete logic [144]. Thus, the decision procedure
from [110] introduces an unnecessary overhead for SHIQ. Furthermore, we do not see
how to use this procure to derive the desired reduction to disjunctive datalog.

The decomposition rule is closely related to the structural transformation [108,
99, 8]. However, structural transformation is usually applied as a preprocessing step
and not in the theorem proving process. In [37] and [118], splitting by propositional
symbols was proposed that allows splitting variable-disjoint subsets of a clause and
connect them by a propositional symbol. Finally, a separation rule was used to decide
fluted logic in [128]. It was shown that resolution remains complete if the separation
rule is applied a finite number of times during saturation. In contrast to these re-
lated approaches, our rule can decompose complex terms. Moreover, we demonstrate
compatibility of the decomposition rule with the standard redundancy notion. Finally,
extending basic superposition with decomposition is not trivial, due to the nonstandard
approach to lifting employed by basic superposition.



Chapter 6

Reasoning with a Concrete
Domain

As argued in [5], representing concrete data is essential for practical knowledge repre-
sentation systems. However, existing algorithms for reasoning with concrete domains
from [5, 70, 62, 87] mainly operate in tableau and automata frameworks, which nonde-
terministically check satisfiability of conjunctions of ground atoms. On the contrary,
the algorithm from Chapter 5 is based on resolution, and it works with conjunctions
of nonground disjunctions. Hence, extending the results from Chapter 5 with concrete
domain reasoning is not trivial. In order to support the description logic SHIQ(D),
in this chapter we present two new results.

First, in Section 6.1 we present a general approach for combining concrete domain
reasoning with clausal calculi. The approach consists of two steps. A c-factoring pre-
processing transformation is applied first to bring a clause set into a suitable form.
Next, we introduce a concrete domain resolution inference rule, for which we show
soundness and completeness when combined with a clausal calculus whose complete-
ness proof is based on the model generation method. Note that this is the standard
technique for proving completeness of many state-of-the-art calculi, such as ordered
resolution [13], basic superposition [14], or ordered chaining [11], so concrete domain
resolution is applicable to a wide range of calculi.

Second, in Section 6.2 we apply these techniques to the algorithm from Chapter 5,
and thus obtain a procedure for deciding satisfiability of SHIQ(D) knowledge bases.
Assuming a bound on the arity of concrete predicates and an exponential procedure
for checking D-satisfiability of conjunctions of concrete predicates, extending the logic
does not increase the complexity of reasoning—that is, it remains in ExpTime.

Results from this chapter were published in [150]. Due to space limitations, we
did not consider there the distinction between D- and d-satisfiability, as discussed in
Subsection 6.1.2 (for SHIQ(D) without ABox assertions of the form ¬T (a, bc), these
two notions coincide).

99
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6.1 Resolution with a Concrete Domain

In this section we develop a general algorithm for reasoning in first-order logic extended
with an admissible concrete domain.

6.1.1 Preliminaries

The key step in computing the set of clauses Cls(ϕ) from a first-order formula ϕ is to
skolemize existential quantifiers, as explained in Section 2.1. Similarly, to check D-
satisfiability of ϕ, skolemization can be applied as well, since, as shown by the following
lemma, it does not affect D-satisfiability:

Lemma 6.1.1. A formula ϕ is D-satisfiable if and only if sk(ϕ) is D-satisfiable.

Proof. The proof is identical to the case of ordinary satisfiability presented in [46]:
given a D-model I of ϕ, one can build a D-model I ′ of sk(ϕ) by extending I with the
appropriate interpretations of new general function symbols. Conversely, new general
function symbols ensure existence of existentially implied individuals.

Hence, to check D-satisfiability of a formula ϕ, we first compute a D-equisatisfiable
set of clauses N = Cls(ϕ). Furthermore, since the concrete domain D is admissible, we
replace each literal ¬d(t) with d(t). Thus, we assume without loss of generality that
concrete domain predicates occur only in positive literals.

Checking satisfiability of a set of clauses N in an arbitrary model is problematic,
because one should consider arbitrary domains. In the case of first-order logic with-
out concrete domains, this can conveniently be avoided by considering only Herbrand
models. For the case of first-order logic extended with a concrete domain, we introduce
the notion of Herbrand D-interpretations, as follows:

Definition 6.1.2. For a function δ : HU c → 4D and a ground formula ϕ, δ(ϕ) is
the ground formula obtained by replacing each term tc with δ(tc). The extension of δ
to sets of formulae is defined by applying δ to each set member.

A Herbrand D-interpretation over a signature Σ is a pair (I, δ), where I is a
classical Herbrand interpretation over Σ and δ : HU c → 4D is an assignment of
concrete individuals to concrete terms of HU c. A Herbrand D-interpretation is well-
formed if the following two conditions are true:

• si ≈ ti ∈ I for 1 ≤ i ≤ n imply δ(f c(s1, . . . sn)) = δ(f c(t1, . . . tn)), for each
general function symbol f c;

• δ(t) ∈ dD for each concrete literal d(t) ∈ I.

A ground clause CG is D-satisfied in a Herbrand D-interpretation (I, δ), written
(I, δ) |=D CG, if (I, δ) is well-formed and δ(CG) is true in δ(I). A nonground clause C
is D-satisfied in (I, δ) if all its ground instances are D-satisfied in (I, δ). The notions
of D-models, D-satisfiability and so on extend to Herbrand D-interpretations as usual.
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There is a slight problem with Herbrand D-models as defined in the previous
definition. Namely, Definition 6.1.2 does not ensure that the number of constants in
the Herbrand universe matches the number of objects in 4D. Consider the set of
clauses N = {=1(x)} with the concrete domain D such that 4D = {1, 2}. Obviously,
N is D-unsatisfiable (since 2 is not equal to 1); however, the Herbrand D-interpretation
defined by I = {=1(a)} and δ(a) = 1 is a Herbrand D-model of N . This discrepancy
arises because I does not contain a distinct constant for each element of4D. To ensure
that considering only Herbrand models does not affect satisfiability, we append to N
the (possibly infinite) set of clauses ℵD = {=α (aα) | for each α ∈ 4D}, where aα are
new constants (note that the notion of admissibility from Definition 3.2.1 ensures that
the predicates =α exist). A set of clauses N that contains ℵD is said to be D-extended.

We now show that, for D-extended clause sets, we can consider D-satisfiability
only in Herbrand D-models.

Lemma 6.1.3. A set of D-extended clauses N is D-satisfiable if and only if a well-
formed Herbrand D-model of N exists.

Proof. (⇐) Let (I, δ) be a Herbrand D-model of N . We construct a model I ′ by setting
the domain Dr = HU r for each sort r 6= c, Dc = 4D, tI

′
= t for each term t of sort

other than c, (f c)I′(t1, . . . , tn) = δ(f c(t1, . . . , tn)), and (tI
′

1 , . . . , t
I′
n ) ∈ P I′ if and only if

P (t1, . . . , tn) ∈ I for a predicate P . Because N is D-extended, each object from 4D

is represented as a constant in HU c, so I ′ is a D-model of N .
(⇒) Let N be D-satisfiable in a D-model I. Let I ′ be an interpretation containing

those ground atoms A from the Herbrand base of N such that AI are true in I.
Furthermore, for each ground concrete term tc ∈ HU c, let δ(tc) = (tc)I . In the same
way as for first-order logic without concrete domains in [46], I ′ is a classical Herbrand
model of N , and (I ′, δ) is a D-model of N .

6.1.2 d-Satisfiability

The task of finding a Herbrand D-model (I, δ) of a set of clauses N essentially consists
of two subtasks. The first one is to ensure that a Herbrand model I exists; this can
be done using resolution in the standard way. The second one is to ensure that an
appropriate assignment δ exists. To solve the latter problem, we first consider the
simpler task of finding δ that only satisfies the concrete predicates.

Definition 6.1.4. A ground clause CG is d-satisfied in a Herbrand D-interpretation
(I, δ), written (I, δ) |=d C

G, if and only if (I, δ) is well-formed and CG is classically
satisfied in I (that is, it is satisfied without taking special care of concrete individuals).
A nonground clause C is d-satisfied in (I, δ) if all ground instances of C are d-satisfied
in (I, δ). Other notions are defined analogously.

Note that d-satisfiability is a strictly weaker notion than D-satisfiability: if N
is D-satisfiable, it is obviously d-satisfiable, but the converse does not hold. For
example, consider a set of clauses N = {R(a, bc),¬R(a, cc), d(bc, cc)} and a concrete
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domain D such that dD = {(1, 1)}. Obviously, I = {R(a, bc), d(bc, cc)} is a classic
Herbrand model of N ; furthermore, for a function δ such that δ(bc) = δ(cc) = 1,
we have (δ(bc), δ(cc)) ∈ dD, so N is d-satisfiable. However, N is not D-satisfiable:
δ(I) = {R(a, 1), d(1, 1)}, but then δ(R(a, cc)) is true in δ(I), so the clause δ(¬R(a, cc))
is not true in δ(I). Intuitively, d-satisfiability ensures consistency of literals containing
concrete domain predicates, but not of literals with ordinary predicates containing both
concrete and abstract terms. The relationship between d- and D-satisfiability can be
captured using c-factors, introduced below. Please keep in mind that, as discussed in
Subsection 3.2.1, sc 6≈D tc is a positive literal with a concrete predicate 6≈D.

Definition 6.1.5. Let C be a clause containing a literal ¬A. The c-factor of ¬A w.r.t.
C is the disjunction

¬A[xc
1]p1 . . . [x

c
n]pn ∨ xc

1 6≈D A|p1 ∨ . . . ∨ xc
n 6≈D A|pn

where xc
i are globally new variables, and p1, . . . , pn are exactly those positions in A

such that sort(A|pi) = c and at least one condition from the following list holds:

• A|pi is not a variable;

• A|pi is a variable occurring in some negative literal in C \ {¬A};

• A|pi is a variable occurring in ¬A at some position other than pi.

A clause C ′ is a c-factor of C if no literal from C ′ has a c-factor w.r.t. C ′, and if
a sequence of clauses C = C0, . . . , Cn = C ′ exists such that, for i ≥ 1, Ci is obtained
from Ci−1 by replacing a literal Li ∈ C with its c-factor w.r.t. Ci−1.

A c-factor of a set of clauses N is obtained from N by replacing each clause C ∈ N
with an (arbitrary) c-factor of N . A clause (clause set) is said to be c-factored if it is
equal to one of its c-factors.

Note that a clause can have several c-factors, depending on the order in which the
literals are c-factored. For example, the clause ¬R(x, yc) ∨ ¬S(x, yc) ∨ T (x, yc) has
these two c-factors:

¬R(x, zc) ∨ zc 6≈D yc ∨ ¬S(x, yc) ∨ T (x, yc)
¬R(x, yc) ∨ ¬S(x, zc) ∨ zc 6≈D yc ∨ T (x, yc)

In the remaining sections, we can pick any c-factor of N ; that is, an arbitrary c-factor
of C can be used to replace a clause C ∈ N .

Note that, for a c-factored clause C and for each literal ¬A ∈ C, if sort(A|p) = c,
then A|p is a variable that can occur in C \ {¬A} only in a positive literal. As shown
by the following lemma, c-factoring modifies the set of clauses such that d-satisfiability
ensures D-satisfiability:

Lemma 6.1.6. Let N be a D-extended set of clauses, and N ′ a c-factor of N . Then,
the following claims hold:
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• N is D-satisfiable if and only if N ′ is D-satisfiable.

• N ′ is d-satisfiable if and only if it is D-satisfiable.

Proof. For the first claim, observe that the literal A is equivalent to the following
formula:

∃xc
1, . . . , x

c
n : A[xc

1]p1 . . . [x
c
n]pn ∧ xc

1 ≈D A|p1 ∧ . . . ∧ xc
n ≈D A|pn

Moreover, the c-factor of ¬A is obtained from the previous formula using the applica-
tion of de Morgan laws, so ¬A and its c-factor are equivalent. Therefore, N and N ′

are equivalent, so they are D-equisatisfiable.
For the second claim, the (⇐) direction follows trivially from the definitions of D-

and d-satisfiability. For the (⇒) direction, let I be a classic Herbrand model of N ′,
and δ an assignment satisfying Definition 6.1.4. If (I, δ) is not a D-model of N ′, then
there is a clause C ∈ N ′ with a ground instance Cτ that is true in I, but for which
δ(Cτ) is false in δ(I). For each positive literal A ∈ C, if Aτ ∈ I, then δ(Aτ) is true
in δ(I), so C must be of the form D ∨ ¬A1 ∨ . . . ∨ ¬An where Dτ is false in I, and,
for all i, Aiτ /∈ I but δ(Aiτ) is true in δ(I). The latter is the case only if there are
A′i ∈ I such that δ(A′i) = δ(Aiτ). Let pij be positions in Ai such that sort(Ai|pij ) = c.
Since each Ai is c-factored w.r.t. C, then, for all j, Ai|pij is a variable xc

ij occurring
in C \ {Ai} only in positive literals. Let σ be a ground substitution that is identical
to τ except for the mappings xc

ij 7→ A′i|pij . Obviously, A′i = Aiσ. Since I is a model
of N ′, Dσ ∨ ¬A1σ ∨ . . . ∨ ¬Anσ is true in I; this is possible only if Dσ is true in I.
Since Dτ is false in I, a literal L′ ∈ D must exist such that L′σ is true in I, but L′τ
is false in I. Since, for each i, all variables of sort c from ¬Ai occur only in positive
literals of C, the truth value of all negative literals in Dσ and Dτ is identical, so L′

must be a positive literal. However, since δ(L′σ) is true in δ(I) and δ(L′σ) = δ(L′τ),
we have that δ(L′τ) is true in δ(I), which contradicts the assumption that δ(Cτ) is
false in δ(I).

Intuitively, c-factoring allows us to move the concrete terms from literals with-
out concrete predicates into concrete inequalities. In Subsection 6.1.3, we present a
procedure for checking d-satisfiability of a set of ground clauses, which we lift to non-
ground clauses in Subsections 6.1.4 and 6.1.5. Combined with c-factoring, this yields
a refutation procedure for D-satisfiability.

6.1.3 Concrete Domain Resolution with Ground Clauses

We now develop the ground concrete domain resolution calculus, GD for short, for
checking d-satisfiability of a set of clauses, where D is an admissible concrete domain.
In order to prevent the presentation from being too technical, we add the concrete
domain resolution rule to the ordered resolution calculus [13] (see Section 2.4) only,
and argue later that the rule can be combined with other calculi as well. As for
ordinary resolution, GD is parameterized with an admissible ordering � on literals,
which is extended to clauses by a multiset extension (see Section 2.4).
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Definition 6.1.7. Let S = {di(ti)} be a set of literals, where ti is a vector of terms
ti1, . . . , tik. Then, Ŝ is a conjunction C =

∧
di(xi), obtained from S by replacing each

occurrence of a term with the same variable such that different terms are replaced with
distinct variables. For two conjunctions C1 and C2, we write C1 ≡ C2 if they are
equivalent up to variable renaming.

A set S = {di(ti)} of positive concrete literals is a D-constraint if Ŝ is not D-
satisfiable. A D-constraint S is minimal if Ŝ′ is D-satisfiable for each S′ ( S; S is
connected if it cannot be decomposed into two disjoint nonempty subsets S1 and S2 not
sharing a common term (S1 and S2 do not share a common term if, for all di(ti) ∈ S1

and dj(tj) ∈ S2, we have ti ∩ tj = ∅).

Lemma 6.1.8. Each minimal D-constraint S is connected.

Proof. Assume that S is a D-constraint, but it is not connected. Hence, S can be
decomposed into subsets S1 and S2 not sharing a common term. Since S is a minimal
D-constraint, Ŝ1 and Ŝ2 are D-satisfiable. However, since Ŝ1 and Ŝ2 do not have a
common variable, Ŝ1 ∧ Ŝ2 = Ŝ is D-satisfiable as well, which is a contradiction.

The ground concrete domain resolution calculus GD consists of the following infer-
ence rules:

Positive factoring:
C ∨A ∨ . . . ∨A

C ∨A

where (i) A is strictly maximal with respect to C.

Ordered resolution:
C ∨A D ∨ ¬A

C ∨D

where (i) A is strictly maximal with respect to C, (ii) ¬A is maximal with respect to
D.

Concrete domain resolution:
C1 ∨ d1(t1) . . . Cn ∨ dn(tn)

C1 ∨ . . . ∨ Cn

where (i) di(ti) are strictly maximal with respect to Ci, (ii) S = {di(ti)} is a minimal
D-constraint.

In GD, the clauses C∨A∨ . . .∨A and D∨¬A are called the main premises, whereas
the clauses C ∨ A and Ci ∨ d1(t1) are called the side premises. Note that, under this
definition, the concrete domain resolution rule does not have a main premise.

It is well known that effective redundancy elimination criteria are necessary for
theorem proving to be applicable in practice. A powerful standard notion of redundancy
was introduced in [13]. We adapt this notion slightly to take into account that the
concrete domain resolution rule does not have a main premise.

Definition 6.1.9. Let N be a set of ground clauses. A ground clause C is redundant
in N if clauses Di ∈ N exist such that C � Di and D1, . . . , Dm |= C. A ground



6.1 Resolution with a Concrete Domain 105

inference ξ with side premises Ci and a conclusion D is redundant in N if clauses
Di ∈ N exist such that C1, . . . , Cn, D1, . . . , Dm |= D; if ξ has a main premise C, then
C � Di is required in addition.

We now prove the soundness and completeness of GD under the standard notion
of redundancy.

Lemma 6.1.10 (Soundness). Let N be a set of ground clauses, I a d-model of N , and
N ′ = N ∪ {C}, where C is the conclusion of an inference by GD with premises from
N . Then, I is a d-model of N ′.

Proof. For an inference by positive factoring or ordered resolution, the claim is trivial
and is shown in the same way as in [13]. Let C be obtained by the concrete domain
resolution rule, with S being as in the rule definition. Since S is a D-constraint, a
d-model (I, δ) of N can exist only if there is a literal di(ti) ∈ S such that di(ti) /∈ I.
Since Ci ∨ di(ti) is by assumption true in I, some literal from Ci is true in I. Since
Ci ⊆ C, we have that C is true in I as well.

Lemma 6.1.11 (Completeness). Let N be a set of ground clauses such that each
inference by GD from premises in N is redundant in N . If N does not contain the
empty clause, then N is d-satisfiable.

Proof. We extend the model building method from [13] to handle the concrete domain
resolution rule. For a set of ground clauses N , we define an interpretation I by induc-
tion on the clause ordering � as follows: for a clause C, we set IC =

⋃
C�D εD, where

εD = {A} if (i) D ∈ N , (ii) D is of the form D′ ∨ A such that A is strictly maximal
with respect to D′, and (iii) D is false in ID; otherwise, εD = ∅. Let I =

⋃
D∈N εD. A

clause D such that εD = {A} is called productive, and it is said to produce the atom
A in I. Before proving the lemma, we show the following three properties.

Invariant (*): if C is false in ID∪εD for C � D, then C is false in I. Since C is false
in ID ∪ εD, all negative literals from C are false in ID ∪ εD, and, since ID ∪ εD ⊆ I,
all negative literals from C are false in I as well. Furthermore, since ¬A � A and
there is no literal between ¬A and A, any atom produced by a clause D′ � D is larger
than any literal occurring in C, so no clause greater than C can produce an atom that
would make C true.

Invariant (**): if C is true in IC ∪ εC , then C is true in I. If C is true in IC ∪ εC
because some positive literal is true in IC ∪ εC , since IC ∪ εC ⊆ I, the clause C is
true in I as well. Otherwise, C is true in IC ∪ εC because some negative literal ¬A is
true in IC ∪ εC . Since ¬A � A and there is no literal between ¬A and A, any atom
produced by a clause D � C is larger than any literal occurring in C. Hence, no such
clause D can produce A, so ¬A is true in I as well. We often use this invariant in its
contrapositive form: if C is false in I, then it is false in IC ∪ εC as well.

Property (***): if an inference ξ with a main premise C, side premises Ci, and a
conclusion D is redundant in N , then there are clauses Di ∈ N that are not redundant
in N such that D1, . . . , Dm, C1, . . . , Cn |= D and C � Di. If ξ is redundant, by
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definition of the standard notion of redundancy, there are clauses D′
j ∈ N such that

D′
1, . . . , D

′
m, C1, . . . , Cn |= D and C � D′

i. Now if some D′
j is redundant, then there are

clauses D′′
k such that D′′

1 , . . . , D
′′
m′ |= D′

j and D′
j � D′′

k . Since � is well-founded, this
process can be continued recursively until we obtain the set of smallest nonredundant
clauses for which (***) obviously holds. This property holds analogously if ξ does not
have a main premise.

We now prove the claim of Lemma 6.1.11 by contradiction: let us assume that all
inferences by GD from premises in N are redundant in N , but no δ exists such that
(I, δ) is a d-model of N . There can be two causes for that:

• There is a clause C ∈ N that is false in I; such a clause is called a counterexample
for I. Since � is well-founded and total, we can assume without loss of generality
that C is the smallest counterexample. C is obviously not productive, since all
productive clauses are true in I. C can be nonproductive and false in I if it has
one of the following two forms:

– C = C ′ ∨ A ∨ . . . ∨ A. Then, C is not productive since A is not strictly
maximal in C. Since C is false in I, by (**) it is false in IC ∪ εC . Hence,
C ′ is false in IC ∪ εC , and, since C ′ ≺ C, by (*) C ′ is false in I. Since N
is saturated, the inference by positive factoring resulting in D = C ′ ∨ A is
redundant in N . D is obviously false in I. By the fact that N is saturated
and by (***), clauses Di ∈ N exist, such that C � Di and D1, . . . , Dn |= D.
Since C is the smallest counterexample, all Di are true in I, but then D is
true in I as well, which is a contradiction.

– C = C ′ ∨¬A. Since C is false in I, we have A ∈ I, where A is produced by
a smaller clause D = D′∨A. Similarly as in the previous case, C ′ is false in
I. Since D is productive, D′ is false in ID, and since A is strictly maximal
w.r.t. D′, D′ is false in ID ∪ εD as well. Since D′ ≺ D, by (*) D′ is false
in I. Since N is saturated, the inference by ordered resolution resulting
in E = C ′ ∨ D′ is redundant in N . E is obviously false in I. Because N
is saturated and by (***), clauses Di ∈ N exist, such that C � Di and
D1, . . . , Dn, D

′∨A |= E. Since C is the smallest counterexample, all Di are
true in I, and, since D′ ∨ A is productive, it is also true in I. Hence, E is
true in I, which is a contradiction.

• All clauses from N are true in I, but I contains a set of concrete domain literals
S = {di(ti)} such that Ŝ is D-unsatisfiable. We can assume without loss of
generality that S is minimal. The literals from S must have been produced
by clauses Ei = Ci ∨ di(ti) ∈ N , where Ci is false in IEi ∪ εEi . For each i,
we conclude that Ci is false in I as in the case of ordered resolution. Since N
is saturated, the inference by concrete domain resolution from Ei resulting in
D = C1 ∨ . . . ∨ Cn is redundant in N . Obviously, D is false in I. Since the
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inference is redundant, by property (***), nonredundant clauses Di ∈ N exist
such that D1, . . . , Dm, C1∨d1(t1), . . . , Cn∨dn(tn) |= D. All Di and Ci∨di(ti) are
by assumption true in I, implying that D is true in I, which is a contradiction.

Hence, an assignment δ must exist such that (I, δ) is a d-model of N (because we
do not consider theories with equality, the first condition of Definition 6.1.2 related to
≈ is trivially satisfied), so N is d-satisfiable.

A fair derivation by GD from a set of clauses N with a limit N∞ is defined as usual
(see Section 2.4). By lemmata 6.1.10 and 6.1.11, we get the following result:

Theorem 6.1.12. The set of ground clauses N is d-unsatisfiable if and only if the
limit N∞ of a fair derivation by GD contains the empty clause.

6.1.4 Most General Partitioning Unifiers

Lifting the concrete domain resolution rule to general clauses is not trivial, because
unification can only partly guide the rule application. Consider, for example, the set of
clauses N = {d1(x1, y1), d2(x2, y2)}. N has ground instances d1(a1, b1) and d2(a2, b2),
which do not share a common term. Hence, a conjunction consisting of these literals
is not connected, so, by the contrapositive of Lemma 6.1.8, it cannot be minimal, and
the conditions of the concrete domain resolution are not satisfied. However, clauses
d1(a, b1) and d2(a, b2) are also ground instances of N , but they do share common
terms. Hence, a conjunction of these literals is connected, so the conditions of the
concrete domain resolution rule could be satisfied. This is so because it is possible
to unify x1 and x2 from d1(x1, y1) and d2(x2, y2). Another possibility is to unify x2

and y1. Even for a set consisting of a single clause, such as M = {d(x, y)}, it is
possible to obtain a D-constraint d(x, x) by unifying x and y. These examples show
that, to check all potential D-constraints at the ground level, one has to consider all
possible substitutions that produce a minimal D-constraint at the nonground level.
We formalize this idea in the following definition.

Definition 6.1.13. Let S = {di(ti)} be a set of positive concrete domain literals. A
substitution σ is a partitioning unifier of S if the set Sσ is connected. Furthermore,
σ is a most general partitioning unifier if, for any partitioning unifier θ such that
Ŝσ ≡ Ŝθ, a substitution η exists such that θ = ση. With MGPU(S) we denote the set
of all most general partitioning unifiers of S unique up to variable renaming.

If no terms from literals in S are unifiable, a most general partitioning unifier of S
does not exist. Furthermore, the previous example shows that S can have several most
general partitioning unifiers. However, for a given conjunction of concrete literals
Ŝσ, all most general partitioning unifiers are identical up to variable renaming, as
demonstrated next.

Let S = {di(ti)} be a set of positive concrete domain literals, and C a conjunction
over literals in S, obtained by replacing terms of each di(ti) with arbitrary variables
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(it is not necessary to use different variables in C for different terms from S, but the
same term in S should always be replaced with the same variable in C). For such a C,
let m be the number of distinct variables in C; for each such variable xi, 1 ≤ i ≤ m,
let Txi be a list of all terms occurring in a literal in S at a position corresponding to an
occurrence of xi in C; finally, let n = max |Txi |. With SC we denote the set of terms
tj = f(sj

x1 , . . . , s
j
xm), where sj

xi is the j-th term of Txi if j ≤ |Txi |, and a fresh variable
if j > |Txi |, for 1 ≤ j ≤ n. Most general partitioning unifiers of S and most general
unifiers of SC are closely related, as shown by the following lemma.

Lemma 6.1.14. Let θ be a partitioning unifier of a set of concrete domain literals
S = {di(ti)}, and let C = Ŝθ. Then, the substitution σ = MGU(SC) is the most
general partitioning unifier of S such that Ŝσ ≡ C, and it is unique up to variable
renaming.

Proof. To obtain the variable xi in C, θ must be such that s1xi
θ = . . . = sn

xi
θ = Txiθ.

Furthermore, xi 6= xj for i 6= j, so Txiθ 6= Txjθ. Because of the first property, θ is
obviously a unifier of SC , so σ = MGU(SC) exists, and it is unique up to variable
remaining [7]. Furthermore, σ is the most general unifier of SC , so a substitution η
exists such that θ = ση. Hence, it is impossible that Txiσ = Txjσ and Txiση 6= Txjση.
Thus, s1xi

σ = . . . = sn
xi
σ = Txiσ and Txiσ 6= Txjσ for i 6= j, so Ŝσ ≡ C.

Lemma 6.1.15. For a set of concrete domain literals S = {di(ti)}, MGPU(S) contains
exactly all MGU(SC), for each connected conjunction C over literals of S.

Proof. For σ ∈ MGPU(S), C = Ŝσ is obviously a connected conjunction over literals
of S satisfying conditions of Lemma 6.1.14, so σ is equivalent to MGU(SC) up to
variable renaming. Conversely, let C be a connected conjunction over literals of S.
Now σ = MGU(SC) is a partitioning unifier of S. Let C ′ = Ŝσ. Observe that C ≡ C ′

does not necessarily hold: it is possible that Txiσ = Txjσ for i 6= j. However, C ′ is
a connected conjunction over concrete domain literals satisfying conditions of Lemma
6.1.14, so MGU(SC′) exists, and it is a most general partitioning unifier of S.

Hence, Lemma 6.1.15 gives a brute-force algorithm for computing MGPU(S): one
should systematically enumerate all connected conjunctions C over literals in S and
compute MGU(SC). The main performance drawback of this algorithm is that all such
conjunctions C must be enumerated. For n literals in S of maximal aritym, the number
of possible assignments of variables in C is bounded by (nm)nm, which is obviously
exponential. However, for certain logics, it is possible to construct a specialized, but
much more efficient algorithm. In Section 6.2, we present such an algorithm applicable
to SHIQ(D).

6.1.5 Concrete Domain Resolution with General Clauses

As usual in a resolution setting, we assume that no two premises of an inference rule
have any variables in common. The concrete domain resolution calculus, RD for short,
consists of the following rules:
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Positive factoring:
C ∨A ∨B

Cσ ∨Aσ

where (i) σ = MGU(A,B), (ii) Aσ is strictly maximal with respect to Cσ.

Ordered resolution:
C ∨A D ∨ ¬B

Cσ ∨Dσ

where (i) σ = MGU(A,B), (ii) Aσ is strictly maximal with respect to Cσ, (iii) ¬Bσ
is maximal with respect to Dσ.

Concrete domain resolution:
C1 ∨ d1(t1) . . . Cn ∨ dn(tn)

C1σ ∨ . . . ∨ Cnσ

where (i) clauses Ci ∨ di(ti) are not necessarily unique, (ii) for the set S = {di(ti)},
σ ∈ MGPU(S), (iii) di(ti)σ are strictly maximal with respect to Ciσ, (iv) Sσ is a
minimal D-constraint.

We briefly comment on Constraint (i) of the concrete domain resolution rule. Con-
sider a set of clauses N = {d(f c(x), bc), f c(a) 6≈D f c(c)} and dD = {(1, 2)}. Then,
S = {d(f c(a), bc), d(f c(c), bc), f c(a) 6≈D f c(c)} is a set of instances of N such that
the conjunction Ŝ is D-unsatisfiable. Also, for each proper subset S′ ⊂ S, the con-
junction Ŝ′ is D-satisfiable. Hence, unsatisfiability is detected only if several copies
of d(f c(x), bc) are considered simultaneously in the concrete domain resolution rule.
Without any assumptions on the nature of the concrete predicates, there is no upper
bound on the number of copies that should be considered simultaneously. This prop-
erty of the calculus obviously leads to undecidability in the general case. To obtain a
decision procedure for SHIQ(D), in Section 6.2 we show that the number of copies
that must be considered is bounded.

To prove the completeness of RD, we show now that, for each ground derivation,
there is a corresponding nonground derivation.

Lemma 6.1.16 (Lifting). Let N be a set of clauses and NG the set of ground instances
of N . For each ground inference ξG by GD applicable to premises CG

i ∈ NG, there is
an inference ξ by RD applicable to premises Ci ∈ N such that ξG is an instance of ξ.

Proof. Let CG
i be ground premises from NG participating in ξG, resulting in a ground

clause DG. The ground inference ξG of GD can be simulated by a corresponding
nonground inference ξ where, for each ground premise CG

i , we take the corresponding
nonground premise Ci. Since all Ci are variable disjoint, there is a ground substitution
τ such that CG

i = Ciτ . Let us denote with D the result of ξ on Ci. We now show that
ξ is an inference of RD.

Let ξG be an inference by positive factoring on ground literals AG
i of CG. Substi-

tution τ is obviously a unifier for the corresponding nonground literals Ai of C. Since
any unifier is an instance of the most general unifier σ of Ai, a substitution η exists
such that τ = ση. Furthermore, if AG

i is strictly maximal with respect to CG, since �
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is a reduction ordering, the corresponding literal Ai is strictly maximal with respect
to Cσ, so DG = Dη. Hence, ξ is an inference of RD. Similar reasoning applies in the
case of ordered resolution.

Let ξG be an inference by concrete domain resolution, and S = {di(ti)} be the set
of corresponding nonground literals. Since Sτ is a minimal D-constraint, by Lemma
6.1.8, Sτ is connected, so τ is obviously a partitioning unifier of S. Then, by Lemma
6.1.14, a most general partitioning unifier σ exists such that τ = ση for some η and
Ŝσ ≡ Ŝτ . Obviously, if Sτ is a minimal D-constraint, so is Sσ. Furthermore, if literals
from Sτ are strictly maximal with respect to CG

i , since � is a reduction ordering, the
corresponding literals from Sσ are strictly maximal with respect to Ciσ, so DG = Dη.
Hence, ξ is an inference of RD.

The notion of redundancy is lifted to the nonground case as usual [13]: a clause C
(an inference ξ) is redundant in a set of clauses N if all ground instances of C (ξ) are
redundant in NG. This is enough for soundness and completeness of RD.

Theorem 6.1.17. A set of clauses N is d-unsatisfiable if and only if the limit N∞ of
a fair derivation by RD contains the empty clause.

Proof. A set N is d-unsatisfiable if and only if the set of its ground instances NG is d-
unsatisfiable. By Theorem 6.1.12, NG is d-unsatisfiable if and only if there is a ground
derivation NG = NG

0 , N
G
1 , . . . , N

G
∞, where the limit NG

∞ contains the empty clause. By
Lemma 6.1.16 and the definition of the redundancy for nonground clauses, for each
ground derivation, a nonground derivation N = N0, N1, . . . , N∞ exists, in which each
NG

i is a subset of the set of ground instances of Ni. Hence, NG
∞ contains the empty

clause if and only if N∞ contains the empty clause, so the claim follows.

D-satisfiability of a set of clauses N can now be checked by the following steps:

• Extend N with ℵD;

• Compute N ′—the c-factor of N ∪ ℵD;

• Check d-satisfiability of N ′ by RD.

By Lemma 6.1.6, N ′ is d-satisfiable if and only if N ∪ ℵD is D-satisfiable, which
is the case if and only if N is D-satisfiable by Lemma 6.1.3. A practical problem
in applying RD to N ′ is that ℵD can be infinite. In general, this obviously leads to
undecidability. However, we show in Section 6.2 that, the clauses from ℵD are not
needed to decide SHIQ(D).

6.1.6 Deleting D-Tautologies

In ordinary resolution, clauses that are true in any model can be removed without
jeopardizing completeness of the calculus. Removing such clauses is crucial for practical
applicability of resolution, because this drastically reduces the search space. To achieve
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the same effect forRD, we now define the notion of D-tautologies—clauses that are true
in any D-model due to properties of the concrete domain. We show that D-tautologies
can be deleted eagerly in a saturation process while preserving completeness.

Definition 6.1.18. A literal d(t) is a D-tautology if d̂(t) = d(x) is satisfied for any
assignment δ of variables x to elements of 4D. A clause is a D-tautology if it contains
a D-tautology literal.

For example, the clauses C ∨ f(x) ≈D f(x) and C ∨ >D(x) are D-tautologies.
Similarly, if 4D is the set of nonnegative integers, then the clause C ∨ ≥0 (x) is also
a D-tautology. We now show that such clauses are redundant and can be deleted in a
saturation process.

Lemma 6.1.19. D-tautologies can be eagerly deleted in a saturation by RD without
loosing completeness.

Proof. Let S = {di(ti)} be a minimal D-constraint. Obviously, S cannot contain a D-
tautology literal d(t), since S \ {d(t)} would be an even smaller D-constraint. Hence,
D-tautologies do not participate in inferences by the concrete domain resolution rule.

Let N be a set of ground clauses saturated under GD not containing the empty
clause. Furthermore, let I be a model obtained by applying the model building method
from Lemma 6.1.11 to all clauses from N that are not D-tautologies, and let δ be an
assignment of elements from 4D to elements of HU c (such an assignment exists by
Lemma 6.1.11, because N is saturated and does not contain the empty clause). Let I ′

be a model obtained by adding d(t) to I for each D-tautology literal d(t) of a ground
clause C ∈ N . Since all concrete domain literals occur positively in clauses in N ,
adding concrete literals to I cannot make any clause in N false. For each such literal,
we have δ(t) ∈ dD, so (I ′, δ) is a Herbrand d-model of N . Effectively, a D-tautology C
generates in I ′ only D-tautology concrete literals that cannot participate in a concrete
domain resolution rule; thus C can be deleted from N .

For the nonground calculus RD, simply observe that, if a nonground literal d(t) is
a D-tautology, then for all ground substitutions τ , the literal d(t)τ is a D-tautology
as well, so the lifting argument from Lemma 6.1.16 holds without change.

Note that a clause containing a complementary pair of concrete literals is not a
D-tautology and should not be deleted. Consider the following d-unsatisfiable set of
clauses (recall that ≈D and 6≈D are just a special concrete domain predicates):

a ≈D b ∨ a ≈D c(6.1)

b ≈D c(6.2)

a 6≈D b ∨ a 6≈D c(6.3)

Let a > b > c > 6≈D>≈D; the maximal literal in a clause is denoted like this .
Now d-unsatisfiability can be demonstrated as follows (the notation D(xx; yy) means
that a clause is derived by concrete domain resolution from clauses xx and yy):
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a ≈D c ∨ a 6≈D c D(6.1;6.3)(6.4)

a ≈D c D(6.1;6.2;6.4)(6.5)

a 6≈D c D(6.2;6.3;6.5)(6.6)

� D(6.5;6.6)(6.7)

The clause (6.4) is derived because {a ≈D b, a 6≈D b} is a D-constraint; the clause
(6.5) is derived because {a ≈D b, b ≈D c, a 6≈D c} is a D-constraint; the clause (6.6)
is derived because {b ≈D c, a 6≈D b, a ≈D c} is a D-constraint; and the clause (6.7) is
derived because {a ≈D c, a 6≈D c} is a D-constraint.

Note that (6.4) contains a complementary pair of concrete literals, but it should
not be deleted, as the empty clause cannot be derived without it. Intuitively, this
clause is needed to produce the literal a 6≈D c in the model, which is then used in
further applications of concrete domain resolution to detect inconsistency.

6.1.7 Combining Concrete Domains with Other Resolution Calculi

The proof of Lemma 6.1.6 is model-theoretic and does not depend on a calculus. Hence,
c-factoring can be applied as a preprocessing step, regardless of the calculus.

In order to make the presentation less technical, we considered the concrete domain
resolution rule only in combination with ordered resolution. However, from the proof
of Lemma 6.1.11, one may see that the concrete domain resolution rule is largely
independent from the actual calculus, and can be combined with other calculi whose
completeness proof is based on the model generation method [13].

To apply the concrete domain resolution rule to other calculi, the premises of the
concrete domain resolution rule must be those clauses that have at least one produc-
tive ground instance. For ordered resolution with selection, this means that premises
should not contain selected literals (since such clauses do not have productive ground
instances). The usual arguments for the calculus under consideration show that, if
N∞ does not contain the empty clause, one can generate an interpretation I using the
model generation method such that all clauses from N∞ are true in I. Furthermore,
the argument from the second part of Lemma 6.1.11 shows independently that, if all
inferences by the concrete domain resolution rule are redundant in N∞, then there is
an assignment δ such that (I, δ) is a d-model of N .

We denote with BSD the extension of the basic superposition calculus with a
concrete domain resolution rule. We stress that ≈D is a concrete predicate like any
other. Hence, due to encoding of atoms as E-terms (see Section 2.5), a literal s ◦ t
with ◦ ∈ {≈D, 6≈D} is actually a shortcut for a positive literal (s ◦ t) ≈ T. Therefore,
superposition and reflexivity resolution are not applicable to such literals; rather, they
participate only in inferences by concrete domain resolution.
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Theorem 6.1.20. Let N∞ be the set of closures obtained by saturating a set of closures
N by BSD. Then N is d-satisfiable if and only if N∞ does not contain the empty
closure.

Proof. The inference rules of BS are sound, and the soundness of the concrete domain
resolution rule follows exactly as in Lemma 6.1.10. For completeness, let us assume
that N∞ does not contain the empty closure. By [14, 96], it is possible to generate a
rewrite system RN , which uniquely defines the Herbrand interpretation RN

∗ such that
RN

∗ |= irredRN
(N). Furthermore, by exactly the same argument as in Lemma 6.1.11,

a function δ assigning concrete individuals to concrete terms from irredRN
(N) exists

such that, for each d(t) ∈ RN
∗, we have δ(t) ∈ dD.

However, (I, δ) is not necessarily a well-formed Herbrand d-model of irredRN
(N),

because it need not satisfy the first condition of Definition 6.1.2: it may be that we
have si ≈ ti ∈ RN

∗ for 1 ≤ i ≤ n, but, for some general function symbol f c, we
have δ(f c(s1, . . . , sn)) 6= δ(f c(t1, . . . , tn)). However, consider an assignment δ′ defined
as δ′(f c(s1, . . . , sn)) = δ(f c(nfRN

(s1), . . . , nfRN
(sn))). Obviously, δ′ satisfies the first

condition of Definition 6.1.2. Furthermore, by the definition of RN
∗, if d(t) ∈ RN

∗,
then d(nfRN

(t)) ∈ RN
∗. Because δ fulfills the second condition of Definition 6.1.2, δ′

fulfills it as well. Hence, (RN
∗, δ′) is a d-model of irredRN

(N). Finally, by the standard
lifting argument for basic superposition, (RN

∗, δ′) is a d-model of N .

The proof of Theorem 6.1.20 ensures by a model-theoretic argument that the prop-
erties of the model related to equality (the first condition of Definition 6.1.2) are
satisfied. To develop an intuition behind this result, we present an alternative, proof-
theoretic argument. The first condition of Definition 6.1.2 is obviously fulfilled if, for
each general function symbol f c of arity n, we add the following closure:

x1 6≈ y1 ∨ . . . ∨ xn 6≈ yn ∨ f c(x1, . . . , xn) ≈D f c(y1, . . . , yn)(6.8)

If we select all literals xi 6≈ yi, such a closure can only participate in a reflexivity
resolution inference, producing a closure of the following form:

f c(x1, . . . , xn) ≈D f c(x1, . . . , xn)(6.9)

Such a closure is obviously a D-tautology, so by Lemma 6.1.19 it can be removed from
the closure set. Effectively, the first condition of Definition 6.1.2 is always trivially
satisfied; however, it is needed in Definition 6.1.2 to ensure that replacing subterms of
concrete terms with equal terms has the usual semantics.

6.2 Deciding SHIQ(D)

In this section, we combine the concrete domain resolution rule from Section 6.1 with
the algorithm from Chapter 5 to obtain a decision procedure for checking satisfiability
of SHIQ(D) knowledge bases.
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Table 6.1: Closures after Preprocessing Stemming from Concrete Datatypes

12 ¬T (x, yc) ∨ U(x, yc)
13

∨
(¬)Ci(x) ∨ T (x, f c(x))

14
∨

(¬)Ci(x) ∨ d(f c
1(x), . . . , f c

m(x))
15

∨
(¬)Ci(x) ∨ f c

i (x) 6≈D f c
j (x)

16
∨

(¬)Ci(x) ∨
∨n

i=1 ¬Ti(x, yc
i ) ∨ d(yc

1, . . . , y
c
n)

17
∨

(¬)Ci(x) ∨
∨n

i=1 ¬T (x, yc
i ) ∨

∨n
i=1

n
j=i+1y

c
i ≈D yc

j

18 T (a, bc)
19 ¬T (a, yc) ∨ yc 6≈D bc

20 ac ≈D bc

21 ac 6≈D bc

The operator Ω from Section 5.2 can be used to eliminate transitivity axioms from
a SHIQ(D) knowledge base KB by encoding it into an equisatisfiable knowledge base
Ω(KB): concrete roles cannot be transitive, so Theorem 5.2.3 applies without changes.
Hence, without loss of generality, in the rest of this section we consider ALCHIQ(D)
knowledge bases only.

With BSD,+
DL we denote the BS+ calculus extended with the concrete domain resolu-

tion rule, parameterized as specified in Definition 5.3.3. To obtain a decision procedure
for ALCHIQ(D), we show that the results of Lemma 5.3.6 remain valid when a set
of ALCHIQ(D)-closures is saturated under BSD,+

DL . In particular, we show that the
application of the concrete domain resolution rule does not cause generating terms of
arbitrary depth. Furthermore, we show that the maximal length of a D-constraint
to be considered is polynomial in |KB |, assuming a limit on the arity of concrete
predicates, so the complexity of reasoning does not increase.

6.2.1 Closures with Concrete Predicates

With Ξ(KB) we denote the set of closures obtained from KB by structural transfor-
mation (see Definition 5.3.1) and c-factoring. By definition of π from Table 3.1 and
Table 3.4, it is easy to see that Ξ(KB) can contain only closures with structure given in
Table 5.1, with all variables, function symbols, and predicate arguments being of the
sort a, and, additionally, closures with structure given in Table 6.1. Note that closures
of type 21 are obtained by applying c-factoring to closures of the form ¬T (a, bc).

We now generalize the closures from Table 6.1 to include closure types produced
in a saturation of Ξ(KB) by BSD,+

DL : the set N is a set of ALCHIQ(D)-closures if
it contains the closures of types from Tables 5.2 and 6.2, without Conditions (iii)–
(vii). By the definition of Ξ, it is obvious that Lemma 5.3.2 and Lemma 5.3.4 hold for
ALCHIQ(D)-closures as well.
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6.2.2 Closure of ALCHIQ(D)-Closures under Inferences

We now extend Lemma 5.3.6 to handle ALCHIQ(D)-closures.

Lemma 6.2.1. Let N be a set of ALCHIQ(D)-closures and C1 · ρ, . . . , Ck · ρ the
nonredundant closures obtained by applying a BSD,+

DL inference to premises from N .
Then, N ∪ {C1 · ρ, . . . , Ck · ρ} is a set of ALCHIQ(D)-closures.

Proof. The sorts of the abstract and concrete domain predicates are disjoint; further-
more, in closures of type 11 literals with concrete predicates or concrete equalities are
always maximal. Hence, an inference between closures of types 1–7 and 9–13 is not
possible. Also, a closure of type 8 can participate in an inference with a closure of type
1–7 only on abstract roles and concepts, and in an inference with a closure of type
9–13 only on concrete roles and concrete literals. Hence, the proof of Lemma 5.3.6
remains valid for closures of types 1–8. Furthermore, decomposition can be applied
analogously as in Theorem 5.4.8.

Since equality among concrete terms is actually a concrete predicate, it does not
participate in superposition inferences; rather, it participates only in concrete domain
resolution. Hence, there are no superposition inferences into closures of type 10, so
there are no termination problems as in Lemma 5.3.6. Finally, in a closure of type 8
containing a literal L = ¬T (〈a〉 , yc), the literal L is selected. Hence, such a closure
can only participate in superposition into the first argument of L, or in resolution with
a closure of type 3 or 8. In both cases, the result is a closure of type 8.

The most important difference to the proof of Lemma 5.3.6 lies in the application
of the concrete domain resolution rule, with n side premises of the form Ci ∨ di(〈ti〉).
Let xi be the free variables of the side premises of type 11, and let S = {di(ti)}. For
any most general partitioning unifier σ of S, Sσ must be connected, so there are two
possibilities:

• If all side premises are of type 11, σ is of the form {x2 7→ x1, . . . , xn 7→ x1}. The
result is obviously a closure of type 11.

Table 6.2: ALCHIQ(D)-Closures

8 in addition to literals from Table 5.2, a closure can additionally contain
T(〈a〉 , 〈bc〉) ∨ d(〈tc

1〉 , . . . , 〈tc
n〉) ∨

∨
〈tci 〉≈D/ 6≈D 〈tcj〉 ∨

∨
¬T (〈a〉 , yc) ∨ yc 6≈D bc

where tci and tcj are either a constant bc, or a term f c
i ([a])

9 ¬T (x, yc) ∨ U(x, yc)
10 Pf c

(x) ∨ T (x, 〈f c(x)〉)
11 P(x) ∨ d(〈f c

1(x)〉 , . . . , 〈f c
n(x)〉) ∨

∨
〈f c

i (x)〉≈D/ 6≈D

〈
f c

j(x)
〉

12 P(x) ∨
∨n

i=1 ¬T (x, yc
i ) ∨

∨n
i=1

n
j=i+1y

c
i ≈D yc

j

13 P(x) ∨
∨n

i=1 ¬Ti(x, yc
i ) ∨ d(yc

1, . . . , y
c
n)
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• Assume there is a side premise of type 8, and that Sσ is connected. If Sσ would
contain a variable xi, then the literal di(f c

i(xi)) would not contain a ground
term, so Sσ would not be connected. Hence, all literals from Sσ are ground, and
σ is of the form {x1 7→ c1, . . . , xn 7→ cn}. The result is a closure of type 8.

Hence, all nonredundant inferences of BSD,+
DL applied to ALCHIQ(D)-closures

produce an ALCHIQ(D)-closure.

By inspecting the proof of Lemma 6.2.1, one may easily extend the Corollary 5.3.8
to include ALCHIQ(D) closures:

Corollary 6.2.2. If a closure of type 8 participates in a BSD,+
DL inference in a deriva-

tion from Lemma 6.2.1, the unifier σ contains only ground mappings, and the conclu-
sion is a closure of type 8. Furthermore, a closure of type 8 cannot participate in an
inference with a closure of type 4 or 6.

The proof of Lemma 6.2.1 also shows that closures from ℵD cannot participate
in inferences by concrete domain resolution. Namely, in nonground inferences, an
individual aα does not unify with f c(x), and for ground inferences, an individual aα

does not occur in any ABox clause. Hence, it is not necessary to ensure that Ξ(KB)
is D-extended.

Corollary 6.2.3. In any BSD,+
DL derivation from Ξ(KB) ∪ ℵD, the closures from ℵD

do not participate in any inferences.

6.2.3 Termination and Complexity Analysis

Establishing termination and determining the complexity is slightly more difficult.
Let m denote the maximal arity of a concrete domain predicate, d the number of
concrete domain predicates, and f the number of function symbols. By skolemizing
∃T1, . . . , Tm.d, we introduce m function symbols, so f is linear in |KB | for unary
coding of numbers as in Lemma 5.3.10. In addition to literals from ALCHIQ-closures,
ALCHIQ(D)-closures can contain literals of the form d(〈f1(x)〉 , . . . , 〈fm(x)〉). The
maximal nonground closure contains all such literals, of which there can be d(2f)m

many (the factor 2 takes into account that each term can be marked or not); moreover,
there are 2d(2f)m

different combinations of concrete domain literals. This presents us
with a problem: in general, m is linear in |KB |, so the number of closures is doubly-
exponential, thus invalidating Lemma 5.3.10.

A possible solution to this problem is to assume a bound on the arity of concrete
predicates. This is justifiable from a practical point of view: it is hard to imagine
a practically useful concrete domain with predicates of unbounded arity. Thus, m
becomes a constant, and does not depend on |KB |. The maximal length of a closure
is now polynomial in |KB |, and the number of closures is exponential in |KB | in the
same way as in Lemma 5.3.10. The following lemma provides the last step necessary
to determine the complexity of the algorithm.
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Lemma 6.2.4. The maximal number of side premises participating in a concrete do-
main resolution rule in a BSD,+

DL derivation from Lemma 6.2.1 is at most polynomial
in |KB |, assuming a bound on the arity of concrete predicates.

Proof. Let S = {di(ti)} be the multiset of maximal concrete domain literals of n side
premises Ci∨di(ti), and let σ be a most general partitioning unifier of S. Obviously, Sσ
should not contain repeated literals di(ti)σ; otherwise, Ŝσ contains repeated conjuncts
and is not minimal. Hence, the longest set Sσ is the one in which each di(ti)σ is
distinct.

Let m be the maximal arity of a concrete domain predicate, f the number of
function symbols, d the number of concrete domain predicates, and c the number of
constants in the signature of Ξ(KB). Then, there are at most `ng = dfm distinct
nonground concrete domain literals, and at most `g = d(c + cf)m distinct ground
concrete domain literals. Assuming a bound on m and for unary coding of numbers,
both `ng and `g are polynomial in |KB |.

If all side premises are of type 11, the maximal literals are not ground. Since Sσ
should be connected, the only possible form that σ can take is {x2 7→ x1, . . . , xn 7→ x1}.
Hence, Sσ contains only one variable x1, so the maximal number of distinct literals in
Sσ is `ng. Thus, the maximal number of nonground side premises n to be considered
is bounded by `ng, and all side premises are unique up to variable renaming.

If there is a side premise of type 8, at least one maximal literal is ground. Since Sσ
should be connected, σ can be of the form {x1 7→ c1, . . . , xn 7→ cn}. All literals in Sσ
are ground, so the maximum number of distinct literals in Sσ is `g. Thus, the maximal
number of side premises n (by counting each possible copy of a premise separately) to
be considered is bounded by `g.

Along with the technical assumptions mentioned in Subsection 5.3.4, we get the
following result:

Theorem 6.2.5. Let KB be an ALCHIQ(D) knowledge base, defined over an ad-
missible concrete domain D, for which D-satisfiability of finite conjunctions over ΦD

can be decided in deterministic exponential time. Then, saturation of Ξ(KB) by BSD,+
DL

with eager application of redundancy elimination rules decides satisfiability of KB, and
runs in time exponential in |KB |, for unary coding of numbers and assuming a bound
on the arity of concrete predicates.

Proof. As already explained, a polynomial bound on the length, and an exponential
bound on the number of closures in a set of ALCHIQ(D)-closures follows in the
same way as in Lemma 5.3.10 and Theorem 5.4.8. By substituting Lemma 6.2.1 for
Lemma 5.3.6, the proof of the Theorem 5.3.11 also holds in the case of ALCHIQ(D)
knowledge bases for all inferences apart from the concrete domain resolution rule. The
only remaining problem is to show that, in applying the concrete domain resolution
rule, the number of satisfiability checks of conjunctions over D is exponential in |KB |,
and that the length of each conjunction is polynomial in |KB |.
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To apply the concrete domain resolution rule to a set of closures N , a subset
N ′ ⊆ N must be selected, for which maximal concrete domain literals are unique
up to variable renaming. By Lemma 6.2.4, ` = |N ′| is polynomial in |KB |, and N ′

contains at most ` variables. If N ′ does not contain a closure of type 8, there is
exactly one substitution σ that unifies all ` variables. If there is at least one closure of
type 8, then each one of ` variables can be assigned to one of c constants, producing
c` combinations, which is exponential in |KB |. Closures in N ′ are chosen from the
maximal set of all closures, which is exponential in |KB |, and since |N ′| is polynomial
in |KB |, the number of different sets N ′ is exponential in |KB |. Hence, the maximal
number of D-constraints that should be examined by the concrete domain resolution
rule is exponential in |KB |, where the length of each D-constraint is polynomial in
|KB |. Under the assumption that the satisfiability of each D-constraint can be checked
in deterministic exponential time, all inferences by the concrete domain resolution rule
can be performed in exponential time, so the claim of the theorem follows.

The proof of Lemma 6.2.4 demonstrates how to implement the concrete domain
resolution rule in practice. There are two cases:

• For concrete domain resolution without a side premise of type 8, the most general
partitioning unifier is of the form σ = {x2 7→ x1, . . . , xn 7→ x1}. Hence, we should
consider only closures with maximal literals unique up to variable renaming,
without several copies of one and the same closure.

• For concrete domain resolution where at least one side premise is of type 8,
we first choose a connected set of closures ∆g

0 of type 8. Let ∆c
0 be the set of

constants, and ∆f
0 the set of function symbols occurring in a ground term f(c) in

a closure from ∆g
0. We then select the set of closures ∆ng

0 of type 11 containing
a function symbol from ∆f

0. To obtain a connected constraint, a most general
partitioning unifier σ of ∆g

0 ∪∆ng
0 contains mappings of the form xi 7→ c, for

c ∈ ∆c
0. To make all literals in the constraint unique, a closure from ∆ng

0 can be
used at most |∆c

0| times. For each such unifier σ, let ∆g
1 = ∆g

0σ ∪∆ng
0. It is

possible that, for ∆f
1 the set of function symbols occurring in a ground term f(c)

in ∆g
1, we have ∆f

0 ( ∆f
1; in this case we repeat the process iteratively. The

process will terminate, since the set of closures is finite, and will yield a maximal
possible set of connected concrete literals. A minimal connected constraint is
then a subset of this maximal literal set.

6.3 Example

To better understand how to apply the concrete domain resolution rule in practice, we
apply BSD,+

DL to the example from Subsection 3.2.3, and show proof-theoretically that
KB3∪KB4 |=D GrWS (pc2 ). This is the case if and only if KB ′ is unsatisfiable, where
KB ′ is defined as follows:

(6.10) KB ′ = KB3 ∪KB4 ∪ {¬GrWS (pc2 )}
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Translation into Closures. Note that, in Subsection 3.2.3, the knowledge base
KB3 is defined as KB1 form Subsection 3.1.1, extended with axioms (3.18)–(3.19).
The translation of KB1 into closures has been presented in Section 5.5, and it consists
of closures (5.34)–(5.53); we now translate the axioms (3.18)–(3.19) from KB4.

The axiom (3.19) contains a nonatomic subconcept PC u ∃price.≥2000, so we in-
troduce a new concept Q4, and replace (3.19) with (6.11) and (6.12). Furthermore,
(3.21) contains a nonliteral concept ∃price.≤1500, so we introduce a new concept Q5,
and replace (3.21) with (6.13) and (6.14).

HighEnd v GrWS tQ4(6.11)
Q4 v PC u ∃price.≥2000(6.12)

Q5 v ∃price.≤1500(6.13)
Q5(pc2 )(6.14)

The clausification algorithm can now be applied directly, yielding the following
closures:

(6.15) ¬price(x, y1) ∨ ¬price(x, y2) ∨ y1 ≈D y2 (3.18)
(6.16) ¬HighEnd(x) ∨GrWS (x) ∨Q4(x) (6.11)
(6.17) ¬Q4(x) ∨ PC (x) (6.12)
(6.18) ¬Q4(x) ∨ price(x, h(x)) (6.12)
(6.19) ¬Q4(x) ∨ ≥2000(h(x)) (6.12)
(6.20) ¬Q5(x) ∨ price(x, i(x)) (6.13)
(6.21) ¬Q5(x) ∨ ≤1500(i(x)) (6.13)
(6.22) Q5(pc2 ) (6.14)
(6.23) HighEnd(pc2 ) (3.20)
(6.24) ¬GrWS (pc2 ) (6.10)

Saturation by BSD,+
DL . The E-term ordering, the selection function, and the notation

are the same as in Section 5.5. D(. . .) denotes the application of the concrete domain
resolution rule. We now show the inference steps in saturating Ξ(Ω(KB ′)) by BSD,+

DL .

⇒ (6.25) ¬Q4(x) ∨ ≥2000(h(x))

⇒ (6.26) ¬Q5(x) ∨ ≤1500(i(x))

⇒ (6.27) ¬Q4(x) ∨ price(x, h(x))

⇒ (6.28) ¬Q5(x) ∨ price(x, i(x))

⇒ (6.29) ¬price(x, y1) ∨ ¬price(x, y2) ∨ y1 ≈D y2

R(6.27;6.28) ¬Q4(x) ∨ ¬Q5(x) ∨ [h(x)] ≈D [i(x)]
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⇒ (6.30) ¬Q4(x) ∨ ¬Q5(x) ∨ [h(x)] ≈D [i(x)]
D(6.25;6.26) ¬Q4(x) ∨ ¬Q5(x)

We briefly explain the last inference. The maximal literals of closures (6.25), (6.26)
and (6.30) are S = {≥2000(h(x)), ≤1500(i(x1)), h(x2) ≈D i(x2)} (since the premises of
each inference rule are assumed to be variable disjoint, the variables in closures (6.25)
and (6.26) are renamed appropriately). The substitution σ = {x1 7→ x, x2 7→ x}
is the only MGPU of S, and Sσ = {≥2000(h(x)), ≤1500(i(x)), h(x) ≈D i(x)}. The
conjunction Ŝσ = ≥2000(y) ∧ ≤1500(z) ∧ y ≈D z is obtained from Sσ by replacing the
term h(x) with y, and the term i(x) with z. Obviously, Ŝσ is D-unsatisfiable, so we
apply the concrete domain resolution rule. We now continue the saturation.

⇒ (6.31) HighEnd(pc2 )

⇒ (6.32) ¬HighEnd(x) ∨GrWS (x) ∨Q4(x)
R(6.31) GrWS ([pc2 ]) ∨Q4([pc2 ])

⇒ (6.33) GrWS ([pc2 ]) ∨Q4([pc2 ])

⇒ (6.34) ¬GrWS (pc2 )
R(6.33) Q4([pc2 ])

⇒ (6.35) ¬Q4(x) ∨ ¬Q5(x)

⇒ (6.36) Q5(pc2 )
R(6.35) ¬Q4([pc2 ])

⇒ (6.37) Q4([pc2 ])

⇒ (6.38) ¬Q4([pc2 ])
R(6.37) �

⇒ (6.39) �

In (6.39), the empty closure is added to W , so Ξ(Ω(KB ′)) is d-unsatisfiable. Also,
Ξ(Ω(KB ′)) is c-factored (it does not contain a negative literal containing a concrete
term), so it is D-unsatisfiable as well, thus implying KB3 ∪KB4 |=D GrWS (pc2 ).

6.4 Related Work

The need to represent and reason with concrete data in description logic systems was
recognized early on. Early systems, such as MESON [40] and CLASSIC [22], provided
such features, mostly in an ad-hoc manner by means of built-in predicates.
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The first rigorous treatment of reasoning with concrete data in description logics
was presented by Baader and Hanschke in [5]. The authors introduce the notion of
a concrete domain and consider reasoning in ALC(D), a logic allowing feature chains
(chains of functional roles) to occur in existential and universal restrictions. The au-
thors show that adding a concrete domain does not increase the complexity of checking
concept satisfiability—that is, it remains in PSpace. Sound and complete reasoning
can be performed by extending the standard tableau algorithm for ALC with an addi-
tional branch closure check, which detects potential unsatisfiability of concrete domain
constraints on a branch. Furthermore, if transitive closure of roles is allowed, the au-
thors show that checking concept satisfiability becomes undecidable. The approach of
Baader and Hanschke was implemented in the TAXON system [63].

Contrary to modern description logic systems, the approach presented in [5] does
not allow TBoxes. In [89] it was shown that allowing cyclic TBoxes makes reasoning
with a concrete domain undecidable in general. More important, undecidability holds
for all numeric concrete domains, which are probably the most practically relevant
ones. Still, in [87] it was shown that reasoning with a temporal concrete domain is
decidable even with cyclic TBoxes, thus providing for an expressive description logic
with features for temporal modeling.

It turned out that even without cyclic TBoxes, extending the logic is difficult. In
[89] it was shown that extending ALC(D) with either acyclic TBoxes, inverse roles,
or role-forming concrete domain constructor makes reasoning NExpTime-hard. The
main reason for this is the presence of the feature chain concept constructor, which can
be used to force equality of objects at the end of two distinct chains of features in a
model. Hence, feature chains with concrete domains destroy the tree-model property,
which was identified in [147] as the main explanation for the good properties of modal
and description logics.

Since obtaining expressive logics with concrete domains turned out to be difficult,
another path to extending the logic was taken in [62], by prohibiting feature chains.
In this way, concrete domain reasoning is restricted only to immediate successors of
an abstract individual, so the tree-model property remains preserved. A decision
procedure for an expressive ALCNHR+ logic extended with concrete domains without
feature chains was presented in [62], obtained by extending the tableau algorithm
with concrete domain constraint checking. In [70], the term datatypes was introduced
for a concrete domain without feature chains, and a tableau decision procedure for
SHOQ(D) (a logic providing nominals and datatypes) was presented. This approach
was extended to allow for n-ary concrete roles in [101]. The results of this research
influenced significantly the development of the Semantic Web ontology language OWL
[106], which also supports datatypes.

Apart from fundamental issues, such as decidability and complexity or reasoning,
other issues were considered to make concrete domains practically applicable. In prac-
tice, usually several different datatypes are needed. For example, an application might
use the string datatype to represent a person’s name, and the integer datatype to
represent a person’s age. It is natural to model each datatype as a separate concrete
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domain, and then to integrate several concrete domains for reasoning purposes. An
approach for integrating concrete domains was already presented in [5], and was fur-
ther extended to datatype groups in [103], which simplify the integration process by
taking care of the extensions of negative concrete literals.

Until now, all existing approaches consider reasoning with a concrete domain in
tableau and automata frameworks. In the resolution setting, many Prolog-like systems,
such as XSB,1 provide built-in predicates to handle datatypes. However, to the best of
our knowledge, none of these approaches is complete for even the basic logic ALC(D).
Built-in predicates are only capable of handling explicit datatype constants, and cannot
cope with individuals introduced by existential quantification. Hence, ours is the first
approach that we are aware of that supports reasoning with a concrete domain in the
resolution setting and is complete w.r.t. the semantics from [5].

Concrete domain resolution calculus can be viewed as an instance of theory reso-
lution [139]. In fact, it is similar to ordered theory resolution [15], in which inferences
with theory literals are restricted to maximal literals only. It has been argued in [15]
that tautology deletion is not compatible with ordered theory resolution. However,
the concrete domain resolution calculus is fully compatible with the standard notion
of redundancy, so all existing deletion and simplification techniques can be freely used.
Furthermore, in our work we explicitly address the issues specific to concrete domains,
such as the necessity to consider several copies of a clause in an inference by the
concrete domain resolution ruls.

1http://xsb.sourceforge.net/

http://xsb.sourceforge.net/


Chapter 7

Reducing Description Logics to
Disjunctive Datalog

Based on the algorithms presented in Chapters 5 and 6, we now develop an algo-
rithm for reducing a SHIQ(D) knowledge base KB to a disjunctive datalog program
DD(KB). The program DD(KB) entails the same set of ground facts as KB , so it
can be used to answer queries in KB . Furthermore, we also present an algorithm for
answering queries in DD(KB) that runs in exponential time, and thus show that our
approach does not increase the complexity of reasoning.

For the algorithms in this chapter, the distinction between the skeleton and the
substitution part of a closure is not important. Hence, instead of “closure,” we use a
more common term “clause.”

7.1 Overview

Our reduction algorithm is based on the observation that, while saturating Ξ(KB)
using BSD,+

DL , after performing all inferences with nonground clauses, all remaining
inferences involve a clause of type 8 containing terms whose depth is at most one.
Intuitively, we simulate these terms with fresh constants, and thus allow transform-
ing each BSD,+

DL refutation from Ξ(KB) to a refutation in DD(KB). The reduction
algorithm consists of the following steps:

• Transitivity axioms are eliminated using the transformation from Section 5.2.
Hence, we consider onlyALCHIQ(D) knowledge bases in the remaining sections.

• The TBox and the RBox clauses of Ξ(KB) are saturated together with the clauses
from gen(KB) (see Definition 5.4.9) using BSD,+

DL , thus performing all inferences
with nonground clauses. As shown in Lemma 7.2.1, certain clauses can be re-
moved from the saturated set, as they cannot participate in further inferences.

• If the saturated set does not contain the empty clause, function symbols are
eliminated from the clauses as explained in Section 7.2. Lemma 7.2.4 demon-

123
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strates that this transformation does not affect satisfiability. Intuitively, if ABox
clauses are added to the saturated set and saturation is continued, all remaining
inferences involve a clause of type 8 and produce a clause of type 8, and each
such inference can be simulated in the function-free clause set.

• In order to reduce the size of the datalog program, some irrelevant clauses are
removed as explained in Section 7.3. Lemma 7.3.2 demonstrates that this trans-
formation also does not affect satisfiability.

• Transformation of KB into DD(KB) is explained in Section 7.4 and it is straight-
forward: it suffices to transform each clause into the equivalent sequent form.
Theorem 7.4.2 summarizes the properties of the resulting datalog program. As
discussed in Subsection 4.8.2, such a program can be interpreted under minimal
or standard first-order semantics, as long as it is used only for answering positive
ground queries.

7.2 Eliminating Function Symbols

Let KB be an extensionally reduced ALCHIQ(D) knowledge base KB ; furthermore,
let ΓT Rg = Ξ(KBT ∪KBR)∪ gen(KB). By the definitions of Ξ and gen, the set ΓT Rg

does not contain clauses of type 8. Furthermore, let Γ = SatR(ΓT Rg)∪Ξ(KBA), where
SatR(ΓT Rg) is the relevant set of saturated clauses—that is, clauses of types 1, 2, 3, 5, 7,
and 9–13 obtained by saturating ΓT Rg by BSD,+

DL with eager application of redundancy
elimination rules. Intuitively, Sat(ΓT Rg) contains all nonredundant clauses derivable
by BSD,+

DL from the TBox and the RBox, so each further inference in the saturation
of Γ involves a clause of type 8. Such a clause cannot participate in an inference
with a clause of type 4 or 6, so we can safely delete the latter clauses, and consider
only the SatR(ΓT Rg) subset. Adding gen(KB) is necessary to compute all nonground
consequences of clauses possibly introduced by decomposition.

Lemma 7.2.1. KB is D-unsatisfiable if and only if Γ is D-unsatisfiable, for an ex-
tensionally reduced ALCHIQ(D) knowledge base KB,

Proof. Let Γ′ = Ξ(KB) ∪ gen(KB). Because it does not contain clauses of type 8,
Γ′ is c-factored. Since all clauses from gen(KB) contain a new predicate QR,f , any
interpretation of Ξ(KB) can be extended to an interpretation of Γ′ by adjusting the
interpretation of QR,f as needed. Hence, KB is D-equisatisfiable with Ξ(KB) by
Lemma 5.3.2, Ξ(KB) is D-equisatisfiable with Γ′, and, by Lemma 6.1.6 and Theorem
6.1.20, Γ′ is D-unsatisfiable if and only if the set of clauses derived by saturating Γ′

with BSD,+
DL contains the empty clause. Since the order in which the inferences are

performed in a derivation Γ′ = N0, N1, . . . can be chosen don’t-care nondeterminis-
tically, we perform all nonredundant inferences among clauses from ΓT Rg first. Let
Ni = Sat(ΓT Rg) ∪ Ξ(KBA) be the resulting intermediate set of clauses.
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If Ni contains the empty clause, Γ contains it as well (the empty clause is of type
5), and the claim of the lemma follows. Otherwise, we continue the saturation of Ni.
In such a derivation, each Nj , j > i, is obtained from Nj−1 by an inference involving at
least one clause not in Ni. By induction on the derivation length, one can show that
Nj \Ni contains only clauses of type 8: namely, all nonredundant inferences between
clauses of type other than 8 have been performed in Ni, and, by Corollary 6.2.2, each
inference involving a clause of type 8 produces a clause of type 8. A conclusion of an
inference can be decomposed into a clause of type 8 and a clause of type 3; however,
the resulting clause of type 3 has the form ¬QR,f (x) ∨R(x, [f(x)]) and is, by Lemma
5.4.10, contained in gen(KB), so only a clause of type 8 is added to Nj .

Furthermore, by Corollary 6.2.2, a clause of type 4 and 6 can never participate in
an inference with a clause of type 8. Hence, such a clause cannot be used to derive a
clause in Nj \Ni, j > i, so Ni can safely be replaced by Γ. Any set of clauses Nj , j > i,
that can be obtained by saturation from Γ′, can be obtained by saturation from Γ as
well, modulo clauses of type 4 and 6. Hence, the saturation of Γ′ by BSD,+

DL derives
the empty clause if and only if the saturation of Γ by BSD,+

DL derives the empty clause,
so the claim of the lemma follows.

If KB does not use number restrictions, further optimizations are possible. By
Corollary 5.3.9, clauses of types 3 or 5 containing a function symbol cannot participate
in an inference with a clause of type 8. Hence, such clauses can also be eliminated
from the saturated set; that is, they need not be included in SatR(ΓT Rg). Observe
that this does not necessarily hold for clauses of type 10 and 11: if there is a clause
of type 13 with more than one literal ¬Ti(xi, y

c
i ), then such a clause might derive a

ground concrete literal containing a function symbol.
We now show how to eliminate function symbols from clauses in Γ. Intuitively,

the idea is to replace each ground term f(a) with a new constant, denoted with af .
For each function symbol f we introduce a new predicate symbol Sf that contains,
for each abstract constant a, a tuple of the form Sf (a, af ). Thus, Sf contains the
f -successor of each constant. A clause C is transformed by replacing each occurrence
of a term f(x) with a new variable xf , and appending the literal ¬Sf (x, xf ). The
Herbrand universe of the transformed clause set is finite and can be enumerated in a
finite predicate HU ; this predicate is used to bind unsafe variables in clauses. This
transformation is formalized in the following definition:

Definition 7.2.2. The operator λ maps terms to terms as follows:

• λ(a) = a;

• λ(f(a)) = af , for af a new globally unique constant1 with sort(af ) = sort(f(a));

• λ(x) = x;

• λ(f(x)) = xf , for xf a new globally unique variable with sort(xf ) = sort(f(x)).
1Globally unique means that, for some f and a, the constant af is uniquely defined.



126 7. Reducing Description Logics to Disjunctive Datalog

We extend λ to ALCHIQ(D)-clauses such that, for an ALCHIQ(D)-clause C,
λ(C) gives a function-free clause as follows:

1. Each term t in the clause is replaced with λ(t).

2. For each variable xf introduced in step 1, the literal ¬Sf (x, xf ) is appended to
the clause.

3. If, after steps 1 and 2, a variable x occurs in a positive, but not in a negative
literal, the literal ¬HU (x) is appended to the clause.

For a position p in a clause C, let λ(p) denote the corresponding position in λ(C).
For a substitution σ, let λ(σ) denote the substitution obtained from σ by replacing
each assignment x 7→ t with x 7→ λ(t). With λ− we denote the inverse of λ (that is,
λ−(λ(α)) = α for any term, clause, position, or a substitution α).2

For KB an extensionally reduced ALCHIQ(D) knowledge base, the function-free
version of Ξ(KB), denoted with FF(KB), is defined as follows:

FF(KB) = FFλ(KB) ∪ FFSucc(KB) ∪ FFHU (KB) ∪ Ξ(KBA)
FFλ(KB) = {λ(C) | C ∈ SatR(ΓT Rg)}

FFSucc(KB) = {Sf (a, af ) | for each a and f from Ξ(KB)}
FFHU (KB) = {HU (a) | for each a from Ξ(KB)} ∪

{HU (af ) | for each a and f of sort a from Ξ(KB)}

Note that, if a variable occurs in a positive, but not in a negative literal in a clause
from SatR(ΓT Rg), such a variable must be of the abstract sort. Therefore, it suffices
to enumerate in HU only the abstract part of the Herbrand universe. We now prove
a lemma about the syntactic structure of clauses in FF(KB).

Lemma 7.2.3. If Ξ(KBA) is c-factored, then FF(KB) is c-factored as well. Further-
more, nonground negative equality literals occur in clauses of FF(KB) only in disjunc-
tions of the form xf 6≈ xg ∨ ¬Sf (x, xf ) ∨ ¬Sg(x, xg).

Proof. For the first claim, observe that each clause C of type 9, 12, or 13 is c-factored,
so λ(C) is c-factored as well. Furthermore, for a clause C of type 10 and 11, a term
of sort c occurs only in positive literals of C, so such terms can occur in λ(C) only in
negative literals of the form ¬Sf (x, xc

f ). Moreover, each variable xc
f occurs in exactly

one such literal, so λ(C) is c-factored.
For the second claim, observe that λ(C) can contain nonground equalities only if

C is a clause of type 5. Since such clauses only contain negative equality literals of the
form f(x) 6≈ g(x), λ(C) contains xf 6≈ xf ∨ ¬Sf (x, xf ) ∨ ¬Sg(x, xg).

We now show that eliminating function symbols does not affect satisfiability—that
is, that KB and FF(KB) are D-equisatisfiable.

2Note that λ is injective, but not surjective, so to make the definition of λ− is correct, we assume
that λ− is applicable only to the range of λ.
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Lemma 7.2.4. KB is D-unsatisfiable if and only if FF(KB) is D-unsatisfiable, for an
extensionally reduced ALCHIQ(D) knowledge base KB.

Proof. Since KB and Γ are D-equisatisfiable by Lemma 7.2.1, the claim of this lemma
can be demonstrated by showing that Γ and FF(KB) are D-equisatisfiable. Further-
more, since Γ and FF(KB) are c-factored, by Lemma 6.1.6 it suffices to show that they
are d-equisatisfiable.

(⇐) Let C denote the calculus consisting of hyperresolution with superposition, eager
splitting, and concrete domain resolution, where all negative nonequality literals are
selected. Assume that FF(KB) is d-unsatisfiable. Then, a derivation B from FF(KB)
by C deriving the empty clause exists. By induction on the depth of B, we construct a
derivation B′ from Γ by sound inference steps and splitting such that each node Nn in
B corresponds one-to-one to a node N ′

n in B′ satisfying the following property (*): if C
is a clause in Nn not of the form Sf (u, v) or HU (u), then N ′

n contains the counterpart
clause of C that is equal to λ−(C). To simplify the presentation, we allow the children
of a node in B′ to be obtained by applying zero or more sound inferences to the parent
node. The induction base n = 0 is obvious. Now assume that, for some node Nn in B,
we have a node N ′

n in B′ satisfying (*), and consider all possible inferences applicable
to clauses in Nn.

• For a superposition inference, the clause that superposition is performed from
must be ground; namely, each nonground clause is safe, so it contains negative
literals, which are selected. Furthermore, because of splitting, all ground clauses
are unit clauses, so superposition can be performed only from a clause of the form
s ≈ t. Consider now superposition into a ground unit clause L. If L = HU (s),
superposition is redundant, since HU is instantiated for each constant occurring
in FF(KB), so the conclusion is already contained in Nn. If L = Sf (s, u) or
L = Sf (u, s), then the proposition holds trivially. Otherwise, by the induction
hypothesis, counterpart clauses λ−(s ≈ t) and λ−(L) are contained in N ′

n, so
superposition can be performed on these clauses on N ′

n to derive the required
counterpart clause. Identical arguments hold for a superposition inference into
¬T (s, yc) ∨ yc 6≈D bc. Because nonground clauses of other types contain only
variables, superposition into such clauses is not possible.

• Reflexivity resolution can be applied to a ground clause u 6≈ u. By the induction
hypothesis, the set N ′

n contains λ−(u 6≈ u), so reflexivity resolution can be ap-
plied to it to derive the required counterpart clause. Reflexivity resolution is not
applicable to nonground closures: by Lemma 7.2.3, negative literals xf 6≈ xg al-
ways occur in disjunctions xf 6≈ xg∨¬Sf (x, xf )∨¬Sg(x, xg), in which ¬Sf (x, xf )
and ¬Sg(x, xg) are selected.

• Equality factoring is not applicable to a clause from Nn, since all positive clauses
from Nn are ground unit clauses.



128 7. Reducing Description Logics to Disjunctive Datalog

• Consider a hyperresolution with a main premise C, side premises E1, . . . , Ek,
and a unifier σ, resulting in a hyperresolvent H. The side premises Ei are not
allowed to contain selected literals, so they are ground unit clauses. Furthermore,
the clause C is safe, and, by Lemma 7.2.3, for each literal of the form xf 6≈ xg,
C contains literals ¬Sf (x, xf ) and ¬Sg(x, xg), respectively, which are selected.
Hence, all variables in C are bound, so H is a ground clause. Let σ′ be the
substitution such that xσ′ = λ−(xσ) for each variable x not of the form xf (since
the clauses from Γ do not contain variables of the form xf , the definition of σ′

on them is not relevant). We then perform an instantiation step C ′ = λ−(C)σ′

on clauses from N ′
n. Obviously, λ−(Cσ) and C ′ can differ only at a position p of

a variable xf in C. Let p′ = λ−(p). The term in λ−(C) at p′ is of the form f(x),
so with p′x we denote the position of the inner x in f(x). In the hyperresolution
inference generating H, the variable xf is instantiated by resolving ¬Sf (x, xf )
with some ground literal Sf (u, v). Hence, Cσ contains the term v at p, whereas
C ′ contains the term f(u) at p′, and λ−(v) 6= f(u). We show that all such
discrepancies can be eliminated with sound inferences in N ′

n. The literal Sf (u, v)
in Nn is obtained from some Sf (a, af ) by several superposition inference steps.
Let us with ∆1 (∆2) denote the sequence of ground unit equalities applied to the
first (second) argument of Sf (a, af ). By induction hypothesis, for each equality
si ≈ ti from ∆1 and ∆2, the set N ′

n contains the corresponding equality literal
λ−(si ≈ ti); we denote the sequences of corresponding equalities with ∆′

1 and
∆′

2. We now perform superposition with equalities from ∆′
1 into C ′ at p′x in

the reverse order. After this, p′x contains the constant a, and p′ contains the
term f(a). Hence, we can apply superposition with equalities from ∆′

2 at p′ in
the original order. After this is done, each position p′ contains the term λ−(v).
Let C ′′ denote the result of removing discrepancies at all positions; obviously,
C ′′ = λ−(Cσ). For each side premise Ei not of the form Sf (u, v) or HU (u), the
set N ′

n contains λ−(Ei) by induction hypothesis. We now hyperresolve λ−(Ei)
premises with C ′′ to obtain H ′. Obviously, H ′ = λ−(H), so the counterpart
clause is derivable from N ′

n.

• Since nonground clauses contain selected literals and all concrete domain literals
are positive, concrete domain resolution can be applied only to a set of positive
ground clauses Ci. By the induction hypothesis, N ′

n contains all λ−(Ci), so
concrete domain resolution can be applied on N ′

n in the same way as on Nn, thus
deriving the necessary counterpart clause.

• All ground clauses from Nn are unit clauses, and no clause in FF(KB) contains a
positive literal with Sf or HU predicates, so a ground nonunit clause C from Nn

cannot contain literals of the form Sf (u, v) and HU (a). Hence, if C is of length
k and it causes Nn to be split into k child nodes, then λ−(C) is of length k and
it causes N ′

n to be split into k child nodes, each of them satisfying (*).
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Because the nodes of B and B′ correspond one-to-one, if B derives the empty clause
on all paths from FF(KB), then B′ derives the empty clause on all paths from Γ.

(⇒) Assume that Γ is d-unsatisfiable. Then, a derivation B′ from Γ by BSD,+
DL deriving

the empty clause exists. By induction on n, we construct a derivation B from FF(KB)
by sound inference steps such that each clause set Nn in B corresponds one-to-one to a
clause set N ′

n in B′ satisfying the following property (**): if C ′ is a clause in N ′
n, then

Nn contains the counterpart clause C = λ(C ′). To simplify the presentation, we allow
each Nn, n > 0, to be obtained from Nn−1 by zero or more sound inference steps. The
induction base n = 0 is trivial. Now assume that, for some clause set N ′

n in B′, there
is a clause set Nn in B satisfying (**), and consider all possible inferences deriving a
clause C ′ from premises P ′i ∈ N ′

n, 1 ≤ i ≤ k.
By the induction hypothesis, Nn contains the counterpart clause Pi of each P ′i . Let

σ′ be the unifier of the inference deriving C ′. Since all nonredundant inference among
nonground clauses were performed in deriving SatR(ΓT Rg), the inference deriving C ′

must involve at least one ground clause. By Corollary 6.2.2, σ′ is ground and it contains
only assignments of the form xi 7→ a or xi 7→ f(a). For σ = λ(σ′), we instantiate each
Pi into Piσ. Consider now possible differences between Piσ and λ(P ′iσ

′), apart from
the literals involving Sf and HU . A difference can occur if P ′i contains at position p′

a term f(x), which is instantiated by σ′ to a; then, Pi contains at p = λ(p′) the term
xf which is not instantiated by σ. Hence, at p, the clause Piσ contains xf and the
clause λ(P ′iσ

′) contains af . However, by definition of λ, the clause Pi then contains a
literal ¬Sf (x, xf ), so Piσ contains ¬Sf (a, xf ). But then, this literal can be resolved
with Sf (a, af ) to produce af at p. All such differences can be removed iteratively,
and, since FF(KB) contains HU (a) for each constant a, the remaining ground literals
involving HU can be resolved away. Hence, λ(P ′iσ

′) is derivable from premises in Nn.
In all terms of the form f(a) occurring on B′, the inner term a is marked. Hence,

superposition inferences are possible only on the outer position of such terms, which
correspond via λ to af . Therefore, regardless of the inference type, C = λ(C ′) can be
derived from λ(P ′iσ

′) by the same inference on the corresponding literals.
The result of a superposition inference in B′ may be a clause C ′ containing a literal

R([a] , [f(a)]), which is decomposed into a clause C ′1 of type 8 and a clause C ′2 of type
3. However, since gen(KB) ⊆ Γ, we have C ′2 ∈ Γ, so the conclusion C ′ should only be
replaced with the conclusion C ′1. The decomposition inference rule can obviously be
applied on B as well to produce the counterpart clause C1 = λ(C ′1). Since λ(C ′2) ∈ Nm,
this inference is sound by Lemma 5.4.2, so the property (**) holds.

Clearly, if the empty clause is derivable on B′, then it is derivable on B as well.

Lemma 7.2.4 also implies that KB |= α if and only if FF(KB) |= α, where α is of
the form (¬)A(a) or (¬)R(a, b), for A an atomic concept and R a simple role. The
proof also reveals that, in checking D-satisfiability of FF(KB), it is not necessary to
perform a superposition inference into a literal of the form HU (a).
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It is interesting to consider the role of the new constants af in FF(KB). As dis-
cussed in Section 4.6, our transformation does not preserve the semantics of KB—the
models of FF(KB) and KB are, in general, not related, and they coincide only on
positive ground facts. Therefore, a constant af can be intuitively best understood
as a proof-theoretic means used to simulate the term f(a) from a refutation by basic
superposition. We do not provide any results about a deeper correspondence between
af and unnamed individuals in a model of KB .

7.3 Removing Irrelevant Clauses

The saturation of ΓT Rg derives new clauses that enable the reduction to FF(KB).
However, the same process introduces many clauses that are not necessary. Consider,
for example, the knowledge base KB = {A v C,C v B}. If the precedence of the
predicate symbols is C > B > A, the saturation process derives ¬A(x)∨B(x); however,
this clause is entailed by the premises, and it can be deleted. Hence, we present an
optimization, by which we reduce the number of rules in the resulting disjunctive
datalog program.

Definition 7.3.1. For N ⊆ FF(KB), let C ∈ N be a clause such that λ−(C) is
derived in the saturation of ΓT Rg from premises Pi, 1 ≤ i ≤ k, by an inference with a
substitution σ. Then, C is irrelevant w.r.t. N if the following conditions hold:

• λ−(C) is not derived by the decomposition rule;

• For each premise Pi, λ(Pi) ∈ N ;

• Each variable occurring in λ(Piσ) occurs in C.

Relevant is the opposite of irrelevant. Let C1, C2, . . . , Cn be a sequence of clauses
from FF(KB) such that λ−(Cn), . . . , λ−(C2), λ−(C1) is the order in which the clauses
are derived in the saturation of ΓT Rg. Let FF(KB) = N0, N1, . . . , Nn be a sequence of
clause sets such that Ni = Ni−1 if Ci is relevant w.r.t. Ni−1, and Ni = Ni−1 \ {Ci} if
Ci is irrelevant w.r.t. Ni−1, for 1 ≤ i ≤ n. Then, FFR(KB) = Nn is called the relevant
subset of FF(KB).

Removing irrelevant clauses preserves D-satisfiability, as demonstrated by the fol-
lowing lemma.

Lemma 7.3.2. FFR(KB) is D-unsatisfiable if and only if FF(KB) is D-unsatisfiable.

Proof. Let N be a subset of FF(KB), C ∈ N a clause that is irrelevant w.r.t. N , and ξ
an inference deriving λ−(C) in the saturation of ΓT Rg from premises Pi with a unifier
σ. Finally, assume λ(Pi) ∈ N , i ≤ i ≤ k. We now show the following property (*):
N is D-satisfiable if and only if N \ {C} is D-satisfiable. The (⇒) direction is trivial,
since N \{C} ⊂ N . For the (⇐) direction, let C ′ be the clause obtained by an inference
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corresponding to ξ from λ(Pi). Obviously, each literal not of the form ¬Sf (x, xf ) from
C is contained in C ′ as well. Consider now each literal ¬Sf (x, xf ) in C ′, stemming from
a premise λ(Piσ) containing xf . Since C is irrelevant, it contains xf , so, by definition
of λ, C contains ¬Sf (x, xf ) as well. Thus, C = C ′, so λ(P1σ), . . . , λ(Pkσ) |= C, and
(*) holds.

In the sequence of sets N0, N1, . . . , Nn with N0 = FF(KB) and FFR(KB) = Nn from
Definition 7.3.1, the preconditions of (*) are satisfied for each Ni = Ni−1 \ {Ci}, i ≥ 1,
so, by (*), Ni is satisfiable if and only if Ni−1 is satisfiable. The claim of the lemma
now follows by a straightforward induction on i.

7.4 Reduction to Disjunctive Datalog

Reduction of an ALCHIQ(D) knowledge base KB to a disjunctive datalog program
is now easy: for each clause from FFR(KB), simply move all positive literals into the
rule head, and all negative literals into the rule body.

Definition 7.4.1. For an extensionally reduced ALCHIQ(D) knowledge base KB,
DD(KB) is the disjunctive datalog program that contains the rule

A1 ∨ . . . ∨An ← B1, . . . , Bm

for each clause A1∨. . .∨An∨¬B1∨. . .∨¬Bm from FFR(KB). If KB is not extensionally
reduced, then DD(KB) = DD(KB ′), where KB ′ is an extensionally reduced knowledge
base obtained from KB as explained in Section 3.1.

Theorem 7.4.2. Let KB be an ALCHIQ(D) knowledge base, defined over a concrete
domain D such that D-satisfiability of finite conjunctions over ΦD can be decided in
deterministic exponential time. Then, the following claims hold:

1. KB is D-unsatisfiable if and only if DD(KB) is D-unsatisfiable.

2. KB |=D α if and only if DD(KB) |=c α, where α is of the form A(a) or R(a, b),
and A is an atomic concept.

3. KB |=D C(a) for a nonatomic concept C if and only if, for Q a new atomic
concept, DD(KB ∪ {C v Q}) |=c Q(a).

4. The number of literals in each rule in DD(KB) is at most polynomial, the number
of rules in DD(KB) is at most exponential, and DD(KB) can be computed in
exponential time in |KB |, assuming a bound on the arity of the concrete domain
predicates and for unary coding of numbers in input.

Proof. The first claim follows directly from Lemma 7.3.2. The second claim follows
from the first one, since DD(KB ∪ {¬α}) = DD(KB) ∪ {¬α} is D-unsatisfiable if and
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only if DD(KB) |=c α. Furthermore, KB |= C(a) if and only if KB ∪ {¬C(a)} is D-
unsatisfiable, which is the case if and only if KB ∪{¬Q(a), C v Q} is D-unsatisfiable.
Now, because Q is atomic, the third claim follows from the second one.

By Lemma 5.3.10, for each clause C ∈ Sat(ΓT Rg), the number of literals in C is at
most polynomial in |KB |, and |Sat(ΓT Rg)| is at most exponential in |KB |. It is easy to
see that the application of λ to C can be performed in time polynomial in the number
of terms and literals in C. The number of constants af added to DD(KB) is equal to
c · f , where c is the number of constants, and f the number of function symbols in the
signature of Ξ(KB). If numbers are coded in unary, both c and f are polynomial in
|KB |, so the number of constants af is also polynomial in |KB |. By Theorem 6.2.5,
Sat(ΓT Rg) can be computed in time that is at most exponential in |KB |.

We point out that basic superposition is crucial for the correctness of the reduc-
tion. Namely, in basic superposition, superposition into Skolem function symbols is
redundant, which allows encoding ground terms of the form f(a) using new constants.

7.5 Equality Reasoning in DD(KB)

The program DD(KB) can contain the equality predicate in the rule heads, which is
not allowed in usual definitions of disjunctive datalog, such as [42]. Hence, to answer
queries over DD(KB), we apply a well-known transformation from [46], which allows us
to treat ≈ as an ordinary predicate. The effects of this transformation were discussed
in more detail in Subsection 4.8.5.

For a disjunctive datalog program P , with P≈ we denote the program consisting
of the rules (7.1)–(7.4), where (7.1) is instantiated for each individual a occurring in
P , and (7.4) is instantiated for each predicate symbol R occurring in P . (Note that it
is not necessary to instantiate (7.4) for R = ≈, since such a rule logically follows from
symmetry and transitivity.) From [46, 26], it is well known that, for ϕ a first-order
formula, P |= ϕ (where |= denotes the usual first-order entailment w.r.t. an equational
theory) if and only if P ∪ P≈ |=f ϕ (where |=f denotes first-order entailment where
equality is not given any special meaning). In other words, appending P≈ to P allows
us to treat ≈ as an ordinary predicate, and to use any existing reasoning technique for
disjunctive datalog without equality.

a ≈ a(7.1)
x ≈ y ← y ≈ x(7.2)

x ≈ z ← x ≈ y, y ≈ z(7.3)
R(x1, . . . , yi, . . . , xn)← R(x1, . . . , xi, . . . , xn), xi ≈ yi(7.4)

The results in [46, 26] consider only first-order logic without concrete domains.
However, by Definition 3.2.2, only concrete equality ≈D is allowed for concrete terms.
Since ≈D is treated like any other concrete predicate, by instantiating (7.4) in P≈ only
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for positions of predicates that are of sort other than c, the encoding is sound and
complete even if P contains concrete predicates.

Observe also that (7.4) is instantiated at most for each predicate R and each
position i in R. Since the number of predicates and the number of positions are
both linear in |P |, this does not increase the complexity of reasoning.

The presented approach to handling equality may prove inefficient in practice, since
the rules from P≈ can be used to derive the same conclusion multiple times. Therefore,
we present an optimization that allows us to omit certain instances of (7.4).

Theorem 7.5.1. For a disjunctive datalog program P , let PF
≈ be the subset of P≈,

where (7.4) is instantiated only for those predicates R and positions i, for which R
occurs either in a head or a body atom R(t) of some rule in P , and t contains a
constant at position i. Then, the following claims hold:

1. P ∪ P≈ is satisfiable if and only if P ∪ PF
≈ is satisfiable.

2. P ∪ P≈ |=f Q(a) if and only if P ∪ PF
≈ ∪ P

Q
≈ |=f Q(a) for a ground atom Q(a),

where PQ
≈ is obtained by instantiating (7.4) for all positions in Q.

Proof. (Claim 1.) Since PF
≈ ⊆ P≈, the (⇒) direction is trivial. For the (⇐) direction,

let I be a Herbrand model of P ∪ PF
≈ . Because PF

≈ contains the axioms (7.1), (7.2),
and (7.3), the relation ≈ is an equivalence relation. Let us choose a distinct object
for each equivalence class of ≈, and let ã denote the object chosen for the equivalence
class that a belongs to. For α a substitution, atom, literal, or a rule, with α̃ we denote
the result of replacing each a in α with ã. Finally, let I≈ be the smallest Herbrand
interpretation such that I ⊆ I≈ and R(ã1, . . . , ãn) ∈ I implies R(a1, . . . , an) ∈ I for all
distinct constants ai. We now show that I≈ is a model of P ∪ P≈.

The interpretation I≈ obviously satisfies all rules from P≈. Let C be a rule from
P (for the purpose of this proof, we consider a rule to be equivalent to a clause) and τ
a substitution such that Cτ is ground. Because I |=f P ∪ PF

≈ , we have I |=f Cτ̃ . Let
L ∈ C be a literal such that I |=f Lτ̃ . Because the rule (7.4) is instantiated in PF

≈ for
positions at which L contains constants, I |=f L̃τ̃ . By definition, I and I≈ coincide for
ground atoms such that A = Ã; hence, I≈ |=f L̃τ̃ . Finally, I≈ is an interpretation in
which ≈ is a congruence relation, so I≈ |=f Lτ , and therefore I≈ |=f Cτ . Because this
holds for all substitutions τ and rules C, we have I≈ |=f P .

(Claim 2.) Observe that P ∪ P≈ |=f Q(a) if and only if P ∪ P≈ ∪ {¬Q(a)} = P ′ is
unsatisfiable. Since Q occurs in ¬Q(a) in a negative literal, we instantiate (7.4) for Q,
which yields the set of rules PQ

≈ . By the first claim of the theorem, P ′ is unsatisfiable
if and only if P ∪ PF

≈ ∪ P
Q
≈ {¬Q(a)} is unsatisfiable, which is the case if and only if

P ∪ PF
≈ ∪ P

Q
≈ |=f Q(a).

Usually, in (disjunctive) datalog one distinguishes extensional predicates, which
occur only in facts and rule bodies, from intensional predicates, which occur in the
heads of rules with a nonempty body. If the rules of P do not contain constants,
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Theorem 7.5.1 states that, to compute the set of positive ground consequences of P
w.r.t. an equational theory, it suffices to instantiate (7.4) only for extensional predicates
and the query predicate.

Another optimization is applicable to an atom A of the form x ≈ t occurring in
the body of a rule r ∈ P . Namely, for a first-order formula ϕ, a variable x, and a
term t that does not contain x as a proper subterm, the formulae ∀x : (x ≈ t → ϕ)
and ϕ{x 7→ t} are equisatisfiable [99]. Hence, we can delete A from the body of r, and
replace all occurrences of x with t; if the resulting rule contains an unsafe variable y,
we append the literal HU (y). (As explained in Section 7.2, HU contains all constants
occurring in P .) Furthermore, a literal of the form a ≈ a can simply be deleted from
the body of r, since such a literal is always true. This optimization has an important
side-effect: it allows us to omit all instances of (7.1) from PF

≈ . Namely, the reflexivity
axioms a ≈ a can only participate in an inference with a body literal x ≈ y or a ≈ a;
however, the literals of the latter form are eagerly eliminated as explained previously.

7.6 Answering Queries in DD(KB)

Currently, the state-of-the-art technique for reasoning in disjunctive datalog is intelli-
gent grounding [43]. It is based on model building, which is performed by generating a
ground instantiation of the program rules, generating candidate models, and eliminat-
ing those candidates that do not satisfy the ground rules. In order to avoid generating
the entire grounding of the program, carefully designed heuristics are applied to gener-
ate the subset of the ground rules that have exactly the same set of the stable models
as the original program. This technique has been successfully implemented in the
disjunctive datalog engine DLV [43].

Model building is of central interest in many applications of disjunctive datalog. For
example, disjunctive datalog has been successfully applied to planning problems, where
plans are decoded from models. Query answering is easily reduced to model building:
A is not a certain answer if and only if there is a model not containing A. In our view,
the main drawback of query answering by model building is that such an approach
provides answering of ground queries only; nonground queries are typically answered
by considering all ground instances of the query. Furthermore, the algorithm computes
the grounded program, which can be large even for small nonground programs.

Note that the models of DD(KB) are of no interest, as they do not reflect the
structure of the models of KB (see Section 4.6 for an example). Hence, we propose
to answer nonground queries in DD(KB) by ordered hyperresolution, which may be
viewed as an extension of the fixpoint computation of plain datalog. This algorithm
computes the set of all answers to a nonground query in one pass, and does not consider
each ground instance separately. Furthermore, the algorithm does not compute the
program grounding, but works with the nonground program directly. Finally, the
algorithm exhibits optimal worst-case complexity. A similar technique was presented
in [25]; however, the algorithm presented there does not specify whether application of
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redundancy elimination techniques is allowed during hyperresolution. Both techniques
are actually extensions of the answer literal technique, first proposed in [56].

Roughly speaking, we saturate DD(KB) ∪ DD(KB)≈ by RD, with all negative
literals selected, under an ordering in which all ground query literals are smallest.
Additionally, we require that the query predicate does not occur in the body of any
rule. Under these assumptions, the saturated set of clauses contains the cautious
consequences w.r.t. the query predicate as unit clauses. Because the ordering is total, in
each ground disjunction there is exactly one maximal literal, so the seminäıve bottom-
up saturation [112] or various join order optimizations can easily be adapted to the
disjunctive case.

Definition 7.6.1. For a predicate symbol Q, let RD
Q denote the RD calculus parame-

terized as follows:

• All negative literals are selected.

• All ground atoms of the form Q(a) are smallest in the ordering �.

A simple ordering compatible with RD
Q can be obtained in the following way. Let

�P and �C be orderings on predicate and constant symbols, respectively, such that the
query predicate Q is the smallest element in �P . Now A(a1, . . . , an) �Q B(b1, . . . , bm)
if and only if A �P B, or A = B and an index i exists such that aj = bj for j < i and
ai �C bi. It is easy to see that the ordering �Q is compatible with Definition 7.6.1.
Since in RD all negative literals are selected, the definition of �Q on negative literals
is not important.

Lemma 7.6.2. Let P be a positive satisfiable disjunctive datalog program, Q a predi-
cate not occurring in the body of any rule in P , and Q(a) a ground literal not containing
concrete terms. Then P |=c Q(a) if and only if Q(a) ∈ N , where N is the set of clauses
obtained by saturating a c-factor of P under RD

Q up to redundancy.

Proof. Let P ′ be a c-factor of P . Since RD
Q is sound and complete, P |=c Q(a) if

and only if the set of clauses N ′, obtained by saturating P ′ ∪ {¬Q(a)} by RD
Q up to

redundancy, contains the empty clause. Note that, since all clauses in P ′ are safe and
all negative literals are selected, all hyperresolvents are positive ground clauses.

Since P is satisfiable, N ′ contains the empty clause if and only if a hyperresolution
step with ¬Q(a) is performed in the saturation by RD

Q . Since the literals containing
Q are smallest in the ordering of RD

Q , a positive literal Q(a) can be maximal only in a
clause C = Q(a)∨D, where D contains only literals with the Q predicate. Since ¬Q(a)
is the only clause where Q occurs negatively, if D is not empty, no literal from D can
be eliminated by a subsequent hyperresolution inference. Hence, the empty clause can
be derived from such C if and only if D is empty, but then Q(a) ∈ N .

Assuming that Q does not occur in the body of any rule in P does not reduce the
generality of the approach, as one can always add a new rule of the form AQ(x)← Q(x)
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to satisfy the lemma conditions. Also, note that redundancy elimination techniques
can freely be applied in the saturation. We now consider the complexity of answering
queries in DD(KB) by RD

Q .

Theorem 7.6.3. Let KB be an ALCHIQ(D) knowledge base, defined over a concrete
domain D such that D-satisfiability of finite conjunctions over ΦD can be decided in
deterministic exponential time. Then, the set of all α such that DD(KB) |=c α, for
α the form C(a) or R(a, b) with R an abstract role, can be computed by saturating a
c-factor of DD(KB) ∪ DD(KB)≈ with RD

Q in time exponential in |KB |, assuming a
bound on the arity of concrete predicates and unary coding of numbers in input.

Proof. Let P be the c-factor of DD(KB) ∪DD(KB)≈. Since the number of predicates
in DD(KB) is linear in |KB |, the number of rules in DD(KB)≈ is linear in |KB |. In a
way similar as in the proof of Lemma 5.3.10, it is easy to see that the maximal length of
each ground clause obtained in the saturation of P by RD

Q is polynomial in |KB |, so the
number of ground clauses is exponential in |KB |. Furthermore, in each application of
the hyperresolution inference to some rule r, one selects a ground clause for each body
literal of r. Since the length of the rules is polynomial in |KB |, there are exponentially
many selections of ground clauses, giving rise to exponentially many hyperresolution
inferences. Hence, the saturation of P can be performed in time exponential in |KB |
and, by Lemma 7.6.2, it computes all certain consequences of P regarding the query
predicate, so the claim of the theorem follows.

We briefly discuss the restriction of Theorem 7.6.3 that R is an abstract role.
Consider the knowledge base KB containing only the axiom ∃T.=5(a). Obviously,
KB |= T (a, 5), where, by convention from Subsection 3.2.1, T (a, 5) is a shortcut for
T (a, a5) ∧=5(a5). The disjunctive datalog program DD(KB) consists of these rules:

T (x, xf )← Q1(x), Sf (x, xf )(7.5)
=5(xf )← Q1(x), Sf (x, xf )(7.6)

Q1(a)(7.7)
Sf (a, af )(7.8)

The translation into disjunctive datalog does not change the set of entailed facts:
DD(KB) |=c T (a, 5) as well. The latter we demonstrate proof-theoretically by showing
that P = DD(KB)∪{¬T (a, 5)} is unsatisfiable. To translate ¬T (a, 5) into clauses, we
apply c-factoring and obtain (7.9):

x 6≈D 5← T (a, x)(7.9)
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We now saturate P under RD
Q . Observe that (7.13) is derived by concrete domain

resolution, since the set S = {af 6≈D 5, =5(af )} is a D-constraint.

T (a, af ) R(7.5;7.7;7.8)(7.10)
af 6≈D 5 R(7.9;7.10)(7.11)
=5(af ) R(7.6;7.7;7.8)(7.12)

� D(7.11;7.12)(7.13)

However, DD(KB) does not contain the constant 5; this constant was added in the
refutation only by assuming the negation of the goal T (a, 5). Hence, the fact T (a, 5)
cannot be derived by saturating DD(KB) by RD

Q . To summarize, we can freely use
DD(KB) to answer queries by refutation, but we cannot use RD

Q to answer queries
regarding concrete roles or concrete literals.

7.7 Example

We now show how to translate a subset of KB1 ∪KB2 ∪KB3 ∪KB4 into disjunctive
datalog (KB1 and KB2 are given in Subsection 3.1.1, while KB3 and KB4 are given
in Subsection 3.2.3). Namely, the axioms involving the role contains (in particular the
transitivity axiom) generate many closures that participate in many inferences, but
do not contribute significantly to understanding the algorithm. Hence, to make the
example easier to follow, let KB5 contain the axioms (3.1)–(3.9), (3.12)–(3.14), (3.16),
(3.18)–(3.21), and the following axiom (7.14):

(7.14) ∃hasVD .Adpt3DAcc v Q1

The axiom (7.14) introduces a new name for the concept ∃hasVD .Adpt3DAcc. Hence,
to show that KB5 |= ∃hasVD .Adpt3DAcc(pc1 ), we check whether KB5 |= ∃Q1(pc1 ).

Translation into Closures. Translating KB5 into closures is explained in Subsec-
tions 5.5 and 6.3. We recapitulate all closures from Ξ(KB5), but we renumber the
predicates in Ξ(KB5) introduced by structural transformation to use consecutive in-
dices. We also reorder the closures to make the order of applying inferences easier to
follow. The following closures correspond to axioms from KB1 and KB2:

¬PC (x) ∨ hasAdpt(x, f(x))(7.15)
¬GrWS (x) ∨ has3DAcc(x, g(x))(7.16)
¬hasAdpt(x, y) ∨ hasVD(x, y)(7.17)
¬has3DAcc(x, y) ∨ hasVD(x, y)(7.18)

¬hasAdpt(x, y) ∨Adpt(y)(7.19)
¬has3DAcc(x, y) ∨ 3DAcc(y)(7.20)

¬GaPC (x) ∨ ¬hasVD(x, y1) ∨ ¬hasVD(x, y2) ∨ y1 ≈ y2 ∨ ¬VD(y1) ∨ ¬VD(y2)(7.21)
¬Adpt(x) ∨VD(x)(7.22)
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¬3DAcc(x) ∨VD(x)(7.23)
¬Adpt(x) ∨ ¬3DAcc(x) ∨Adpt3DAcc(x)(7.24)

¬GrWS (x) ∨ PC (x)(7.25)
¬GaPC (x) ∨ PC (x)(7.26)

¬GaPC (x) ∨GrWS (x)(7.27)
GaPC (pc1 )(7.28)

The following closure corresponds to the axiom (7.14):

Q1(x) ∨ ¬hasVD(x, y) ∨ ¬Adpt3DAcc(y)(7.29)

The following closures correspond to axioms from KB3 and KB4:

¬Q2(x) ∨ price(x, h(x))(7.30)
¬Q2(x) ∨ ≥2000(h(x))(7.31)
¬Q3(x) ∨ price(x, i(x))(7.32)
¬Q3(x) ∨ ≤1500(i(x))(7.33)

¬price(x, y1) ∨ ¬price(x, y2) ∨ y1 ≈D y2(7.34)
¬HighEnd(x) ∨GrWS (x) ∨Q2(x)(7.35)

¬Q2(x) ∨ PC (x)(7.36)
Q3(pc2 )(7.37)

HighEnd(pc2 )(7.38)

Finally, we introduce the closures from gen(KB5). To make the notation more
compact, we use Q4 for QhasAdpt ,g and Q5 for Qhas3DAcc,f .

¬Q4(x) ∨ hasAdpt(x, [g(x)])(7.39)
¬Q5(x) ∨ has3DAcc(x, [f(x)])(7.40)

Saturation of Nonground Closures by BSD,+
DL . We now saturate the nonground

closures of Ξ(KB5) ∪ gen(KB5) by BSD,+
DL . We perform all decomposition inferences,

as in this particular example this reduces the total number of inferences, using Q6 for
QhasVD ,f , and Q7 for QhasVD ,g. Conclusions that are tautologies are denoted with †.

⇒ (7.41) ¬PC (x) ∨ hasAdpt(x, f(x))

⇒ (7.42) ¬Q4(x) ∨ hasAdpt(x, [g(x)])

⇒ (7.43) ¬GrWS (x) ∨ has3DAcc(x, g(x))
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⇒ (7.44) ¬Q5(x) ∨ has3DAcc(x, [f(x)])

⇒ (7.45) ¬hasAdpt(x, y) ∨ hasVD(x, y)
R(7.41) ¬Q6(x) ∨ hasVD(x, [f(x)])
R(7.41) ¬PC (x) ∨Q6(x)
R(7.42) ¬Q7(x) ∨ hasVD(x, [g(x)])
R(7.42) ¬Q4(x) ∨Q7(x)

⇒ (7.46) ¬has3DAcc(x, y) ∨ hasVD(x, y)
R(7.43) ¬GrWS (x) ∨Q7(x)
R(7.44) ¬Q5(x) ∨Q6(x)

⇒ (7.47) ¬hasAdpt(x, y) ∨Adpt(y)
R(7.41) ¬PC (x) ∨Adpt([f(x)])
R(7.42) ¬Q4(x) ∨Adpt([g(x)])

⇒ (7.48) ¬has3DAcc(x, y) ∨ 3DAcc(y)
R(7.43) ¬GrWS (x) ∨ 3DAcc([g(x)])
R(7.44) ¬Q5(x) ∨ 3DAcc([f(x)])

⇒ (7.49) ¬Q6(x) ∨ hasVD(x, [f(x)])

⇒ (7.50) ¬Q7(x) ∨ hasVD(x, [g(x)])

⇒ (7.51) Q1(x) ∨ ¬hasVD(x, y) ∨ ¬Adpt3DAcc(y)
R(7.49) Q1(x) ∨ ¬Q6(x) ∨ ¬Adpt3DAcc([f(x)])
R(7.50) Q1(x) ∨ ¬Q7(x) ∨ ¬Adpt3DAcc([g(x)])

⇒ (7.52) ¬GaPC (x)∨ ¬hasVD(x, y1) ∨ ¬hasVD(x, y2) ∨ y1 ≈ y2 ∨¬VD(y1)∨¬VD(y2)
R(7.49;7.50) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨ [g(x)] ≈ [f(x)] ∨ ¬VD([g(x)]) ∨ ¬VD([f(x))]

⇒ (7.53) ¬PC (x) ∨ Adpt([f(x)])

⇒ (7.54) ¬Q4(x) ∨ Adpt([g(x)])

⇒ (7.55) ¬GrWS (x) ∨ 3DAcc([g(x)])

⇒ (7.56) ¬Q5(x) ∨ 3DAcc([f(x)])

⇒ (7.57) ¬Adpt(x) ∨ VD(x)

⇒ (7.58) ¬3DAcc(x) ∨ VD(x)
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⇒ (7.59) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨ [g(x)] ≈ [f(x)] ∨ ¬VD([g(x)]) ∨ ¬VD([f(x)])
R(7.57) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨ [g(x)] ≈ [f(x)] ∨ ¬Adpt([g(x)]) ∨ ¬VD([f(x)])
R(7.58) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨ [g(x)] ≈ [f(x)] ∨ ¬3DAcc([g(x)]) ∨ ¬VD([f(x)])

⇒ (7.60) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨ [g(x)] ≈ [f(x)] ∨ ¬Adpt([g(x)]) ∨ ¬VD([f(x)])
R(7.54) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨ [g(x)] ≈ [f(x)] ∨ ¬Q4(x) ∨ ¬VD([f(x)])

⇒ (7.61) ¬GaPC (x)∨¬Q6(x)∨¬Q7(x)∨ [g(x)] ≈ [f(x)]∨ ¬3DAcc([g(x)]) ∨¬VD([f(x)])
R(7.55) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨ [g(x)] ≈ [f(x)] ∨ ¬GrWS (x) ∨ ¬VD([f(x)])

⇒ (7.62) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨ [g(x)] ≈ [f(x)] ∨ ¬Q4(x) ∨ ¬VD([f(x)])
S(7.43) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨Q5(x) ∨ ¬Q4(x) ∨ ¬VD([f(x)])

⇒ (7.63) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨ [g(x)] ≈ [f(x)] ∨ ¬GrWS (x) ∨ ¬VD([f(x)])
S(7.43) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨Q5(x) ∨ ¬GrWS (x) ∨ ¬VD([f(x)])

We have performed all inferences involving closures of KB1 containing binary lit-
erals; next we perform inferences with unary literals containing a function symbol.

⇒ (7.64) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨Q5(x) ∨ ¬Q4(x) ∨ ¬VD([f(x)])
R(7.57) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨Q5(x) ∨ ¬Q4(x) ∨ ¬Adpt([f(x)])
R(7.58) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨Q5(x) ∨ ¬Q4(x) ∨ ¬3DAcc([f(x)])

⇒ (7.65) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨Q5(x) ∨ ¬GrWS (x) ∨ ¬VD([f(x)])
R(7.57) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨Q5(x) ∨ ¬GrWS (x) ∨ ¬Adpt([f(x)])
R(7.58) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨Q5(x) ∨ ¬GrWS (x) ∨ ¬3DAcc([f(x)])

⇒ (7.66) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨Q5(x) ∨ ¬Q4(x) ∨ ¬Adpt([f(x)])
R(7.53) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨Q5(x) ∨ ¬Q4(x) ∨ ¬PC (x)

⇒ (7.67) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨Q5(x) ∨ ¬Q4(x) ∨ ¬3DAcc([f(x)])
R(7.56)† ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨Q5(x) ∨ ¬Q4(x) ∨ ¬Q5(x)

⇒ (7.68) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨Q5(x) ∨ ¬GrWS (x) ∨ ¬Adpt([f(x)])
R(7.53) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨Q5(x) ∨ ¬GrWS (x) ∨ ¬PC (x)

⇒ (7.69) ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨Q5(x) ∨ ¬GrWS (x) ∨ ¬3DAcc([f(x)])
R(7.56)† ¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨Q5(x) ∨ ¬GrWS (x) ∨ ¬Q5(x)

⇒ (7.70) Q1(x) ∨ ¬Q6(x) ∨ ¬Adpt3DAcc([f(x)])

⇒ (7.71) Q1(x) ∨ ¬Q7(x) ∨ ¬Adpt3DAcc([g(x)])

⇒ (7.72) ¬Adpt(x) ∨ ¬3DAcc(x) ∨Adpt3DAcc(x)
R(7.70) ¬Adpt([f(x)]) ∨ ¬3DAcc([f(x)]) ∨Q1(x) ∨ ¬Q6(x)
R(7.71) ¬Adpt([g(x)]) ∨ ¬3DAcc([g(x)]) ∨Q1(x) ∨ ¬Q7(x)
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⇒ (7.73) ¬Adpt([f(x)]) ∨ ¬3DAcc([f(x)]) ∨Q1(x) ∨ ¬Q6(x)
R(7.53) ¬PC (x) ∨ ¬3DAcc([f(x)]) ∨Q1(x) ∨ ¬Q6(x)

⇒ (7.74) ¬Adpt([g(x)]) ∨ ¬3DAcc([g(x)]) ∨Q1(x) ∨ ¬Q7(x)
R(7.54) ¬Q4(x) ∨ ¬3DAcc([g(x)]) ∨Q1(x) ∨ ¬Q7(x)

⇒ (7.75) ¬PC (x) ∨ ¬3DAcc([f(x)]) ∨Q1(x) ∨ ¬Q6(x)
R(7.56) ¬PC (x) ∨ ¬Q5(x) ∨Q1(x) ∨ ¬Q6(x)

⇒ (7.76) ¬Q4(x) ∨ ¬3DAcc([g(x)]) ∨Q1(x) ∨ ¬Q7(x)
R(7.55) ¬Q4(x) ∨ ¬GrWS (x) ∨Q1(x) ∨ ¬Q7(x)

Next we perform the inferences with closures from KB3 containing function sym-
bols:

⇒ (7.77) ¬Q2(x) ∨ price(x, h(x))

⇒ (7.78) ¬Q3(x) ∨ price(x, i(x))

⇒ (7.79) ¬price(x, y1) ∨ ¬price(x, y2) ∨ y1 ≈D y2

R(7.77;7.78) ¬Q2(x) ∨ ¬Q3(x) ∨ [h(x)] ≈D [i(x)]

⇒ (7.80) ¬Q2(x) ∨ ≥2000(h(x))

⇒ (7.81) ¬Q3(x) ∨ ≤1500(i(x))

⇒ (7.82) ¬Q2(x) ∨ ¬Q3(x) ∨ [h(x)] ≈D [i(x)]
D(7.80;7.81) ¬Q2(x) ∨ ¬Q3(x)

We recapitulate in the following table the closures from the unused set at this
point. Obviously, all closures produced by remaining inferences do not contain function
symbols; such closures are irrelevant in the sense of Definition 7.3.1, and, by Lemma
7.3.2, are not needed in DD(KB5). Therefore, we do not show the remaining inferences.

¬GrWS (x) ∨ PC (x)(7.83)
¬GaPC (x) ∨ PC (x)(7.84)

¬GaPC (x) ∨GrWS (x)(7.85)
¬PC (x) ∨Q6(x)(7.86)
¬Q4(x) ∨Q7(x)(7.87)

¬GrWS (x) ∨Q7(x)(7.88)
¬Q5(x) ∨Q6(x)(7.89)

¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨Q5(x) ∨ ¬Q4(x) ∨ ¬PC (x)(7.90)
¬GaPC (x) ∨ ¬Q6(x) ∨ ¬Q7(x) ∨Q5(x) ∨ ¬GrWS (x) ∨ ¬PC (x)(7.91)
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¬PC (x) ∨ ¬Q5(x) ∨Q1(x) ∨ ¬Q6(x)(7.92)
¬Q4(x) ∨ ¬GrWS (x) ∨Q1(x) ∨ ¬Q7(x)(7.93)

¬HighEnd(x) ∨GrWS (x) ∨Q2(x)(7.94)
¬Q2(x) ∨ PC (x)(7.95)
¬Q2(x) ∨ ¬Q3(x)(7.96)

Conversion to Disjunctive Datalog. The saturated set of closures is converted
into a disjunctive datalog program by eliminating function symbols (see Section 7.2),
eliminating irrelevant clauses (see Section 7.3), and translating the obtained clauses to
the rule form (see Section 7.4).

To understand how to eliminate function symbols, consider the closure (7.41). It
contains the term f(x). This term is replaced with a new variable xf and a literal
¬Sf (x, xf ) is appended. Then, the positive literals are moved to the rule head, and
the negative literals to the rule body, yielding the rule (7.97). The following rules are
obtained by applying the process:

(7.97) hasAdpt(x, xf )← PC (x), Sf (x, xf ) (7.41)
(7.98) hasAdpt(x, xg)← Q4(x), Sg(x, xg) (7.42)
(7.99) has3DAcc(x, xg)← GrWS (x), Sg(x, xg) (7.43)

(7.100) has3DAcc(x, xf )← Q5(x), Sf (x, xf ) (7.44)
(7.101) hasVD(x, y)← hasAdpt(x, y) (7.45)
(7.102) hasVD(x, y)← has3DAcc(x, y) (7.46)
(7.103) Adpt(y)← hasAdpt(x, y) (7.47)
(7.104) 3DAcc(y)← has3DAcc(x, y) (7.49)
(7.105) hasVD(x, xf )← Q6(x), Sf (x, xf ) (7.49)
(7.106) hasVD(x, xg)← Q7(x), Sg(x, xg) (7.50)
(7.107) Q1(x)← hasVD(x, y),Adpt3DAcc(y) (7.51)
(7.108) y1 ≈ y2 ← GaPC (x), hasVD(x, y1), hasVD(x, y2),VD(y1),VD(y2) (7.52)

Consider the closure (7.53); to understand why this closure is irrelevant, we next
show the BSD,+

DL inference deriving the closure.

¬PC (x) ∨ hasAdpt(x, f(x)) ¬hasAdpt(x1, y1) ∨Adpt(y1)

¬PC (x) ∨Adpt([f(x)])

The most general unifier used in the inference is σ = {x1 7→ x, y1 7→ f(x)}. The
result of applying σ and λ to the clauses is as follows:

¬PC (x) ∨ hasAdpt(x, f(x)) ¬hasAdpt(x, [f(x)]) ∨Adpt([f(x)])

¬PC (x) ∨Adpt([f(x)])

⇓λ

¬Sf (x, xf ) ∨ ¬PC (x) ∨ hasAdpt(x, xf ) ¬hasAdpt(x, xf ) ∨Adpt(xf ) ∨ ¬Sf (x, xf )

¬PC (x) ∨Adpt(xf ) ∨ ¬Sf (x, xf )
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Now all variables in the inference premises occur in the inference conclusion. Also,
all premises are members of the set of saturated closures. It is now clear that (7.53) is
irrelevant, since it fulfills the conditions of Definition 7.3.1. In a similar way one can
see that all closures (7.54)–(7.56) are irrelevant. Intuitively, a closure C derived by an
inference ξ from premises Pi is irrelevant if λ(C) is obtained from λ(Pi) by the inference
λ(ξ); in such a case, the premises λ(Pi) imply the conclusion λ(C). In the previous
example this is obviously the case, so by removing (7.53) we perform “unresolution.”

We contrast this with the relevant closure (7.93). The inference deriving the closure
is as follows:

¬Q4(x) ∨ ¬3DAcc([g(x)]) ∨Q1(x) ∨ ¬Q7(x) ¬GrWS(x1) ∨ 3DAcc([g(x1)])

¬Q4(x) ∨ ¬GrWS(x) ∨Q1(x) ∨ ¬Q7(x)

The most general unifier is σ = {x1 7→ x}; we now show the effects of applying σ
and λ to the inference:

¬Q4(x) ∨ ¬3DAcc([g(x)]) ∨Q1(x) ∨ ¬Q7(x) ¬GrWS(x) ∨ 3DAcc([g(x)])

¬Q4(x) ∨ ¬GrWS(x) ∨Q1(x) ∨ ¬Q7(x)

⇓λ

¬Sg(x, xg) ∨ ¬Q4(x) ∨ ¬3DAcc(xg) ∨Q1(x) ∨ ¬Q7(x) ¬GrWS(x) ∨ 3DAcc(xg) ∨ ¬Sg(x, xg)

¬Q4(x) ∨ ¬GrWS(x) ∨Q1(x) ∨ ¬Q7(x)

In this case, λ(C) is not obtained by the resolution of λ(P1) and λ(P2), since λ(C)
does not contain ¬Sg(x, xg). The inference deriving (7.93) eliminates the function
symbol g from the premises. Such inferences are crucial in the reduction, since they
ensure that the obtained disjunctive datalog program entails the same set of ground
facts as the original knowledge base.

Note that, although irrelevant closures are removed in the translation to disjunctive
datalog, they still have to be derived during saturation. Namely, the irrelevant closure
(7.53) is used (indirectly) in the saturation to derive the relevant closure (7.93).

We now translate the remaining (relevant) closures into disjunctive datalog rules.

(7.109) VD(x)← Adpt(x) (7.57)
(7.110) VD(x)← 3DAcc(x) (7.58)
(7.111) Q5(x)← GaPC (x), Q6(x), Q7(x), Q4(x),VD(xf ), Sf (x, xf ) (7.64)
(7.112) Q5(x)← GaPC (x), Q6(x), Q7(x),GrWS (x),VD(xf ), Sf (x, xf ) (7.65)
(7.113) Adpt3DAcc(x)← Adpt(x), 3DAcc(x) (7.72)
(7.114) price(x, xh)← Q2(x), Sh(x, xh) (7.77)
(7.115) price(x, xi)← Q3(x), Si(x, xi) (7.78)
(7.116) y1 ≈D y2 ← price(x, y1), price(x, y2) (7.79)
(7.117) ≥2000(xh)← Q2(x), Sh(x, xh) (7.80)
(7.118) ≤1500(xi)← Q3(x), Si(x, xi) (7.81)
(7.119) PC (x)← GrWS (x) (7.83)
(7.120) PC (x)← GaPC (x) (7.84)
(7.121) GrWS (x)← GaPC (x) (7.85)
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(7.122) Q6(x)← PC (x) (7.86)
(7.123) Q7(x)← Q4(x) (7.87)
(7.124) Q7(x)← GrWS (x) (7.88)
(7.125) Q6(x)← Q5(x) (7.89)
(7.126) Q5(x)← GaPC (x), Q6(x), Q7(x), Q4(x),PC (x) (7.90)
(7.127) Q5(x)← GaPC (x), Q6(x), Q7(x),GrWS (x),PC (x) (7.91)
(7.128) Q1(x)← PC (x), Q5(x), Q6(x) (7.92)
(7.129) Q1(x)← Q4(x),GrWS (x), Q7(x) (7.93)
(7.130) GrWS (x) ∨Q2(x)← HighEnd(x) (7.94)
(7.131) PC (x)← Q2(x) (7.95)
(7.132) ← Q2(x), Q3(x) (7.96)

We finally append the ABox clauses:

(7.133) GaPC (pc1 ) (7.28)
(7.134) Q3(pc2 ) (7.37)
(7.135) HighEnd(pc2 ) (7.38)
(7.136) Sf (pc1 , pc1 f )
(7.137) Sf (pc2 , pc2 f )
(7.138) Sg(pc1 , pc1 g)
(7.139) Sg(pc2 , pc2 g)
(7.140) Sh(pc1 , pc1 h)
(7.141) Sh(pc2 , pc2 h)
(7.142) Si(pc1 , pc1 i)
(7.143) Si(pc2 , pc2 i)

We now make DD(KB5) to be a program consisting of rules (7.97)–(7.143). In this
program, of all predicates Q∗, the predicate Q1 is introduced for query answering, and
the predicate Q3 occurs in the ABox. The predicates Q2, Q4, Q5, Q6 and Q7 are
introduced by decomposition, and are not of interest in query answering. Therefore,
to reduce the size of the program, it is possible to apply the standard rule-unfolding
strategy. Here we refrain from doing so for the sake of brevity.

Answering Queries in DD(KB5). The program DD(KB5) can be used to answer
queries. We show that KB5 |= ∃hasVD .Adpt3DAcc(pc1 ), see Subsection 3.1.1, by
demonstrating that DD(KB5) |=c Q1(pc1 ). Since DD(KB5) is large, we do not show
all inferences in the bottom-up saturation, but only those leading to the goal.

PC (pc1 ) R(7.120;7.133)(7.144)
GrWS (pc1 ) R(7.121;7.133)(7.145)

Q6(pc1 ) R(7.122;7.144)(7.146)
Q7(pc1 ) R(7.124;7.145)(7.147)
Q5(pc1 ) R(7.127;7.133;7.146;7.147;7.145;7.144)(7.148)
Q1(pc1 ) R(7.128;7.144;7.148;7.146)(7.149)
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In a similar way, we show that KB5 |= GrWS (pc2 ), see Subsection 3.2.3. The
query GrWS (x) cannot be answered directly, since the predicate GrWS occurs in the
body of several rules, so we add a new rule (7.150). We use an ordering as in Section
7.6, with Q8 being the smallest predicate.

Q8(x)← GrWS (x)(7.150)

GrWS (pc2 ) ∨Q2(pc2 ) R(7.130;7.135)(7.151)

Q8(pc2 ) ∨ Q2(pc2 ) R(7.150;7.151)(7.152)

Q8(pc2 ) R(7.132;7.152;7.134)(7.153)

7.8 Related Work

Our work was largely motivated by [57], where the authors investigated a decidable
intersection of description logic and logic programming. In particular, the authors iden-
tify the description logic constructs that can be encoded and executed using existing
rule engines. Thus, the description logic component allows only existential quantifiers
to occur under negative, and universal quantifiers to occur under positive polarity. The
authors present an operator for translating a description logic knowledge base into a
logic program. This approach was later extended in [148] to support more expressive
description logic, provided that the rule engine supports advanced features. However,
our approach is a significant extension since we handle full SHIQ(D).

In [64], it was shown how to convert SHIQ∗ knowledge bases into conceptual logic
programs (CLP). CLPs generalize the good properties of description logic to the frame-
work of answer set programming. Apart from the usual constructs, SHIQ∗ supports
the transitive closure of roles. Although the presented transformation preserves the
semantics of the knowledge base, the obtained answer set program is not safe. Hence,
its grounding is infinite, so the program cannot be evaluated using existing answer set
solvers. The problem of decidable reasoning for CLPs is addressed by an automata-
based technique. On the contrary, our transformation produces a safe program with
a finite grounding. Hence, issues related to decidability of reasoning are handled by
the transformation, and not by the query answering algorithm: the disjunctive pro-
gram obtained by our approach can be evaluated using any technique for reasoning in
disjunctive datalog programs.

Another approach for reducing description logic knowledge bases to answer set pro-
gramming was presented in [2]. To deal with existential quantification, this approach
uses function symbols. Thus, the Herbrand universe of the programs obtained by the
reduction is infinite, so existing answer set solvers cannot be used for reasoning. In
fact, decidability is not considered at all.

The query answering algorithm from Section 7.6 was inspired by [25], where the
authors suggested that the fixpoint computation of disjunctive semantics can be opti-
mized by introducing an appropriate literal ordering. Our approach extends the one



146 7. Reducing Description Logics to Disjunctive Datalog

from [25] by showing that redundancy elimination techniques can be applied in the
fixpoint computation. Both algorithms are based on the idea of using answer literals
to compute answers, which was first proposed in [56].

As discussed in Section 7.6, the state-of-the-art technique for reasoning in dis-
junctive datalog is intelligent grounding [43]. It is actually a nondeterministic model
building technique. Ground query answering problems are reduced to model building,
and nonground query answering is solved by grounding the query and checking each
ground answer separately. Our query answering algorithm from Section 7.6 is not
based on model building. It does not require grounding the disjunctive program, it
computes all answers to nonground queries in one pass, and does not require nonde-
terministic guessing. However, it requires exponential space in the worst case, whereas
intelligent ground requires only polynomial space.



Chapter 8

Data Complexity of Reasoning

Algorithms from Chapters 5, 6, and 7 run in worst-case exponential time in |KB |,
assuming unary coding of numbers, a bound on the arity of concrete predicates, and
an exponential oracle for reasoning with a concrete domain. In [144], SHIQ was shown
to be ExpTime-complete for any coding of numbers, so our algorithms are (almost)
worst-case optimal. However, our complexity results, as well as the results from [144],
actually address the combined complexity of reasoning, which is measured in the size
of the entire knowledge base KB , including the RBox, the TBox, and the ABox.

ExpTime-completeness is a rather discouraging result, since |KB | can be large in
practice. However, by drawing a parallel with traditional database applications, |KB |
often depends mainly on the size of the ABox, while the sizes of the TBox and the
RBox are usually negligible. Namely, in many applications of description logics, the
TBox and the RBox are used as the database schema, whereas the ABox is used as the
database instance. For such applications, a much better performance estimate is given
by data complexity—the complexity measured only in |KBA|, under the assumption
that |KBR ∪ KBT | is bound by a constant. In practice, data complexity provides a
good performance estimate if |KBR|+ |KBT | = |KBT R| � |KBA|.

To fully separate the terminological from the assertional knowledge, we assume
in this chapter that KB is extensionally reduced; that is, the ABox axioms of KB
contain only (negations of) atomic concepts. Namely, complex concept axioms in
ABox assertions actually specify terminological knowledge, so, for extensionally re-
duced knowledge bases, |KBA| is the measure of raw input data processed by the
algorithm.

To the best of our knowledge, data complexity of testing knowledge base satisfiabil-
ity even for the basic logic ALC with general TBoxes was previously unknown. Based
on the results from Chapter 7, in Section 8.1 we show that satisfiability checking is
NP-complete in the size of ABox for any logic between ALC and SHIQ(D) (regardless
of how numbers are encoded), and that instance and role checking—the basic query
answering problems for description logics—are co-NP-complete.

To obtain a formalism with an even better data complexity, in Section 8.2 we define
Horn-SHIQ(D)—a logic related to SHIQ(D) analogously as Horn logic is related to

147



148 8. Data Complexity of Reasoning

full first-order logic. Namely, Horn-SHIQ(D) provides existential and universal quan-
tifiers, but does not provide for modeling disjunctive knowledge. This restriction allows
us to show that basic reasoning problems for Horn-SHIQ(D) are P-complete in |KBA|.
Hence, along the traditional lines of knowledge representation research, the capability
of representing disjunctive information is traded for polynomial data complexity. Since
disjunctive reasoning is not needed for many applications, Horn-SHIQ(D) is a very
appealing logic because it is still very expressive, but there is theoretical evidence that
it can be implemented efficiently in practice. Furthermore, Horn-SHIQ(D) extends
DL-lite [27], a logic aiming to capture most constructs of formalisms for conceptual
modeling, such as Entity–Relationship (ER) diagrams or the Unified Modeling Lan-
guage (UML), while providing polynomial algorithms for satisfiability checking and
conjunctive query answering (assuming an unbounded knowledge base, but a bound
on the query size). Horn-SHIQ(D) additionally provides for concrete predicates,
qualified existential quantification, conditional functionality and role inclusions, while
providing a reasoning algorithm polynomial in the size of data.

To develop an intuition and to provide a more detailed account behind our results,
in Section 8.3 we compare our results with the similar results for datalog and its
variants [35].

8.1 Data Complexity of Satisfiability

Our results from Chapter 7 show almost immediately that checking satisfiability of a
SHIQ(D) knowledge base KB is NP-complete in the size of data.

Lemma 8.1.1 (Membership). For an extensionally reduced SHIQ(D) knowledge base
KB, data complexity of checking D-satisfiability of KB is in NP, assuming a bound
on the arity of concrete predicates and that D-satisfiability of finite conjunctions over
ΦD can be decided in polynomial time.

Proof. Let c be the number of constants, f the number of function symbols in the
signature of Ξ(KB), and s the number of facts in Ξ(KB). By Definition 7.2.2, the
number of constants in DD(KB) is bounded by `1 = c+ cf (cf accounts for constants
of the form af ), and the number of facts in DD(KB) is bounded by `2 = s + c + 2cf
(c accounts for facts of the form HU (a), one cf accounts for the facts of the form
Sf (a, af ), and the other cf accounts for the facts of the form HU (af )). Since we
assume that |KBT R| is bounded by a constant, f is bounded by a constant (regardless
of how numbers are encoded), so both `1 and `2 are linear in |KBA|.

Hence, |DD(KB)| is exponential in |KB | only because the number of rules in
DD(KB) is bounded by the number of closures obtained by saturating the set of clo-
sures ΓT Rg = Ξ(KBT ∪ KBR) ∪ gen(KB) by BSD,+

DL . Since ΓT Rg does not contain
ABox closures, by Lemma 5.3.10, the number of closures in Sat(ΓT Rg) is exponen-
tial in |KBT R|. Since we assume that the latter is bounded by a constant, both the
number of rules in DD(KB) and their length are bounded by constants, so |DD(KB)|
is linear in |KBA|, and can be computed from KB in linear time. Now the claim of
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the lemma follows from a well-known fact that checking satisfiability of a disjunctive
datalog program is NP-complete [35]. A minor difference is that DD(KB) can contain
concrete predicates, so for the sake of completeness we prove this result as well.

The program DD(KB) can be c-factored in time linear in |KBA|, so it suffices
to show that the result is d-satisfiable. Let n be the number of rules introduced
by c-factoring; obviously, n is linear in |KBA|. Assuming that DD(KB) contains r
rules with at most v variables per rule, the number of literals in a ground instanti-
ation ground(DD(KB)) is bounded by r · `v1 + n · `1 + `2 (in each rule, each variable
can be replaced in `1 possible ways). Assuming r and v are bounded by constants,
|ground(DD(KB))| is polynomial in |KBA|. Now d-satisfiability of ground(DD(KB))
can be checked by nondeterministically generating an interpretation I, and then check-
ing whether it is a d-model. Checking whether I is a model can be performed in
polynomial time. To additionally check whether I is a d-model, it is sufficient to check
whether Ŝ is D-satisfiable, where S is the subset of I containing all literals with a con-
crete predicate. This can be done in polynomial time by assumption. Since DD(KB)
and KB are D-equisatisfiabile by Theorem 7.4.2, the claim of the lemma follows.

Schaerf showed in [126, Lemma 4.2.7] that the problem of instance checking in
a very simple logic ALE is co-NP-hard in the size of data. The proof employs a
reduction from 2-2-Satisfiability—the problem of checking satisfiability of CNF
formulae where each clause contains exactly two positive and two negative literals—,
which is known to be NP-complete. This reduction produces an extensionally reduced
knowledge base, so it immediately provides a lower bound for data complexity of
satisfiability checking. For the sake of completeness, we give a simple, alternative
hardness proof.

Lemma 8.1.2 (Hardness). Checking satisfiability of an ALC knowledge base KB is
NP-hard in |KBA|.
Proof. The proof is by the reduction from 3-Graph Coloring: a graph G is said
to be 3-colorable if and only if it is possible to assign a singe color from the set
{Red ,Green,Blue} to each of the graph’s vertices such that no two adjoining vertices
have the same color. Deciding whether G is 3-colorable is NP-complete [104].

For a graph G, we construct the knowledge base KBG, whose ABox contains the
assertions edge(e, f) and edge(f, e) for each edge 〈e, f〉 in G, and whose TBox contains
the following axioms:

> v Red tGreen t Blue(8.1)
Red uGreen v ⊥(8.2)
Green u Blue v ⊥(8.3)

Red u Blue v ⊥(8.4)
Red v ∀edge.¬Red(8.5)

Green v ∀edge.¬Green(8.6)
Blue v ∀edge.¬Blue(8.7)
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Obviously, G is 3-colorable if and only if KBG is satisfiable. Namely, (8.1) states
that each individual (that is, each vertex) in a model is assigned at least one color;
(8.2)–(8.4) specify that colors are pair-wise disjoint so each vertex is assigned at most
one color; and (8.5)–(8.7) specify the conditions of 3-colorability. Hence, each model
of KBG gives an assignment of colors to vertices of G; conversely, each assignment of
colors of G defines a model of KBG. Since the size of the TBox of KBG is constant,
and the size of ABox of KBG is double the number of edges of G, the claim of the
lemma follows.

We now state the main result of this section.

Theorem 8.1.3. Let KB be an extensionally reduced knowledge base expressed in any
logic between ALC and SHIQ(D). Assuming a polynomial oracle for reasoning with
concrete domains and a bound on the arity of concrete domain predicates, the following
claims hold:

• Checking KB (D-)satisfiability is data complete for NP.

• Checking KB (D-)unsatisfiability is data complete for co-NP.

• Checking whether KB |=(D) α, for α of the form (¬)C(a) with |C| bounded or of
the form (¬)R(a, b), is also data complete for co-NP.

Proof. The first claim is a direct consequence of lemmata 8.1.1 and 8.1.2. Checking
(D-)unsatisfiability is a complementary problem to checking (D-)satisfiability, so the
second claim follows from the first one. Furthermore, both instance checking (assuming
|C| is bounded) and role checking can be reduced to (D-)unsatisfiability in constant
time, so the third claim follows from the second.

We finish this section with a remark that, in an extensionally reduced knowledge
base, ABox assertions do not contain number restrictions, so |KBA| does not depend
on the used number coding. Hence, the results of Theorem 8.1.3 also do not depend
on the coding of numbers.

8.2 A Horn Fragment of SHIQ(D)

Horn logic is a well-known fragment of first-order logic in which formulae are restricted
to clauses containing at most one positive literal. Because of this restriction, a Horn
clause can be understood as a rule in which a conjunction of several body literals
imply one head literal. The main limitation of Horn logic is the inability to represent
disjunctive information; however, its main benefit are practical refutation procedures,
such as SLD-resolution [109]. Furthermore, if function symbols are not used, query
answering in Horn logic is data complete for P [145, 78, 35], thus making function-free
Horn logic appealing for practical usage.
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Following this idea, in this section we identify the Horn fragment of SHIQ(D)
that provides similar properties. In Horn-SHIQ(D), the capability of representing
disjunctive information is traded for P-complete data complexity of reasoning. Roughly
speaking, only TBox axioms of the form

d
Ci v D are allowed, where Ci is A, ∃R.A,

or ≥ nR.A, and D is A, ⊥, ∃R.A, ∀R.A, ≥ nR.A, or ≤ 1R; additionally, Horn-
SHIQ(D) allows role inclusion axioms and, in certain situations, transitivity axioms,
as discussed after Definition 8.2.1. Whereas such a definition succinctly demonstrates
the expressivity of the fragment, it is too restricting in general. For example, the
axiom A1 t A2 v ¬B is not Horn, but it is equivalent to Horn axioms A1 u B v ⊥
and A2 u B v ⊥. Similarly, a non-Horn axiom A v ∃R.(∃R.B) can be transformed
into Horn axioms A v ∃R.Q and Q v ∃R.B by introducing a new name Q for the
subconcept ∃R.B. To avoid dependency on such obvious syntactic transformations,
we use the following, rather technical definition of Horn-SHIQ(D):

Definition 8.2.1. Let pl+ and pl− be two mutually recursive functions assigning a
nonnegative integer to a SHIQ(D) concept D, defined inductively as in Table 8.1,
where sgn(0) = 0, and sgn(n) = 1 for n > 0. For a concept D and a position p of a
subconcept in D, let pl(D, p) be defined as follows:1

pl(D, p) =
{

pl+(D|p) if pol(D, p) = 1
pl−(D|p) if pol(D, p) = −1

A SHIQ(D) concept C is a Horn concept if pl(C, p) ≤ 1 for each position p
of a subconcept in C (including the empty position ε). An extensionally reduced
ALCHIQ(D) knowledge base KB is Horn if, for each axiom C v D ∈ KBA, the
concept ¬C tD is Horn. An extensionally reduced SHIQ(D) knowledge base KB is
Horn if Ω(KB) is Horn.

Observe that, for a concept C without nonatomic subconcepts, pl+(C) yields the
maximal number of positive literals in clauses obtained by clausifying ∀x : πy(C, x).
To clausify a concept C containing a nonatomic subconcept at position p, one should
consider if C|p occurs in C under positive or negative polarity. For example, in a
concept ¬(¬Au¬B), the concepts A and B actually occur positively, and u is actually
t. Hence, pl+(C|p) (pl−(C|p)) counts the number of positive literals used to clausify
C|p, provided that C|p occurs in C under positive (negative) polarity.

The function sgn(·) takes into account that C|p is replaced in C by structural
transformation with only one atomic concept, even if clausification of C|p produces
more than one positive literal. For example, to clausify C = ∀R.(D1 t D2), the
structural transformation replaces D1 t D2 with a new atomic concept Q, yielding
C ′ = ∀R.Q; now clausifying C ′ produces a clause with only one positive literal.

A concept C is Horn if the maximal number of positive literals obtained by clausi-
fying subconcepts of C is at most one. Recall that, although transitivity axioms are
translated by π into Horn clauses, the algorithm from Section 5.2 replaces them by

1The abbreviation pl stems from “[the number of] positive literals.”
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Table 8.1: Definitions of pl+ and pl−

D pl+(D) pl−(D)
> 0 0
⊥ 0 0
A 1 0
¬C pl−(C) pl+(C)
C1 u . . . u Cn max1≤i≤n sgn(pl+(Ci))

∑
1≤i≤n sgn(pl−(Ci))

C1 t . . . t Cn

∑
1≤i≤n sgn(pl+(Ci)) max1≤i≤n pl−(Ci)

∃R.C 1 sgn(pl−(C))
∀R.C sgn(pl+(C)) 1
≥ nR.C 1 (n−1)n

2 + n · sgn(pl−(C))
≤ nR.C n(n+1)

2 + (n+ 1) · sgn(pl−(C)) 1
∃T1, . . . , Tm.d 1 1
∀T1, . . . , Tm.d 1 1
≥ nT 1 (n−1)n

2

≤ nT n(n+1)
2 1

axioms of the form ∀R.C v ∀S.(∀S.C). Now pl+(∃R.¬Ct∀S.(∀S.C)) = 1+pl+(C), so
if pl+(C) > 0, Ω(KB) is not a Horn knowledge base. Hence, the presence of transitivity
axioms can make KB non-Horn.

If a concept C has a nonatomic subconcept at position p, special care has to
be taken when introducing a new name α for C|p. For example, consider the Horn
concept C = ∀R.D1 t ∀R.¬D2. To apply the structural transformation to C, one
might replace ∀R.D1 and ∀R.¬D2 with new atomic concepts Q1 and Q2, yielding
¬Q1t∀R.D1, ¬Q2t∀R.¬D2, and Q1tQ2. The problem is that the concept C is Horn,
but Q1 t Q2 is not. The previous example shows that a straightforward application
of the structural transformation can destroy Hornness. To remedy this, we modify
the structural transformation to replace each C|p with α chosen in a way such that
clausifying α and C|p requires the same number of positive literals. In the previous
example, this would mean that ∀R.D1 should be replaced with Q1, but ∀R.¬D2 should
be replaced with ¬Q2, yielding concepts ¬Q1 t ∀R.D1, Q2 t ∀R.¬D2, and Q1 t ¬Q2,
which are all Horn.

We formalize these considerations in the following definition. Intuitively, to produce
a clausal form of ∀x : πy(C, x), each nonatomic subconcept at a position p in C is
replaced with α or ¬α, depending on the polarity of C|p in C, where α requires the
same number of positive literals as C|p.

Definition 8.2.2. A Horn-compatible structural transformation is identical to the one
from Definition 5.3.1, with the following difference in the definition of Def(C):

• If Λ(C) = ∅, then Def(C) = {C};
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• Otherwise, choose p ∈ Λ(C) and let Def(C) be as follows, where α = Q if
pl(C, p) > 0, and α = ¬Q if pl(C, p) = 0, for Q a new concept and ¬(¬Q) = Q:

Def(C) =
{
{¬α t C|p} ∪ Def(C[α]p) if p ∈ Λ(C) and pol(C, p) = 1
{¬α t (¬C)|p} ∪ Def(C[¬α]p) if p ∈ Λ(C) and pol(C, p) = −1

In the rest of this section, we assume that Ξ(KB) is computed using the Horn-
compatible structural transformation. It is obvious that Lemma 5.3.2 holds in this
case as well; that is, KB and Ξ(KB) are D-equisatisfiable. The only difference to
Definition 5.3.1 is that a concept at a position p in C can be replaced with ¬Q instead
of with Q, depending on pol(C, p) and pl(C, p). This obviously does not affect the
correctness of the transformation.

We now show that applying the Horn-compatible structural transformation to Horn
concepts produces Horn clauses.

Lemma 8.2.3. For a Horn-SHIQ(D) knowledge base KB, each closure from Ξ(KB)
contains at most one positive literal.

Proof. We first show the following property (*): for a Horn concept C, all concepts
in Def(C) are Horn concepts. The proof is by induction on the application of the
operator Def. The induction base for Λ(C) = ∅ is obvious. Consider an application
of Def(C), where C is a Horn concept and p is a position in C such that C|p is not
a literal concept, and for each position q below p, C|q is a literal concept. Observe
that, in all cases, we have pl+(α) = pl(C, p) and pl+(¬α) = 1− pl(C, p). Depending on
pol(C, p), we consider two cases:

• For pol(C, p) = 1, we have pl+(¬α t C|p) = pl+(¬α) + pl+(C|p) = pl+(¬α) +
pl(C, p) = 1. Furthermore, since pl(C, p) = pl(C[α]p, p), C[α]p is a Horn concept.

• For pol(C, p) = −1, we have pl+(¬αt (¬C)|p) = pl+(¬α)+pl−(C|p) = pl+(¬α)+
pl(C, p) = 1. Furthermore, since pl(C, p) = pl(C[¬α]p, p), C[¬α]p is a Horn
concept.

Hence, each application of the operator Def decomposes a Horn concept C into two
simpler Horn concepts, so (*) holds. Furthermore, each immediate subconcept of C|p
or (¬C)|p is a literal concept.

For D ∈ Def(C), by definition of π it is easy to see that pl+(D) gives the maximal
number of positive literals occurring in a closure from Cls(∀x : πy(D,x)). Thus, if C is
a Horn concept, all closures from Cls(C) have at most one positive literal. All closures
obtained by translating RBox and ABox axioms of Ω(KB) obviously contain at most
one positive literal, so the claim of the lemma follows.

We now show that BSD,+
DL , when applied to Horn premises, produces only Horn

conclusions.
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Lemma 8.2.4. If all premises of an inference by BSD,+
DL contain at most one positive

literal, the inference conclusions contain at most one positive literal as well.

Proof. In ordered hyperresolution and positive or negative superposition, each side
premise participates in an inference on the positive literal, which does not occur in
the conclusion. Hence, the number of positive literals in the conclusion is equal to
the number of positive literals in the main premise. Furthermore, reflexivity resolution
only reduces the number of negative literals in a closure, and equality factoring is never
applicable to a closure with only one positive literal. All side premises of a concrete
domain resolution inference participate in the inference on the positive literals, so
the conclusion contains only negative literals. Finally, a closure participating in a
decomposition inference contains the single positive literal R(t, f(t)), so both resulting
closures have exactly one positive literal.

The following corollary is a direct consequence of Lemmas 8.2.3 and 8.2.4:

Corollary 8.2.5. If KB is a Horn ALCHIQ(D) knowledge base, then DD(KB) is a
Horn datalog program.

We are now ready to show the main result of this section.

Lemma 8.2.6 (Membership). For an extensionally reduced Horn-SHIQ(D) knowl-
edge base KB, data complexity of checking D-satisfiability of KB is in P, assuming a
bound on the arity of concrete predicates, and that D-satisfiability of finite conjunctions
over ΦD can be decided in polynomial time,

Proof. Since KB is D-satisfiable if and only if DD(KB) is D-satisfiable, data complex-
ity of checking D-satisfiability of KB is bounded by the data complexity of checking
D-satisfiability of a Horn program DD(KB). The program DD(KB) can be c-factored
in time linear in |KBA|, so it suffices to show that the result is d-satisfiable. Satisfiabil-
ity of datalog programs without concrete predicates can be decided using bottom-up
fixpoint saturation in polynomial time [145, 78, 35]. If DD(KB) contains concrete
predicates, d-satisfiability can be decided by first saturating DD(KB) (which can also
be performed in time polynomial in the number of facts), followed by checking the
D-satisfiability of derived facts with concrete literals (which can be performed in poly-
nomial time by the assumption). As in Lemma 8.1.2, |DD(KB)| is polynomial in
|KBA|, so the claim of this lemma follows.

Lemma 8.2.7 (Hardness). For a Horn ALC knowledge base KB, instance checking
w.r.t. KB is P-hard in |KBA|.

Proof. The proof is implemented by the reduction from the well-known Boolean circuit
value problem [104]. A Boolean circuit C is a graph (G, δ,E) defined as follows:

• G = {γ1, ..., γn} is the set of nodes, also called gates;

• δ : G→ {T, F,∧,∨,¬} is a function assigning a label to each gate;
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• E ⊆ G×G is the set of edges such that (i) E is acyclic—that is, i < j for each
(γi, γj) ∈ E; and (ii) the in-degree of gates labeled with T or F is zero, of gates
labeled with ¬ is one, and of gates labeled with ∧ or ∨ is two.

A valuation µ : G→ {T, F} over gates of C is defined inductively as follows (since
E is acyclic, the induction is well-founded):

• If δ(γ) ∈ {T, F}, then µ(γ) = δ(γ);

• If δ(γ) = ¬ and (γ1, γ) ∈ E, then µ(γ) = T if and only if µ(γ1) = F ;

• If δ(γ) = ∧, (γ1, γ) ∈ E, and (γ2, γ) ∈ E, then µ(γ) = T if and only if µ(γ1) = T
and µ(γ2) = T ;

• If δ(γ) = ∨, (γ1, γ) ∈ E, and (γ2, γ) ∈ E, then µ(γ) = T if and only if µ(γ1) = T
or µ(γ2) = T .

The value of C is defined as µ(C) = µ(γn). For an arbitrary circuit C, checking if
µ(C) = T is P-complete [104].

For a circuit C, we construct the knowledge base KBC in which each gate γi

corresponds to the individual γi. We convert the graph structure of C into ABox
assertions as follows:

• If δ(γ) = ¬ and (γ1, γ) ∈ E, we add the ABox assertion not(γ, γ1);

• If δ(γ) = ∧, (γ1, γ) ∈ E, and (γ2, γ) ∈ E, we add the ABox assertions and1(γ, γ1)
and and2(γ, γ2);

• If δ(γ) = ∨, (γ1, γ) ∈ E, and (γ2, γ) ∈ E, we add the ABox assertions or1(γ, γ1)
and or2(γ, γ2);

• If δ(γ) = T , we add the ABox assertion T (γ);

• If δ(γ) = F , we add the ABox assertion F (γ).

Furthermore, the TBox of KBC contains the following axioms:

∃not .T v F T u F v ⊥
∃not .F v T

∃and1.T u ∃and2.T v T ∃or1.T u ∃or2.T v T
∃and1.T u ∃and2.F v F ∃or1.T u ∃or2.F v T
∃and1.F u ∃and2.T v F ∃or1.F u ∃or2.T v T
∃and1.F u ∃and2.F v F ∃or1.F u ∃or2.F v F

It is now easy to see that µ(C) = T if and only if KBC |= T (γn). Namely, the
TBox axioms ensure that that concept membership is propagated through the circuit
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according to the standard semantics of propositional connectives. Hence, for each gate
γ, µ(γ) = T if and only if KBC |= T (γ), and µ(γ) = F if and only if KBC |= F (γ).2

Now the claim of the lemma follows because the size of the TBox of KBC is con-
stant, the size of the ABox of KBC is linear in the size of C, and KBC is a Horn
knowledge base.

The following theorem is an immediate consequence of these two lemmata.

Theorem 8.2.8. Let KB be an extensionally reduced Horn knowledge base expressed
in any logic between ALC and SHIQ(D). Assuming a polynomial oracle for reasoning
with a concrete domain and a bound on the arity of concrete domain predicates, the
problems of checking KB (D-)(un)satisfiability, and checking if KB |=(D) α are data
complete for P, for α of the form (¬)R(a, b) or of the form (¬)C(a) with C a Horn
concept of bounded size.

8.3 Discussion

To better understand the results from the previous two sections, we contrast them
with the well-known results for (disjunctive) datalog [35]. Since datalog has been
successfully applied in practice, this analysis gives interesting insights into the practical
applicability of description logics.

Note that the complexities of datalog variants and of corresponding SHIQ frag-
ments seem to coincide. Without disjunctions, a SHIQ knowledge base and a datalog
program always have at most one model, which can be computed in polynomial time.
With disjunctions, several models are possible, and this must be dealt with using rea-
soning by case. Intuitively, one needs to guess a model, which increases data complexity
to NP.

The key difference between datalog and description logics is revealed by considering
the effects that various parameters have on the complexity. For a datalog program P
and a ground atom α, checking whether P |= α can be performed in time O(|P |v),
where v is the maximal number of distinct variables in a rule of P [146]. Namely,
the problem can be solved by grounding P—that is, by replacing in each rule of P all
variables with individuals from P in all possible ways. The size of the grounding is
bounded by |P |v, and propositional Horn logic is P-complete, which implies O(|P |v)
complexity. In general, v is linear in |P |, so the size of the grounding is exponential;
thus, the combined complexity of datalog coincides with the combined complexity of
SHIQ. However, in practical applications, v is usually small, so it makes sense to
assume it is bounded; then, datalog actually exhibits polynomial behavior.

An intuitive analogous limitation for DLs might be to restrict the size of concepts in
axioms. However, this is not an adequate limitation. Namely, DLs are closely related

2Note that the structure of KBC ensures that each gate is a member of either T or F concept, even
though the TBox does not contain an axiom > v T t F . Furthermore, including such an axiom into
KBC would invalidate the proof, because this would make KBC a non-Horn knowledge base.



8.4 Related Work 157

to the two-variable fragment of first-order logic [21]: ALC concepts correspond to first-
order formulae with only two variables, regardless of nesting. By limiting the numbers
occurring in number restrictions to n, the number of variables in SHIQ axioms is
limited to n + 2. Axioms with complex concepts can be polynomially reduced to
axioms with atomic concepts using structural transformation.

We summarize our observations as follows: assuming a bound on the axiom length,
but not on the number of axioms, satisfiability checking in datalog is (nondeterminis-
tically) polynomial, but in DLs it is exponential. This is so because DLs such as ALC
provide the existential quantifier and general inclusion axioms, which can be used to
succinctly encode models with paths of exponential length. The saturation step elim-
inates the function symbols, but it also incurs an exponential blowup in the program
size to account for such paths. Hence, although combined complexity of both datalog
and DLs is exponential, the reasons for this are different.

In [4, Chapter 5], two sources of complexity in DLs have been identified: OR-
branching caused by the existence of numerous possible models, and AND-branching
caused by the existence of paths within a model. Our results show that OR-branching
is not as difficult as AND-branching: the former increases the complexity to NP,
whereas the latter increases the complexity to ExpTime.

8.4 Related Work

Data complexity of reasoning in description logics has so far been rarely considered.
The only work we are aware of is [126, 125], where the complexity bounds of instance
checking for certain description logics were considered. In particular, it was shown that
combined complexity of instance checking for languages with polynomial subsumption
algorithm, such as AL and ALN , is also polynomial. For ALE it was shown that
instance checking is co-NP-hard in the size of data; however, ΠP

2 is given as the upper
bound. Furthermore, it was shown that the combined complexity of instance checking
in ALE is PSpace-complete. Finally, for ALR, it was shown that the combined
complexity of instance checking is NP-complete. It was pointed out that the additional
source of complexity in ALE over ALR arises from qualified existential quantification.

Whereas the hardness proof for ALE provides a lower bound for data complexity
of satisfiability, the upper bound does not follow from [126], since none of the logics
considered is as expressive as ALC or SHIQ(D). In particular, no considered logic
allows for general inclusion axioms, which are known to have a significant impact on
the complexity. Furthermore, the complexity of reasoning in [126] is measured in the
size of the ABox that is allowed to contain complex concept expressions. Our work
addresses the logic with general inclusion axioms, but restricts the ABox to contain
only literal concepts. Hence, our results measure the complexity in the number of
simple facts, without any terminological knowledge in the ABox.
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Chapter 9

Integrating Description Logics
with Rules

Although SHIQ(D) is very expressive, it is a decidable fragment of first-order logic,
and thus cannot express arbitrary axioms. In fact, it can express only axioms of
a certain tree-structure [57]. Decidable rule-based formalisms, such as function-free
Horn rules,1 do not have this restriction, but lack some of the expressive power of
SHIQ(D), since they are restricted to universal quantification and, in their basic form,
provide no negation. To overcome the limitations of both approaches, description logics
were extended with rules [69], but this extension is undecidable [69]. Intuitively, the
undecidability arises because adding rules to SHIQ(D) causes the loss of any form of
tree model property [147]. In a logic with such a property, every satisfiable knowledge
base has a model of a certain tree-shaped form, so, to decide satisfiability, it suffices
to search only for such a model. For most DLs, it is possible to ensure termination of
such a search.

It is natural to ask what kind of rules can be added to SHIQ(D) while preserving
decidability. This follows a classic line of research in knowledge representation of
investigating the trade-off between expressivity and complexity, and providing different
formalisms with varying expressive power and complexity. This not only provides for
better understanding of the causes for the undecidability of the full combination, but
also enables a more detailed analysis of the complexity and, ultimately, the design of
specialized reasoning procedures. Applications that do not require the expressive power
of the full combination can use such procedures, and rely on the known upper time
and space bounds required to return a correct answer. Finally, in the last decade, it
turned out that these specialized decision procedures are amenable to optimizations,
thus achieving surprisingly good performance in practice even for logics with high
worst-case complexity [4, Chapter 9].

In this chapter, we present a decidable combination of SHIQ(D) with rules, where
decidability is achieved by requiring the rules to be DL-safe: concepts (roles) are

1Throughout this chapter, we use “rules” and “clauses” as synonyms, following [69].
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Table 9.1: Example Knowledge Base

Person(Peter) Peter is a person.
Person v ∃father .Person Each person has a father who is a person.
∃father .(∃father .Person) v Grandchild Things having a father of a father who

is a person are grandchildren.

allowed to occur in both rule bodies and heads as unary (binary) predicates in atoms,
but each variable in a rule is required to occur in a body literal whose predicate is
neither a concept nor a role. Intuitively, this restriction makes the logic decidable
because the rules are applicable only to individuals explicitly introduced in the ABox.
Our formalism is a generalization of existing hybrid approaches presented in [84, 39],
and a special case of approaches presented in [123, 69]. We discuss the expressive
power and the limitations of our approach in a nontrivial example. Moreover, we show
that query answering with DL-safe rules can be performed by simply appending the
rules to a program obtained by the reduction from Chapter 7.

9.1 Reasons for Undecidability of SHIQ(D) with Rules

An approach for integrating an OWL-DL knowledge base KB with a datalog program P
was presented in [69]. The integration is achieved by assuming NC ∪NRa ∪NRc ⊆ NP ,
and by interpreting the resulting hybrid knowledge base under standard first-order
semantics (that is, the rules in P are interpreted as clauses). In other words, concepts
and roles can be used in rules as unary and binary predicates, respectively. It was
shown that checking satisfiability of such a hybrid knowledge base is undecidable; as
a consequence, subsumption and query answering w.r.t. hybrid knowledge bases are
also undecidable. Investigating the proof from [69] and [84] more closely, we note that
the undecidability is caused by the interaction between some very basic features of
description logics and rules. In this section, we try to give an intuitive explanation of
this result and its consequences.

Consider the simple knowledge base KB from Table 9.1. This knowledge base
implies the existence of an infinite chain of fathers: since Peter must have a father,
there is some x1 who is a Person. In turn, x1 must have some father x2 , who must
be a Person, and so on. An infinite model with such a chain is shown in Figure 9.1,
upper part (a). Observe that Peter is a grandchild, since he has a father of a father,
who is a person.

Let us now check whether KB |= Grandchild(Jane); this is the case if and only if
KB∪{¬Grandchild(Jane)} is unsatisfiable. We can perform this task by trying to build
a model; if we fail, then we conclude that KB ∪ {¬Grandchild(Jane)} is unsatisfiable.
However, we have a problem: starting from Peter , a näıve approach will expand the
chain of Peter’s fathers indefinitely, and will therefore not terminate.
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This very simple example intuitively shows that we have to be careful if we want to
ensure termination of a model building algorithm. For many DLs, termination can be
ensured without losing completeness because we can restrict our attention to certain
“nice” models. For numerous DLs, we can consider only tree models—that is, models
in which the underlying relational structure forms a tree [147]. This is so because
every satisfiable knowledge base has such a tree model (to be precise, for certain logics
we consider tree-like abstractions of possibly nontree models, but this distinction is
not relevant here). Even if such a tree model is infinite, we can wind this infinite tree
model into a finite one. In our example, since KB does not require each father in the
chain to be distinct (that is, there is no axiom requiring the role father to be acyclic),
the model in Figure 9.1, lower part (b), is the result of winding an infinite tree into
a “nice,” finite model. Due to their regular structure, such windings of tree models
can be easily constructed in an automated way. To understand why every satisfiable
SHIQ(D) knowledge base has a tree model [73], consider the mapping π from Tables
3.1 and 3.4 more closely (we ignore some technicalities caused by transitive roles): in all
formulae obtained by transforming the result of π into prenex normal form, variables
are connected by roles only in a tree-like manner, as shown in the following example:

∃S.(∃R.C u ∃R.D) v Q ⇒
∀x : {[∃y : S(x, y) ∧ (∃x : R(y, x) ∧ C(x)) ∧ (∃x : R(y, x) ∧D(x))]→ Q(x)} ⇒
∀x, x1, x2, x3 : {S(x, x1) ∧R(x1, x2) ∧ C(x2) ∧R(x1, x3) ∧D(x3)→ Q(x)}

Let us contrast these observations with the kind of reasoning required for function-
free Horn rules. In such rules, all variables are universally quantified; that is, there
are no existentially quantified variables in rule consequents. Hence, we never have
to infer the existence of objects not enumerated in the Herbrand universe. Thus,
reasoning algorithms can consider only individuals that are explicitly introduced and
are given a name in the knowledge base. Reasoning can be performed by grounding
the rules—that is, by replacing the variables in the rules with all individuals from the
knowledge base in all possible ways. Through grounding, first-order reasoning becomes
propositional, since a ground rule is essentially equivalent to a propositional clause.
For a finite program, the number of ground rules is also finite, and satisfiability of a set
of propositional clauses is decidable. Hence, non-tree-like rules are allowed to enforce
arbitrary, but finite, nontree models, and not only “nice” models.

Figure 9.1: Two Similar Models
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Now let us see what happens if we extend SHIQ(D) with function-free Horn rules.
Then, we combine a logic that can be decided by restricting our attention to “nice”
models (but with possibly infinitely many individuals whose existence is implied by
a knowledge base) with a logic that can be decided by restricting our attention to
known individuals (but with arbitrary relations between them). Unsurprisingly, this
and similar combinations are undecidable [84, 69].

9.2 Combining Description Logics and Rules

We now formalize the interface between SHIQ(D) and rules.

Definition 9.2.1 (DL-Rules). Let KB be a SHIQ(D) knowledge base. For s and t
constants or variables, a DL-atom is an atom of the form A(s), where A is an atomic
concept in KB, of the form R(s, t) where R is simple (abstract or concrete) role in KB,
or of the form s ≈ t. A non-DL-atom is an atom with a predicate other than ≈, an
atomic concept in KB, or a role in KB. A (disjunctive) DL-rule is a (disjunctive) rule
with DL- and non-DL-atoms in the head and the body. A (disjunctive) DL-program P
is a set of (disjunctive) DL-rules. A combined knowledge base is a pair (KB , P ).

We define the translation operator π on rules to interpret them as first-order clauses
(x is the vector of all free variables of the rule):

π(A1 ∨ ... ∨An ← B1, ..., Bm) = ∀x : {A1 ∨ ... ∨An ∨ ¬B1 ∨ ... ∨ ¬Bm}

For a DL-program P , we define π(P ) =
∧

r∈P π(r), and, for a combined knowledge base
(KB , P ), we define π((KB , P )) = π(KB) ∧ π(P ). The main inferences for combined
knowledge bases are defined as follows:

• Satisfiability checking: (KB , P ) is satisfiable if and only if π((KB , P )) is D-
satisfiable.

• Query answering: A ground atom α is an answer of (KB , P ), denoted with
(KB , P ) |= α, if and only if π((KB , P )) |=D π(α).

A few remarks regarding Definition 9.2.1 are in order.

Minimal vs. First-order Models. Rules are usually interpreted under minimal
model semantics. In contrast, the semantics of DL-rules is classical, in the sense
that it considers arbitrary models. An in-depth comparison between the two types of
semantics was presented in Subsection 4.8.2.

Transitive Roles. It is straightforward to extend Definition 9.2.1 to allow DL-atoms
to contain complex roles. However, our algorithms deal with transitivity axioms by en-
coding a SHIQ(D) knowledge base KB into a D-equisatisfiable ALCHIQ(D) knowl-
edge base Ω(KB). As mentioned in Section 5.2, this transformation does not preserve
entailment of ground complex role atoms. Therefore, we prohibit the usage of complex
roles in rules (such roles can still be used in KB).
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(In)equality Literals. Without loss of generality, we allow only positive equality
literals in DL-rules. Namely, DL-rules can be disjunctive and are interpreted under
standard first-order semantics, so a negative equality literal in the body can be moved
as a positive literal into the head. For example, the following rule defines Commuter
as a person who lives and works at different places:

Commuter(x)← livesAt(x, y),worksAt(x, y), x 6≈ y

By standard properties of first-order logic, this rule is equivalent to the following one:

Commuter(x) ∨ x ≈ y ← livesAt(x, y),worksAt(x, y)

By allowing only positive equality literals in rules, we make Definition 9.2.1 consis-
tent with the definition of disjunctive datalog from Section 2.7, which allows only for
positive atoms in rule bodies.

Note also that positive equality literals in the rule body do not increase the expres-
sivity of the formalism. Namely, for a first-order formula ϕ, a variable x, and a term
t that does not contain x as a proper subterm, the formulae ∀x : (x ≈ t → ϕ) and
ϕ{x 7→ t} are equisatisfiable [99]. However, positive equality literals in the rule heads
do increase the expressivity, as they allow deriving two objects to be equal. In order
not to make Definition 9.2.1 too technical, we do not distinguish these two cases.

Relationship with Existing Formalisms. Definition 9.2.1 yields a formalism com-
patible with the ones from [69, 84, 123]. The main differences from [69] are that DL-
rules can additionally contain non-DL-atoms; furthermore, DL-atoms cannot contain
inequality, and they can contain only simple roles and atomic concepts. The latter is
a technical assumption and is not really a restriction: for a complex concept C, one
can always introduce a new atomic concept AC , add the axiom AC ≡ C to the TBox,
and use AC in the rule. This transformation is obviously linear in the size of P .

Decidability. Since the formalism is compatible with [69], reasoning with combined
knowledge bases is undecidable. To achieve decidability, we introduce the notion of
DL-safety in the following section.

9.3 DL-Safety Restriction

A possible way to obtain a decidable logic is to require DL-rules to be DL-safe.

Definition 9.3.1 (DL-Safe Rules). A (disjunctive) DL-rule r is DL-safe if each vari-
able occurring in r also occurs in a non-DL-atom in the body of r. A (disjunctive)
DL-program P is DL-safe if all its rules are DL-safe.

DL-safety is similar to safety in datalog. In a safe rule, each variable occurs in
a positive atom in the body, and can therefore be bound only to constants explicitly
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present in the database. Similarly, DL-safety ensures that each variable is bound only
to individuals explicitly introduced in the ABox. For example, if Person, livesAt , and
worksAt are concepts and roles from KB , the following rule is not DL-safe, because
both x and y occur in DL-atoms, but not in an atom with a predicate outside of KB :

Homeworker(x)← Person(x), livesAt(x, y),worksAt(x, y)

The previous rule can be made DL-safe by adding special non-DL-atoms O(x),
O(y), and O(z) to the body of the rule, and by adding a fact O(a) for each individual
a occurring in KB and P . Thus, the previous rule is transformed as follows:

Homeworker(x)← Person(x), livesAt(x, y),worksAt(x, y),O(x),O(y),O(z)

9.4 Expressivity of DL-Safe Rules

To achieve decidability, we do not restrict the component languages; rather, we com-
bine full SHIQ(D) with function-free Horn rules, and thus extend both formalisms.
However, DL-safety restricts the interaction between the component languages to in-
volve only individuals explicitly introduced in the ABox.

To illustrate the expressive power of DL-safe rules, consider the combined knowl-
edge base (KB , P ), containing DL axioms and rules from Table 9.2. We use a rule
to define the only non-DL-predicate BadChild as a grandchild who hates some of his
siblings (or himself). Note that this rule involves relations forming a triangle between
two siblings and a parent, and thus cannot be expressed in SHIQ(D); furthermore,
the rule is not DL-safe.

Now consider the first group of ABox facts. Since Cain is a Person, as shown in
Section 9.1, one can infer that Cain is a Grandchild . Since Cain and Abel are children
of Adam, and Cain hates Abel , we derive that Cain is a BadChild .

Similarly, since Romulus and Remus are persons, they have a father. Due to the
second rule, the father of Romulus and Remus must be the same. Now Romulus hates
Remus, so Romulus is a BadChild as well. We are able to derive this without knowing
exactly who the father of Romulus and Remus is.2

Consider now the DL-safe rule defining BadChild ′: since the father of Cain and
Abel is known by name—that is, Adam is in the ABox—, the literal O(y) from the
rule for BadChild ′ can be matched to O(Adam), allowing us to conclude that Cain is
a BadChild ′. In contrast, the father of Romulus and Remus is not known in the ABox.
Hence, in the DL-safe version of the second rule, O(x) and O(y) cannot be matched to
the father’s name, so the rule does not derive that the fathers of Romulus and Remus
are the same. Similarly, in the rule defining BadChild ′, the literal O(y) cannot be
matched to the father’s name, so we cannot derive that Romulus is a BadChild ′.

This may seem confusing. However, DL-safe rules do have a natural reading: just
append the phrase “where the identity of all objects is known” to the intuitive meaning

2Actually, the father of Romulus and Remus is the god Mars, but we assume that this is not known
to the modeler of KB . Still, the father’s existence is certain, which is reflected by KB .
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Table 9.2: Example with DL-Safe Rules

Person v ∃father .Person Each person has a father who is a person.
∃father .(∃father .Person) v Grandchild Things having a father of a father who

is a person are grandchildren.
father v parent Fatherhood is a kind of parenthood.
BadChild(x)← Grandchild(x), A bad child is a grandchild who hates

parent(x, y), parent(z, y), hates(x, z) one of his siblings.
BadChild ′(x)← Grandchild(x), DL-safe version of a bad child.

parent(x, y), parent(z, y), hates(x, z),
O(x),O(y),O(z)

Person(Cain) Cain is a person.
father(Cain,Adam) Cain’s father is Adam.
father(Abel ,Adam) Abel’s father is Adam.
hates(Cain,Abel) Cain hates Abel.

Person(Romulus) Romulus is a person.
Person(Remus) Remus is a person.
x ≈ y ← father(Romulus, x), father(Remus, y) Romulus and Remus have the same father.
x ≈ y ← father(Romulus, x), father(Remus, y), DL-safe version.
O(x),O(y)

hates(Romulus,Remus) Romulus hates Remus.

Child(x)← GoodChild(x),O(x) Good children are children.
Child(x)← BadChild ′(x),O(x) Bad children are children.
(GoodChild t BadChild ′)(Oedipus) Oedipus is a good or a bad child.

O(α) for each explicitly named individual α Enumeration of all ABox individuals.

of the rule. For example, the rule defining BadChild ′ should be read as “A BadChild ′ is
a known grandchild whose parent is known, and who hates one of his known siblings.”

Combining description logics with DL-safe rules increases the expressivity of both
components. Namely, a SHIQ(D) knowledge base cannot imply that Cain is a
BadChild ′, because the rule expressing a triangular relationship cannot be expressed
in SHIQ(D). Similarly, function-free Horn rules cannot imply this either: we know
that Cain has a grandfather because Cain is a person, but we do not know who he is.
Hence, we need the existential quantifier to infer the existence of ancestors, and then
to infer that Cain is a Grandchild .

Note that it is incorrect to compute all consequences of the DL component first, and
then to apply the rules to these consequences. Consider the KB part about Oedipus:
he is a GoodChild or a BadChild ′, but we do not know exactly what is true. Either
way, one of the rules derives that Oedipus is a Child , so (KB , P ) |= Child(Oedipus).
This would not be derived by applying the rules for Child to the consequences of KB ,
since KB 6|= GoodChild(Oedipus) and KB 6|= BadChild ′(Oedipus).
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9.5 Query Answering for DL-Safe Rules

We now show that reasoning in (KB , P ) can be performed by simply appending P to
DD(KB). To do that, we extend several lemmata used in the proof of Theorem 7.4.2.

For a SHIQ(D) knowledge base KB , the first step in query answering is to elim-
inate transitivity axioms by encoding KB into an D-equisatisfiable ALCHIQ(D)
knowledge base Ω(KB), as explained in Section 5.2. Observe that Definition 9.3.1
allows only simple roles to occur in DL-atoms, and that, as discussed in Section 5.2,
this encoding preserves entailment of such atoms. Hence, for P a DL-safe program,
(KB , P ) and (Ω(KB), P ) are equisatisfiable. Hence, in the rest of this section we
assume without loss of generality that KB is an ALCHIQ(D) knowledge base.

Let P c be a c-factor of π(P ). Without loss of generality, we can assume that P c

is computed by first applying c-factoring to all negative DL-atoms, and then to non-
DL-atoms in a rule. Thus, for a clause C from P c, negative DL-atoms containing a
concrete role occur in C only in disjunctions of the form ¬T (x, zc)∨zc 6≈D yc, where yc

occurs in a non-DL-atom because of DL-safety. Furthermore, in all positive DL-atoms
T (x, yc) of C, yc also occurs in a negative non-DL-atom because of DL-safety.

By Lemma 6.1.6, D-satisfiability of Ξ(KB) ∪ P coincides with d-satisfiability of
Ξ(KB)∪P c, and the latter can be decided by BSD,+

DL . To obtain a decision procedure,
we extend the selection function of BSD,+

DL as follows: if a closure contains negative
non-DL-atoms, then all such atoms are selected and nothing else is selected; otherwise,
if there are no negative non-DL-atoms, the selection function is as in Definition 5.3.3—
that is, it selects all negative binary literals.

We say that N is a set of extended ALCHIQ(D)-closures if each closure is of type
from Table 5.2 without conditions (iii)–(vii), of type from Table 6.2, or a closure cor-
responding to c-factors of DL-safe rules. Furthermore, closures of type 8 are allowed to
contain positive ground non-DL-atoms and negative non-DL-atoms whose arguments
are either variables or constants.

Lemma 9.5.1. For an ALCHIQ(D) knowledge base KB, saturation by BSD,+
DL decides

d-satisfiability of Ξ(KB) ∪ P c.

Proof. Obviously, Ξ(KB) ∪ P c is a set of extended ALCHIQ(D)-closures. To prove
the lemma, it is sufficient to show the following property (*): if N is a set of extended
ALCHIQ(D)-closures and C1 ·ρ, . . . , Ck ·ρ are the nonredundant closures obtained by
applying a BSD,+

DL inference to premises from N , then N ∪ {C1 · ρ, . . . , Ck · ρ} is a set
of extended ALCHIQ(D)-closures.

All ground non-DL-atoms in Ξ(KB) ∪ P c contain constants. Hence, a superpo-
sition into a ground non-DL-atom is possible only from a literal 〈a〉 ≈ 〈b〉, and in
the superposition conclusion all non-DL-atoms contain constants. Consider an infer-
ence with a rule r. Since r is DL-safe, it can participate only in a hyperresolution
inference with side premises of type 8 on non-DL-literals. Furthermore, r is safe, so,
since all ground non-DL-atoms contain constants, hyperresolution binds all variables
in a rule to constants. An exception is variables zc in literals of the form ¬T (x, zc)
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with T a concrete role. However, due to c-factoring and DL-safety, such literals occur
in rules always as part of a disjunction ¬T (x, zc) ∨ zc 6≈D yc, where x and yc occur
in non-DL-atoms, so these literals have in the hyperresolution conclusion the form
¬T (a, zc) ∨ zc 6≈D bc. Obviously, the conclusion is a closure of type 8. Furthermore,
closures of type 8 can participate in BSD,+

DL inferences with other closures in exactly
the same way as in Lemma 5.3.6, Lemma 6.2.1, and Theorem 5.4.8, so the property
(*) holds. Since BSD,+

DL is sound and complete calculus for checking d-satisfiability,
the claim of the lemma follows.

The next step is to show that rules can simply be appended to the function-free
version of KB .

Lemma 9.5.2. (KB , P ) is unsatisfiable if and only if FF(KB)∪P c is d-unsatisfiable.

Proof. By Theorem 6.1.20, d-satisfiability of FF(KB)∪P c can be decided by a BSD,+
DL

saturation, in which we can choose to perform all nonground inferences before all
ground inferences. Since all non-DL-atoms in rules from P c are selected and each rule
by the DL-safety requirement must contain at least one such atom, the rules cannot
participate in an inference with nonground closures from Ξ(KB) ∪ P c. Hence, as in
Lemma 7.2.1, Ξ(KB)∪P c is d-satisfiable if and only if Γ = SatR(ΓT Rg)∪Ξ(KBA)∪P c

is d-satisfiable.
It is now straightforward to extend Lemma 7.2.4 to show that Γ is d-unsatisfiable if

and only if FF(KB)∪P c is d-unsatisfiable. For both directions of the proof, a hyperres-
olution with a rule r in one closure set can directly be simulated by a hyperresolution
with r in the other closure set.

We now state the main result of this section:

Theorem 9.5.3. Let KB be an ALCHIQ(D) knowledge base, and P a DL-safe dis-
junctive datalog program. Then, (KB , P ) is unsatisfiable if and only if DD(KB)∪P is
D-unsatisfiable. Furthermore, (KB , P ) |= α if and only if DD(KB) ∪ P |=c α, where
α is a ground DL- or a non-DL-atom.

Proof. Because FF(KB)∪P is D-satisfiable if and only FF(KB)∪P c is d-satisfiable, the
first claim follows from Lemma 9.5.2. For the second claim, observe that (KB , P ) |= α
if and only if (KB ∪ {¬α}, P ) is unsatisfiable. The latter is the case if and only if
FF(KB ∪ {¬α})∪ P = FF(KB)∪ P ∪ {¬α} is D-unsatisfiable, which is the case if and
only if DD(KB) ∪ P |=c α.

Query answering in DD(KB)∪P can be performed using the algorithm from Section
7.6, for which we now determine the complexity. As explained in Section 7.5, P≈ is
the axiomatization of the equality semantics for predicates occurring in a program P .

Theorem 9.5.4. Let KB be an ALCHIQ(D) knowledge base, defined over a concrete
domain D such that D-satisfiability of finite conjunctions over ΦD can be decided in
deterministic exponential time. Also, let P be a DL-safe program, Γ′ = DD(KB) ∪ P ,
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and Γ = Γ′ ∪ Γ′≈. Finally, let numbers be coded in unary, and the arity of concrete
predicates be bounded. Then, computing all answers to a nonground query in (KB , P )
can be done by saturating a c-factor of Γ by RD

Q in time exponential in |KB | + |P |
assuming a bound on the arity of predicates in P , and in time doubly exponential in
|KB |+ |P | otherwise.

Proof. The number of clauses in Γ′≈ is polynomial in |KB | + |P |. As done in Lemma
5.3.10, to determine the complexity of the algorithm, we compute the maximal number
of clauses derivable in a saturation by RD

Q . Let p denote the number of non-DL-
predicates, r the maximal arity of a predicate, c the number of constants occurring in
(KB , P ), and b the maximal number of literals in a body of a rule from P . Under the
theorem assumptions, p, c, and b are linear in |KB | + |P |. If r is not bounded, it is
also linear in |KB |+ |P |.

The number of non-DL-literals occurring in a maximal ground clause is bounded
by `1 = 2pcr (the factor 2 allows each literal to occur positively or negatively). If
the predicate arity is bounded, then `1 is polynomial, and if the predicate arity is
unbounded, it is exponential in |KB | + |P |. By Lemma 5.3.10, we know that the
maximal number of DL-atoms in a clause, denoted with `2, is polynomial in |KB |
assuming a bound on the arity of concrete domain predicates and for unary coding of
numbers. Since each ground clause can contain an arbitrary subset of these literals,
the maximal number of ground clauses derived by RD

Q is bounded by k = 2`1+`2 ,
which is exponential for bounded arity, and doubly exponential for unbounded arity
of predicates in P .

Each rule from Γ can participate in a hyperresolution inference with ground clauses
in kb ways, which is exponential in |P |. Furthermore, by Theorem 7.4.2 the number
of rules t in Γ is exponential in |KB | + |P |. Hence, the number of hyperresolution
inference steps is bounded by tkb = t · 2b·(`1+`2). For bounded arity of predicates in
P , this number is exponential, and doubly exponential otherwise. Hence, in the same
way as in Lemma 6.2.5, the number of concrete domain inference steps is exponential
for bounded arity of predicates in P , and doubly exponential otherwise, thus implying
the claim of the theorem.

Note that most applications require predicates of small arity. Hence, the assump-
tion that the arity of predicates is bounded is realistic in practice, thus giving a worst-
case optimal algorithm.

9.6 Related Work

AL-log [39] is a hybrid logic that combines an ALC knowledge base with datalog
rules, where the latter can be constrained with unary atoms having ALC concepts
as predicates in rule bodies. Query answering in AL-log is decided by a variant of
constrained resolution combined with a tableau algorithm for ALC. The combined
algorithm is shown to run in single nondeterministic exponential time. Because atoms
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with concept predicates can occur only as constraints in rule bodies, the rules are
applicable only to explicitly named objects. Our restriction to DL-safe rules has the
same effect. However, our approach is more general in the following ways: (i) it
supports a more expressive description logic, (ii) it allows using both concepts and roles
in DL-atoms, and (iii) DL-atoms can be used in rule heads as well. Furthermore, we
present a query answering algorithm as an extension of deductive database techniques
running in deterministic exponential time.

A comprehensive study of combining datalog rules with description logics was pre-
sented in [84]. The logic considered is ALCNR, which, although less expressive than
SHIQ, provides constructors characteristic of most DL languages. The results of the
study can be summarized as follows: (i) answering conjunctive queries over ALCNR
knowledge bases is decidable, (ii) query answering in the extension of ALCNR with
nonrecursive datalog rules, where both concepts and roles can occur in rule bodies, is
also decidable, because it can be reduced to computing a union of conjunctive query
answers, (iii) if rules are recursive, query answering becomes undecidable, (iv) decid-
ability can be regained by disallowing certain combinations of constructors in the logic,
and (v) decidability can be regained by requiring rules to be role-safe, where at least
one variable from each role literal must occur in a non-DL-atom. As in AL-log, query
answering is decided using constrained resolution and a modified version of the tableau
calculus. Apart from treating a more expressive logic, in our approach all variables in
a rule must occur in at least one non-DL-atom, but concepts and roles are allowed to
occur in rule heads. Hence, when compared to the variant (v), our approach is slightly
less general in some, and slightly more general in other aspects.

The Semantic Web Rule Language (SWRL) [69] combines OWL-DL with rules in
which concept and role predicates are allowed to occur in the head and in the body
without any restrictions. Hence, apart from technicalities such as allowing concept
expressions to occur in rules, SWRL is compatible with DL-rules. As mentioned be-
fore, this combination is undecidable but, as pointed out by the authors, (incomplete)
reasoning in such a logic can be performed using general first-order theorem provers.
By restricting DL-safe rules to contain only DL-atoms and the special predicate O, we
obtain a proper subset of SWRL, in which expressivity is traded for decidability. Also,
we provide an optimal query answering algorithm for a fragment of SWRL.

An approach for combining rules and description logics under a nonmonotonic
semantics was presented in [123]. To achieve decidability, the author also employs
DL-safety. Furthermore, rules are allowed to contain non-DL-atoms under negation-
as-failure, which is interpreted under stable-model semantics. Finally, unique name
assumption was assumed in [123], but this was later dropped in [124]. Hence, for
programs without negation-as-failure and for answering positive ground queries, this
approach coincides with ours. Also, in [123], a reasoning algorithm was presented,
which don’t-know nondeterministically reduces satisfiability and query answering w.r.t.
combined knowledge bases to satisfiability of a DL knowledge base. Due to a huge
amount guessing, such an algorithm is likely to be unsuitable for practice; on the
contrary, we present a deterministic reasoning algorithm that can be combined with
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existing optimization techniques of disjunctive deductive databases.
Another approach for combining answer set programming with description logics

was presented in [44]. The interaction between the subsystems is enabled by exchanging
only unit ground consequences between the two components. The set of derivable facts
is obtained by fixpoint computation. In this approach, the two systems are not tightly
integrated, since the interaction between the systems is performed only through the
exchange of unit consequences, resulting in a semantics that is not compatible with
the first-order semantics. In the example in Section 9.4, this approach cannot derive
that Oedipus is a child from the fact that Oedipus is a GoodChild or a BadChild ′.

The approaches from [57] and [148] for reducing certain DL fragments to logic
programming can easily be extended with rules, by simply appending the rules to the
result of the transformation. However, the DL considered there does not support exis-
tential quantifiers, negation, or disjunction under positive polarity, so it is significantly
less expressive than Horn-SHIQ(D). Hence, our approach is a proper extension.



Chapter 10

Answering Conjunctive Queries

Conjunctive queries were introduced in [32] as a formalism capable of expressing the
class of selection–projection–join–renaming relational queries [1]. The vast majority of
relational queries used in practice falls into this fragment, so a great deal of database
research has been devoted to devising efficient algorithms for query answering and
deciding query containment.

Because conjunctive queries have been found useful in diverse practical applications,
it is natural to use them as an expressive formalism for querying description logic
knowledge bases. Algorithms for answering conjunctive queries over DL knowledge
bases expressed in various DL variants were presented in [143, 28, 72]. A common
approach used in these algorithms is to reduce the problem of query answering to
standard DL reasoning problems, as this enables reusing existing DL reasoning systems
and services.

It is well known that complex encodings usually yield relatively poor performance
in practice. Hence, in this chapter, we extend the algorithms from Chapters 5 and 6
to obtain an algorithm for answering conjunctive queries that works directly with
the query and the knowledge base, without any encoding. In this way, we obtain an
algorithm suitable for practical application. Furthermore, to the best of our knowledge,
this is the first attempt to realize conjunctive query answering over description logic
knowledge bases in the framework of resolution.

10.1 Definition of Conjunctive Queries

We first define conjunctive queries over ALCHIQ(D) knowledge bases.

Definition 10.1.1. Let KB be an ALCHIQ(D) knowledge base, and let x1, . . . , xn

and y1, . . . , ym be sets of distinguished and nondistinguished variables, denoted with
x and y, respectively. A conjunctive query over KB, denoted with Q(x,y), is a finite
conjunction of DL-atoms of the form (¬)A(s) or R(s, t), for A an atomic concept,
R an abstract role, and s and t individuals from KB or variables from x or y. The
inference problems for conjunctive queries are defined as follows:

173
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• Query answering: An answer of a query Q(x,y) w.r.t. KB is an assignment θ
of individuals to distinguished variables such that π(KB) |=D ∃y : Q(xθ,y).

• Query containment: A query Q2(x,y2) is contained in a query Q1(x,y1) w.r.t.
KB if π(KB) |=D ∀x : [∃y2 : Q2(x,y2)→ ∃y1 : Q1(x,y1)].

A few remarks regarding Definition 10.1.1 are in order.

Negative Atoms. Negative concept atoms are usually not allowed to occur in con-
junctive queries. However, including such atoms in Definition 10.1.1 makes the follow-
ing presentation simpler, and does not change the formalism in any significant way.

Abstract Roles. The restriction to abstract roles in queries has been introduced
in order not to require c-factoring of the query, which introduces problems for our
algorithms. Note that concrete roles can still be used in the knowledge base.

Transitive Roles. It is straightforward to extend Definition 10.1.1 to SHIQ(D)
knowledge bases; however, handling transitivity in queries seems to be quite difficult in
the framework developed in previous chapters. Namely, our algorithms deal with tran-
sitivity axioms by encoding a SHIQ(D) knowledge base KB into a D-equisatisfiable
ALCHIQ(D) knowledge base Ω(KB). As mentioned in Section 5.2, this transfor-
mation does not preserve entailment of ground complex role atoms. Therefore, we
prohibit the usage of complex roles in conjunctive queries (note that such roles can
still be used in KB). Under this assumption, π(KB) |=D ∃y : Q(xθ,y) if and only
if π(Ω(KB)) |=D ∃y : Q(xθ,y), which allows us to assume in the rest of this chapter
that KB is an ALCHIQ(D) knowledge base.

(In)equality DL-Atoms. Contrary to Definition 9.2.1 that defines DL-atoms for
DL-rules, Definition 10.1.1 does not allow the (in)equality predicate to occur in DL-
atoms of conjunctive queries. Namely, positive equality literals do not increase the
expressivity of conjunctive queries: for a first-order formula ϕ, a variable x, and a
term t that does not contain x as a proper subterm, the formulae ∃x : (ϕ ∧ x ≈ t)
and ϕ{x 7→ t} are equisatisfiable [99]. Furthermore, based on unpublished results from
[30], allowing negative equality literals to occur in a conjunctive query in all likelihood
makes query answering undecidable.

Conjunctive Queries vs. DL-safe Rules. Querying DL knowledge bases might be
performed using DL-safe rules, presented in Chapter 9; however, DL-safe rules are less
expressive than conjunctive queries. To understand the practical implications of using
either formalism, consider KB = {∃hasParent .Person(Peter)}, and a query retrieving
“all objects having a parent.” Note that KB states that Peter has a parent, but does
not reveal his identity (that is, the name of the parent is not in the ABox).
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Our question corresponds to the conjunctive query Q(x, y) = ∃y : hasParent(x, y).
Obviously, KB |= ∃y : hasParent(Peter , y), so Peter is an answer to Q(x, y) in KB .

Our question also corresponds to the DL-safe rule Q(x) ← hasParent(x, y),O(y);
the literal O(y) is required in the rule body to ensure DL-safety. For P a program
containing the rule, (KB , P ) 6|= Q(Peter): namely, the name of the father is not
known, and is therefore not contained in the predicate O. The requirement on DL-
safety requires y to be bound to a named individual, which is the same as making y
a distinguished variable in the conjunctive query. Hence, querying by DL-safe rules is
the same as using conjunctive queries without nondistinguished variables.

In certain circumstances, it is possible to use DL-safe rules for querying without
having to completely give up on nondistinguished variables. In [75], the authors present
the query roll-up technique, by means of which certain tree-like queries with nondis-
tinguished variables can be transformed to queries without nondistinguished variables.
In the previous example, this amounts to adding an axiom ∃R.C v D to KB , and then
answering the DL-safe query Q(x) ← D(x),O(x). As discussed in [75], query roll-up
is easy for conjunctive queries where nondistinguished variables do not occur in cycles
of the query graph (as defined in the following section). Hence, conjunctive queries
are more expressive than DL-safe rules only if they contain cycles involving nondis-
tinguished variables; furthermore, dealing with such cycles is the main issue that the
algorithm presented in this chapter has to deal with.

10.2 Answering Conjunctive Queries

Let KB be an ALCHIQ(D) knowledge base. For a conjunctive query Q(x,y), the
assignment θ such that θx = a is an answer to the query w.r.t. KB if and only if the
set of closures Γ′ = Ξ(KB) ∪ {¬Q(a,y)} is unsatisfiable, where ¬Q(a,y) is a closure
obtained by negating each conjunct of Q(a,y). In the following, we show how to decide
satisfiability of Γ′ by basic superposition. For that purpose, we first define the notion
of a query graph:

Definition 10.2.1. A query graph for a conjunctive query Q(a,y) is a directed graph
with the following structure:

• Each variable y ∈ y is associated with a unique node;

• Each occurrence of a constant in Q(a,y) is associated with a unique node (that
is, different occurrences of the same constant are associated with distinct nodes);

• For each literal (¬)A(s) ∈ Q(a,y), the node s is labeled with (¬)A;

• For each literal R(s, t) ∈ Q(a,y), the graph contains a directed arc labeled with
R, pointing from s to t.

Each conjunctive query defines a distinct query graph, so we do not make an explicit
distinction between the two. Hence, by saying that a query is connected, tree-like, or
acyclic, we refer to the properties of the query graph.
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Without loss of generality, we can assume that a query graph is weakly con-
nected; that is, for each two nodes s and t in the graph, there is a path either from
s to t, or from t to s. Namely, assume that a query Q(a,y) can be split into n
weakly connected, mutually disjoint subqueries Q1(a1,y1), . . . , Qn(an,yn). Obviously,
π(KB) |=D

∧
1≤i≤n ∃yi : Qi(ai,yi) if and only if π(KB) |=D ∃yi : Qi(ai,yi), for all

1 ≤ i ≤ n. Splitting Q(a,y) into Qi(ai,yi) can be performed in time that is polynomial
in |Q(a,y)|, so this assumption does not increase the complexity of reasoning.

A slight problem arises if ¬Q(a,y) contains constants that do not occur at substi-
tution positions. Consider the following closures:

a1 ≈ a′1 ∨ a2 ≈ a′2(10.1)
¬Q1(a1,y1)(10.2)
¬Q2(a2,y2)(10.3)

Assuming that ai ∈ ai and a′i ∈ a′i for i ∈ {1, 2}, one can perform superposition
from (10.1) into (10.2), and then into (10.3), which produces the following closure:

¬Q1(a′1,y1) ∨ ¬Q2(a′2,y2)(10.4)

Now (10.4) contains more variables than either of the premises it was derived from,
and therefore causes termination problems.

We deal with this problem by applying the structural transformation to ¬Q(a,y).
In particular, we replace Γ′ with Γ defined as follows, where, for each a ∈ a, Oa is a
new predicate unique for a, xa is a new variable unique for a, and xa is the vector of
variables obtained from a by replacing each a with xa:

Γ = Ξ(KB) ∪ {¬Q(xa,y) ∨
∨
a∈a

¬Oa(xa)} ∪
⋃
a∈a

{Oa(a)}

The sets of closures Γ′ and Γ are obviously equisatisfiable. In the rest of this section,
we write ¬Oa(xa) for

∨
a∈a ¬Oa(xa).

This transformation solves the problem in the following way. By Definition 10.2.2,
the literals Oa(xa) are selected, so a closure (10.5) can participate only in resolution
with closures of the form (10.6) to produce a closure of the form (10.7):

¬Q(xa,y) ∨
∨
a∈a

¬Oa(xa)(10.5)

Oa(a)(10.6)
¬Q([a] ,y)(10.7)

In (10.7), all constants [a] are marked, which prevents superposition inferences from
(10.1) into (10.7).

We now define the calculus for checking satisfiability of Γ:

Definition 10.2.2. With BSD,+
CQ we denote the BSD calculus, extended with decom-

position, and parameterized as follows:
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• Inference conclusions, whenever possible, are decomposed according to the follow-
ing table, where s is a term of the form f1(. . . fm(u) . . .) with u a variable or a
constant, and ti are terms of the form fi,1(. . . fi,m(x) . . .) for m ≥ 1:

D · ρ ∨R([s] , [f(s)])  
D · ρ ∨ QR,f ([s])

¬QR,f (x) ∨ R(x, [f(x)])

D · ρ ∨R([f(s)] , [s])  
D · ρ ∨ QInv(R),f ([s])

¬QInv(R),f (x) ∨ R([f(x)] , x)

(¬)A1([t1]) ∨ . . . ∨ (¬)An([tn])  
Q(¬)A1,t1(x) ∨ . . . ∨Q(¬)An,tn(x)

¬Q(¬)Ai,ti(x) ∨ (¬)Ai([ti]), 1 ≤ i ≤ n

• The precedence for LPO is f > c > P > QR,f > T for each function symbol f ,
constant c, nondefinition predicate P , and definition predicate QR,f .

• If a closure C contains a literal ¬Oa(xa), then all such literals are selected;
otherwise, all negative binary literals are selected.

We make a technical assumption that all inferences of BSDL additionally elimi-
nate all literals of the form x 6≈ x from conclusions (please refer to discussion after
Definition 5.3.3 for more information).

The following definition captures the closures derivable by saturating Γ by BSD,+
CQ :

Definition 10.2.3. A set of closures N is a set of CQ-closures w.r.t. a conjunctive
query Q(a,y) over an ALCHIQ(D) knowledge base KB if all the closures from N are
as in Tables 5.2 and 6.2, with the following changes:

• Conditions ( iii)–( vii) are dropped.

• Closure types 5 and 6 are replaced with a new type 5′ that contains each closure
C satisfying all of the following conditions:

1. C contains only equality or unary literals;

2. C contains only one variable x;

3. The depth of a term in C is bounded by the number of literals in Q(a,y);

4. If C contains a term of the form f(t), then all terms of the same depth in
C are of the form g(t), and all terms of smaller depth are (not necessarily
proper) subterms of t;

5. Only the outmost position of a term in C can be unmarked; that is, a term
containing a function symbol is either of the form [f(t)] or of the form f([t]);

6. Equality and inequality literals in C can have the form [f(t)] ◦ [g(t)] or
[f(g(t))] ◦ [t] for ◦ ∈ {≈, 6≈}.
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• Closure type 8 is modified to allow unary and (in)equality literals to contain unary
terms whose depth is bounded by the number of literals in Q(a,y); only outermost
positions in a term can be unmarked; and all (in)equality literals are of the form
[f(a)] ◦ [b], [f(t)] ◦ [g(t)], [f(g(t))] ◦ [t] or 〈a〉 ◦ 〈b〉, for ◦ ∈ {≈, 6≈} and t a ground
term.

• A new query closure type contains closures of the form ¬Q([a] ,y) ∨ C8, where
Q([a] ,y) is weakly connected, it contains at least one binary literal, and C8 is a
possibly empty closure of type 8, which is empty if a is empty.

• A new initial closure type contains closures of the form ¬Oa(xa) ∨ ¬Q(xa,y).

We now show that saturation of Γ by BSD,+
CQ terminates for each Γ, thus yielding

a decision procedure for conjunctive query answering:

Theorem 10.2.4. For a conjunctive query Q(a,y) over an ALCHIQ(D) knowledge
base KB, saturation of Γ by BSD,+

CQ decides satisfiability of Γ in time doubly exponential
in |KB |+ |Q(a,y)|, assuming a bound on the arity of the concrete domain predicates,
and for unary coding of numbers in input.

Proof. As in Lemma 5.3.5, Condition 5 of Definition 10.2.3 ensures that, in each
CQ-closure of type 5′, the maximal literal contains the deepest term of a closure.
This allows us to show the following property (*): if N is a set of CQ-closures and
C1 · ρ, . . . , Ck · ρ are the nonredundant closures obtained by applying a BSD,+

CQ infer-
ence to premises from N , then N ∪ {C1 · ρ, . . . , Ck · ρ} is a set of CQ-closures, and no
Ci · ρ, 1 ≤ i ≤ k, is a query closure.

Namely, hyperresolution with a closure of type 7 is possible only with closures of
types 3, 4, and 8, and results in a closure of type 5′ or 8. Furthermore, each conclusion
of a superposition inference into a generator closure is decomposed into a generator and
a closure of type 5′; eligibility of the inference for decomposition follows by the same
argument as in Theorem 5.4.8. Note that, since R([f(t)] , [t]) and Inv(R)([t] , [f(t)]) are
logically equivalent, the predicate QInv(R),f can be used as the definition predicate for
R([f(x)] , x). Finally, since only the outermost position of any term can be unmarked,
two terms t1 and t2 can be unified only at the outer positions. Since both terms are
unary, they can be unified only if one of them is of the form f1(. . . fi(x) . . .), and
the other one is of the form f1(. . . fi(. . . fn(x′) . . .) . . .), so the unifier is of the form
x 7→ fi+1(. . . fn(x′) . . .). Therefore, the maximal term depth in the conclusion is n,
and the conclusion is a CQ-closure.

Consider an inference with an initial closure of the form ¬Oa(xa) ∨ ¬Q(xa,y).
For each variable xa, such a closure contains a literal ¬Oa(xa), all of which are se-
lected. Hence, the only possible inference is hyperresolution on all ¬Oa(xa) with
ground premises of the form Oa(a) ∨ C, which yields a query closure of the form
¬Q([a] ,y) ∨ C8.

A more complex case is an inference with a query closure ¬Q([a] ,y) ∨ C8. All
constants in such a closure are marked, so superposition into it is not possible. Fur-
thermore, since the closure always contains at least one binary literal, it can only
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participate as the main premise in hyperresolution on all binary literals, with a unifier
σ, and with side premises Ei being of type 3, 4, or 8. For side premises of types 3 and
4, with xi we denote the free variable of the i-th side premise.

Assume that at least one side premise is of type 8, or that Q([a] ,y) contains a
constant term. Then, some term in Q([a] ,y)σ is a ground term α. Let Ei be the
side premise matched to the binary literal containing α and some other term β. If Ei

is ground, then βσ is obviously a ground term. On the contrary, if Ei is nonground,
since the maximal literal of Ei is of the form R(xi, 〈f(xi)〉) or R([f(xi)] , xi), Eiσ is
ground, so βσ is again a ground term. Since Q([a] ,y) is weakly connected, constants
are propagated to the entire query, so Q([a] ,y)σ is ground. Since all terms containing
function symbols in side premises are of the form fi(xi), and they are of depth one,
the maximal depth of a term after unification is bounded by the maximal length of
a path in Q([a] ,y), which is bounded by the number of binary literals in Q([a] ,y).
Hence, the conclusion is a CQ-closure of type 8.

Assume that no side premise is of type 8, and that Q([a] ,y) does not contain a
constant; then, C8 is empty, and we write simplyQ(y). SinceQ(y) is weakly connected,
similarly as in the previous case, we conclude that the unifier σ contains mappings of
the form xi 7→ si and yi 7→ ti, where si and ti are terms of the form fi,1(. . . fi,m(x) . . .),
and m is bounded by the maximal length of a path in Q(y). Hence, the hyperresolution
conclusion C contains only unary literals of the form (¬)A([ti]), where ti is of the form
fi,1(. . . fi,m(x) . . .) and m is bounded by the number of binary literals in Q(y). Since
the conclusion does not have equality literals, it satisfies Conditions 1, 2, 3, 5, and 6 of
the CQ-closure type 5′; however, terms ti need not satisfy Condition 4. However, the
closure is decomposed by BSD,+

CQ into several CQ-closures. Since in the LPO we ensure
thatA > Q(¬)Ai,ti , we also have that ¬Q(¬)Ai,ti(x) ≺ (¬)A([ti]); furthermore, (¬)A([ti])
originates from some side premise Ej , so the inference is eligible for decomposition by
Proposition 5.4.6.

This covers all BSD,+
CQ inferences on CQ-closures, so the property (*) holds.

Let p and f be the number of predicates and function symbols occurring in Ξ(KB);
both are linear in |KB | for unary coding of numbers. The number p′ of predicates QS,f ,
introduced by decomposition after superposition into a generator, is quadratic in |KB |.
For n the number of literals in Q(a,y), the number of terms of the form f1(. . . fi(x) . . .)
is bounded by ` = f + f2 + . . .+ fn, which is exponential in |KB |+ |Q(a,y)|.

Consider a hyperresolution inference with a query closure. The conclusion of such
an inference is decomposed only if the conclusion is nonground, which is possible only
if all premises are of type 3 or 4. Therefore, the hyperresolution conclusion can only
contain predicates from Ξ(KB) and definition predicates QS,f . The number of such
predicates is bounded by 2(p+ p′) (the factor 2 takes into account that unary literals
can occur positively or negatively), so the number of predicates Q(¬)A,t introduced by
decomposition after resolution with a query closure is bounded by ℘ = 2(p+p′)`, which
is exponential in |KB |+ |Q(a,y)|. Furthermore, the number of literals in the longest
closure of type 5′ is bounded by 2(℘+p+p′)`, which is exponential in |KB |+ |Q(a,y)|.
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Similarly, the maximal number of ground terms containing function symbols is c · `,
where c is the number of constants in Ξ(KB), which gives an exponential bound on
the length of the maximal closure of type 8. In all cases, a maximal closure is at most
exponential in length, so the number of possible closures in a set of CQ-closures is
doubly exponential in |KB |+ |Q(a,y)|.

For Γ as assumed by the theorem, Γ is a set of CQ-closures: Ξ(KB) is a set of
ALCHIQ-closures, and ¬Oa(xa) ∨ ¬Q(xa,y) is either an initial or a query closure
(depending on whether xa is empty), or it is of type 5′, 7, or 8. By property (*),
in any derivation Γ = N0, . . . , Ni, each Ni is a set of CQ-closures. Since the number
of closures in each Ni is at most doubly exponential in |KB | + |Q(a,y)|, saturation
by BSD,+

CQ terminates in doubly exponential time. Since all decomposition inferences

are eligible for decomposition, by Theorem 5.4.4 BSD,+
CQ is sound and complete, so it

decides satisfiability of Γ.

Note that, by assuming a bound on |Q(x,y)|, the query answering algorithm be-
comes exponential. Namely, the depth of the terms of the form f1(. . . fi(x) . . .) is then
polynomial in |KB |, so ` from the proof of Theorem 10.2.4 becomes polynomial.

10.3 Deciding Conjunctive Query Containment

We now apply the query answering algorithm to decide query containment.

Theorem 10.3.1. Let Q1(x,y1) and Q2(x,y2) be two conjunctive queries with the
same set of distinguished variables, defined over an ALCHIQ(D) knowledge base KB.
The query Q2(x,y1) is contained in the query Q1(x,y2) w.r.t. KB if a is an answer
to Q1(x,y1) over KB ∪{Q2(a,b)}, where a and b are sets of new distinct individuals,
not occurring in Q1(x,y1), Q2(x,y2), and KB.

Proof. The claim can easily be established by transforming the definition of query
containment using the following well-known equivalences:

π(KB) |=D ∀x : [∃y2 : Q2(x,y2)→ ∃y1 : Q1(x,y1)] ⇔
π(KB) ∪ {¬∀x : [¬∃y2 : Q2(x,y2) ∨ ∃y1 : Q1(x,y1)]} is D-unsatisfiable ⇔
π(KB) ∪ {∃x,y2 : Q2(x,y2) ∧ ∀y1 : ¬Q1(x,y1)} is D-unsatisfiable ⇔

π(KB) ∪ {Q2(a,b),∀y1 : ¬Q1(a,y1)} is D-unsatisfiable ⇔
π(KB) ∪ {Q2(a,b)} |=D ∃y1 : Q1(a,y1)} ⇔

a is an answer to Q1(x,y1) over KB ∪ {Q2(a,b)}

The constants a and b are introduced by skolemizing ∃x,y2.

The following corollary follows immediately from Theorem 10.3.1:

Corollary 10.3.2. Let Q1(x,y1) and Q2(x,y2) be conjunctive queries defined over an
ALCHIQ(D) knowledge base KB. Then, deciding if Q2(x,y2) is contained in a query
Q1(x,y1) w.r.t. KB by saturation with BSD,+

CQ runs in time that is doubly exponential



10.4 Related Work 181

in |KB | + |Q1(x,y1)| + |Q2(x,y2)|, assuming a bound on the arity of the concrete
domain predicates and for unary coding of numbers in input.

10.4 Related Work

Conjunctive queries were introduced in [32] as a query language for the relational
model, capable of expressing a large number of practically relevant queries. The prob-
lem of deciding conjunctive query containment was shown to be NP-complete, using an
algorithm based on deciding whether a homomorphism—an embedding of nondistin-
guished variables—between the subsumed and the subsuming query exists. Further-
more, the authors identify the close relationship between query answering and query
containment. In practice, query equivalence is used extensively for query optimization
in relational databases: a complex query is usually transformed into an equivalent but
simpler query, which can be executed more efficiently [1].

In [135], conjunctive queries were extended to recursive queries, for which deciding
equivalence was shown to be undecidable. However, note that this is so only if the
minimal fixpoint semantics is assumed for the queries. Such a semantics is common in
logic programming; however, it is principally different from the first-order semantics.
Hence, the results from [135] do not apply in our case.

Answering conjunctive queries and conjunctive query containment over description
logic knowledge bases was studied in the CARIN system [84]. The description logic
considered is ALCNR, and is significantly less expressive than SHIQ(D). The deci-
sion procedure for query answering is based on constrained resolution, which combines
SLD-resolution backward chaining with tableau reasoning.

In [28], the authors study the containment of conjunctive queries over constraints,
expressed in the description logic DLRreg. This logic is distinguished by allowing for
n-ary relations and regular expressions over projections of relations. The technique
used to handle query containment is based on a reduction to satisfiability of CPDLg

(propositional dynamic logic with converse and graded modalities) programs. A similar
technique was used to derive a procedure for rewriting queries over description logics
using views in [29]. However, as pointed out in [50], the presented algorithm is incorrect
in the presence of transitive roles.

In [72], a procedure for deciding containment of conjunctive queries over con-
straints, based on the reduction to SHIQ, was presented. In this way the authors
obtain a practical procedure. Namely, they argue that the approach from [28] is not
practical, since a reasoner for CPDLg does not exists.

In [75], conjunctive queries have been proposed as the query language for the
Semantic Web. The approach presented there is restricted only to tree-like queries,
possibly containing constants. However, the approach was generalized later in [143]
to an algorithm for answering conjunctive queries over SHf knowledge bases, and is
thus the first algorithm for answering conjunctive queries over a logic with transitive
roles. The algorithm is based on a reduction of query answering to standard reasoning
problems in SHIQ.
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Contrary to the approach from [143], our approach supports inverse roles, but it
allows only simple roles to occur in the queries. To the best of our knowledge, this is
the first algorithm for query answering and query containment based on resolution.



Chapter 11

The Semantics of Metamodeling

A common practice in DL modeling is to divide a model into an intensional and an
extensional part. The intensional part is analogous to a database schema, and it
describes the general structure and the regularities of the world; the extensional part
is analogous to a database instance, and it describes a particular state of the world.

To better understand this duality, consider the following example, originally pre-
sented in [149]; a similar example can be found in [132]. A natural way to represent
kinship between animal species is to organize them in a hierarchy of concepts. For
example, the concept Bird represents the set of all birds, and the concept Eagle is a
subconcept of Bird . The subconcept relationship states that all eagles are birds. This
is an example of intensional knowledge, as it is concerned with defining the general
notions of birds and eagles. Knowledge about concrete animals is extensional; for ex-
ample, we may state that the individual Harry is an instance of the concept Eagle.
Now the intensional knowledge implies that Harry is a Bird as well.

However, one might also make statements about individual species, such as “Eagles
are listed in the IUCN Red List1 of endangered species.” Note an important distinction:
we do not say that each individual eagle is listed in the Red List, but that the eagle
species as a whole is. Hence, we may introduce a concept RedListSpecies, but this
raises some concerns about the proper relationship between RedListSpecies and Eagle.
Making the former a superconcept of the latter is incorrect, as it would imply that
Harry is a RedListSpecies—clearly an undesirable conclusion. It is better to say that
Eagle is type of RedListSpecies. Thus, RedListSpecies acts as a metaconcept for Eagle.
Modeling with metaconcepts we call metamodeling.

Metamodeling can be used to build concise models if we axiomatize the properties
of metaconcepts. For example, by stating that “It is not allowed to hunt the individuals
of species listed in the Red List,” we formalize the logical properties of the metaconcept
RedListSpecies, which allows us to deduce that “It is not allowed to hunt Harry .”

The examples, such as the one given previously, are often dismissed with an argu-
ment that “eagle as a species” and “eagle as a set of all individual eagles” are not the

1http://www.redlist.org/
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one and the same thing, and should therefore not be referred to using the same symbol.
Whereas an in-depth philosophical investigation might provide a more definitive an-
swer, we believe that the notion of an “eagle” in most people’s minds invokes a notion
of a “mighty bird of prey.” The interpretation of this notion as a concept or as an
individual is of secondary concern, and is often context-dependent, so using different
symbols for the same intuitive notion makes the model unnecessarily complex.

Metamodeling is supported in OWL-Full [106], the most expressive language of the
OWL family. However, its semantics is controversial, mainly because it is nonstandard,
which makes realizing practical reasoning systems difficult [68]. Therefore, OWL-DL
was conceived as a “well-behaved” subset of OWL-Full by imposing the following re-
strictions: (i) logical and metalogical symbols are strictly separated, (ii) the symbols
used as concepts, roles, and individuals are strictly separated, and (iii) restrictions
required to yield a decidable logic, such as using only simple roles in number restric-
tions [73], are enforced. These restrictions make OWL-DL a syntactical variant of the
SHOIN (D) description logic, which is decidable. This is desirable since, to practi-
cally implement reasoners for expressive logics, advanced optimization techniques are
essential, and these are much easier to develop for decidable logics [4, Chapter 9].

Since it does not enforce (iii), OWL-Full is trivially undecidable. To obtain a
decidable logic supporting metamodeling, it is natural to ask whether OWL-DL, ex-
tended with metamodeling in the style of OWL-Full, remains decidable. However, in
Section 11.1 we show that even the basic description logic ALC becomes undecidable
if restrictions (i) and (ii) are not enforced.

We analyze this result, and show that it is actually due to (i)—that is, to free
mixing of logical and metalogical symbols. In a way, metamodeling in OWL-Full goes
beyond its original purpose, and allows the user to tamper with the semantics of the
modeling primitives themselves. In Section 11.2 we address this issue and present two
alternative semantics: a contextual or π-semantics, which is essentially first-order, and
a HiLog or ν-semantics, which is based on HiLog [33]—a logic that provides a second-
order flavor to first-order logic. We show that, under some technical assumptions,
both semantics can be combined with SHIQ(D), yielding a decidable fragment of
OWL-Full. We show that this does not increase the complexity of reasoning, so our
results may provide a basis for practical implementation. Finally, in Section 11.3 we
discuss the added expressivity of metamodeling on a concrete example.

11.1 Undecidability of Metamodeling in OWL-Full

In this section we show that the style of metamodeling adopted in OWL-Full leads to
undecidability, even if combined with a very simple description logic ALC. We start by
presenting the definition of the ALC-Full syntax and semantics. We base the semantics
on the one of OWL-Full [106]; however, the latter is quite complex, so for readability
we abstract from numerous technical details. We assume rdf:, rdfs: and owl: to be the
RDF, RDFS, and OWL namespace prefixes, respectively [106].
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Table 11.1: Semantics of ALC-Full

1. 〈s, p, o〉 ∈ KB implies (sI , oI) ∈ EXTI(pI)
2. CEXTI(owl:ThingI) = 4I

3. CEXTI(owl:NothingI) = ∅
4. (x, y) ∈ EXTI(rdfs:subClassOf I) implies CEXTI(x) ⊆ CEXTI(y)
5. (x, y) ∈ EXTI(owl:sameAsI) implies x = y

6. (x, y) ∈ EXTI(owl:differentFromI) implies x 6= y

7. (x, y) ∈ EXTI(owl:complementOf I) implies CEXTI(x) = 4I \ CEXTI(y)
8. (x, y) ∈ EXTI(owl:unionOf I

1 ) and (x, z) ∈ EXTI(owl:unionOf I
2 ) imply

CEXTI(x) = CEXTI(y) ∪ CEXTI(z)
9. (x, y) ∈ EXTI(owl:intersectionOf I

1 ) and (x, z) ∈ EXTI(owl:intersectionOf I
2 ) imply

CEXTI(x) = CEXTI(y) ∩ CEXTI(z)
10. (x, y) ∈ EXTI(owl:someValuesFromI) and (x, p) ∈ EXTI(owl:onProperty I) imply

CEXTI(x) = {w | (w, z) ∈ EXTI(p) ∧ z ∈ CEXTI(y)}
11. (x, y) ∈ EXTI(owl:allValuesFromI) and (x, p) ∈ EXTI(owl:onProperty I) imply

CEXTI(x) = {w | (w, z) ∈ EXTI(p)→ z ∈ CEXTI(y)}

Definition 11.1.1. Let V be the vocabulary set consisting of these symbols:

owl:Thing, owl:Nothing, rdf:type, rdfs:subClassOf, owl:sameAs,
owl:differentFrom, owl:complementOf, owl:unionOf1, owl:unionOf2,
owl:intersectionOf1, owl:intersectionOf2, owl:someValuesFrom,
owl:allValuesFrom, owl:onProperty

Let N be the set of names such that V ⊆ N . An ALC-Full knowledge base KB is a
finite set of triples of the form 〈s, p, o〉, where s, p, o ∈ N .

An interpretation I is a triple (4I , ·I ,EXTI), where 4I is a nonempty domain
set, ·I : N → 4I is a name interpretation function, and EXTI : 4I → 24

I×4I
is an

extension function. Let CEXTI : 4I → 24
I

be the concept extension function defined
as CEXTI(x) = {y | (y, x) ∈ EXTI(rdf:typeI)}. An interpretation I is a model of KB
if it satisfies all conditions from Table 11.1. KB is satisfiable if and only if a model
of KB exists.

ALC-Full differs from OWL-Full in that (i) it does not provide for concrete predi-
cates; (ii) it does not include the axiomatic triples that define the semantics for built-in
resources, such as rdf:type; and (iii) it allows only binary union and intersection. These
distinctions are not relevant for our undecidability proof. In the rest of this section, we
use 〈at b, p, o〉 as a syntactic shortcut for the triples 〈x, p, o〉, 〈x, owl:unionOf1, a〉, and
〈x, owl:unionOf2, b〉, where x is a new name. We use similar shortcuts for 〈s, p, a t b〉
and for u.
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We show now that checking satisfiability of an ALC-Full knowledge base KB is
undecidable by a reduction from the Domino Tiling problem [20]. A domino system
is a triple D = (D,H, V ), where D = {D1, . . . , Dn} is a finite set of domino types,
H ⊆ D × D is the horizontal compatibility relation, and V ⊆ D × D is the vertical
compatibility relation. A D-tiling of an infinite grid is a function t : N×N→ D such
that t(0, 0) = D1 and, for all i, j ∈ N, (t(i, j), t(i, j+1)) ∈ H and (t(i, j), t(i+1, j)) ∈ V .
For a domino system D, determining whether a D-tiling exists is undecidable [20].

For a domino system D, let KBD be the ALC-Full knowledge base containing
axioms (11.1)–(11.9). Lemma 11.1.2 shows that KBD exactly encodes the domino
tiling problem.

〈Di uDj , rdfs:subClassOf, owl:Nothing〉 for 1 ≤ i < j ≤ n(11.1)
〈GRID , rdfs:subClassOf, D1 t . . . tDn〉(11.2)
〈NotGRID , owl:complementOf,GRID〉(11.3)

〈Di, rdfs:subClassOf, αi〉, 〈αi, owl:onProperty, owl:allValuesFrom〉,(11.4)
〈αi, owl:allValuesFrom,NotGRID t

⊔
(Di,d)∈H d〉 for 1 ≤ i ≤ n

〈Di, rdfs:subClassOf, βi〉, 〈βi, owl:onProperty, rdf:type〉,(11.5)
〈βi, owl:allValuesFrom,NotGRID t

⊔
(Di,d)∈V d〉 for 1 ≤ i ≤ n

〈GRID , owl:someValuesFrom,GRID〉(11.6)
〈GRID , owl:onProperty, owl:allValuesFrom〉(11.7)

〈GRID , owl:onProperty, rdf:type〉(11.8)
〈GRID , rdfs:subClassOf, owl:allValuesFrom〉(11.9)

〈rdf:type, owl:sameAs, owl:onProperty〉(11.10)
〈a0,0, rdf:type,GRID uD1〉(11.11)

Lemma 11.1.2. A D-tiling exists if and only if KBD is satisfiable.

Proof. (⇒) For a D-tiling t, let I be an interpretation depicted in Figure 11.1, with
CEXTI(GRIDI) = {ai,j} and CEXTI(DI

k) = {ai,j | t(i, j) = Dk}, for i, j ≥ 0 and
1 ≤ k ≤ n. The triples (11.3)–(11.5) encode the compatibility relations of D (including
NotGRID into (11.3) and (11.4) ensures that compatibility is enforced only among
instances of GRID). It is easy to see that I is a model of KBD.

(⇐) Let I be a model of KBD. An excerpt of I is shown in Figure 11.1, in
which a triple 〈s, p, o〉 is represented as an arc pointing from the node s to the node
o, whereas p is encoded by the line type according to the legend. To refer easily
to arcs, we assign them labels ti, hi, and vi (these do not correspond to p). For
example, the arc s1 represents the triple 〈a0,0, rdf:type, owl:allValuesFrom〉. Due to
(11.10), rdf:type and owl:onProperty are synonyms, so s1 also represents the triple
〈a0,0, owl:onProperty, owl:allValuesFrom〉. By an abuse of notation, we do not distin-
guish between the symbols and their interpretations.

Due to (11.11), a0,0 is linked by t1 to GRID . Due to (11.6), (11.7), and (11.8), a0,0

is linked to a0,1 and a1,0 through h1 and v1, respectively, and a0,1 and a1,0 are in the
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Figure 11.1: Grid Structure in a Model of KBD

concept extension of GRID by t2 and t3, respectively. Due to (11.6) and (11.7), a1,0 is
linked by h2 to a1,1, and by t4 to GRID . Finally, by (11.9), all ai,j are in the concept
extension of owl:allValuesFrom; that is, all ai,j have an sl arc to it.

Consider now the arcs at the node a1,0. The arc s3 can, due to (11.10), be read
as 〈a1,0, owl:onProperty, owl:allValuesFrom〉. By applying Item 11 of Table 11.1 for
x = a1,0 and y = a1,1, we see that, if w is in the concept extension of a1,0 and it
is connected via p = owl:allValuesFrom to some z, then z must be in the concept
extension of a1,1. By setting w = a0,0 due to v1 and z = a0,1 due to h1, we get that
a0,1 is in the concept extension of a1,1. Hence, a0,1 is connected to a1,1 by v2, so a0,0,
a0,1, a1,0, and a1,1 are arranged in a two-dimensional grid, which continues indefinitely
due to (11.6)–(11.8).

A node ai,j in I is allowed to have multiple owl:allValuesFrom and rdf:type suc-
cessors, and all ai,j need not be distinct, so I need not be a two-dimensional grid.
However, a two-dimensional grid can easily be extracted from I: one can choose any
owl:allValuesFrom successor ai,j+1 and any rdf:type successor ai+1,j of ai,j , as well as
any owl:allValuesFrom successor ai+1,j+1 of ai+1,j . Regardless of the choices, ai,j+1

is always connected to ai+1,j+1 by rdf:type, so ai,j , ai,j+1, ai+1,j , and ai+1,j+1 are
connected in a grid-like manner.

Hence, I contains a two-dimensional infinite grid in which owl:allValuesFrom are
horizontal, and rdf:type are vertical arcs. The triples (11.1)–(11.5) ensure that each grid
node is assigned a single domino type that corresponds to the compatibility relations
H and V of D, so a D-tiling can easily be constructed from I.

We briefly comment on an important issue in the proof of Lemma 11.1.2. Namely,
the main difficulty in the reduction is to ensure that each member of the GRID con-
cept has an owl:onProperty arc to the owl:allValuesFrom node, so that we can apply
Item 11 of Table 11.1. In the case of OWL-Full, this might be done using nominals,
by adding to the GRID concept an existential restriction on owl:onProperty to the
nominal owl:allValuesFrom. However, to obtain a more general result, we refrain from
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using nominals, and employ the following trick instead. By (11.9) we say that GRID
is a subclass of owl:allValuesFrom, which ensures that every member of GRID has
an rdf:type arc to the owl:allValuesFrom node. Furthermore, by (11.10) we say that
rdf:type and owl:onProperty are synonyms. Now these two axioms are sufficient to
obtain the necessary owl:onProperty arc pointing to the owl:allValuesFrom node for
each member of the GRID concept.

Undecidability of ALC-Full follows as an immediate consequence of Lemma 11.1.2
and the known undecidability result for the domino tiling problem [20]:

Theorem 11.1.3. Checking satisfiability of an ALC-Full knowledge base KB is unde-
cidable.

11.2 Extending DLs with Decidable Metamodeling

The proof of Lemma 11.1.2 reveals the causes for the undecidability of metamodeling
in OWL-Full. Namely, this logic not only allows treating concepts as individuals,
but it also allows mixing logical and metalogical symbols, thus exposing its modeling
primitives as individuals. We exploited this in axioms (11.5) and (11.6) of KBD,
by stating an existential restriction on owl:allValuesFrom and rdf:type symbols, thus
affecting their semantics. One would easily agree that tampering with the semantics
of the ontology language is hardly desirable in practice, so in this section we present
two alternative semantics for metamodeling. Due to certain technical problems, we
add metamodeling to ALCHIQ(D) first, and consider transitive roles subsequently.

11.2.1 Metamodeling Semantics for ALCHIQ(D)

To allow for metamodeling, we extend the syntax of description logics (Definitions
3.1.1 and 3.2.3) such that NC , NIa , NRa , and NRc are not necessarily disjoint, and are
contained in a set of names N , for which n ∈ N implies Inv(n) ∈ N . Hence, the same
symbol can be used to denote a concept, an abstract individual, an abstract role, and
a concrete role. This causes problems for axioms of the form A v B: from the axiom
alone, it is not clear whether the inclusion refers to concept, to abstract role, or to
concrete role interpretations of A and B. To distinguish these three types of inclusions,
we write A va B for abstract role inclusion, A vc B for concrete role inclusion, and
A vn B for concept inclusion. To simplify the presentation, we do not consider axioms
of the form A ≡ B, as they are simply shortcuts for A vn B and B vn A.

To avoid technical complications, we assume that the set of names N , the set of
concrete predicates ΦD, and the set of concrete individuals RIc are pair-wise disjoint.
We believe that this is not a practically important restriction: we cannot think of an
example in which treating concrete predicates as individuals, or mixing abstract and
concrete individuals might be required. This also allows us to syntactically distinguish
complex concepts: because A ∈ N and d ∈ ΦD, it is clear that ∃R.A denotes existential
quantification over the abstract domain, whereas ∃T.d denotes existential quantifica-
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tion over the concrete domain. Similarly, this allows us to syntactically distinguish
abstract and concrete ABox axioms, such as S(a, b) and T (a, bc).

For thus modified syntax, we now define the contextual semantics of metamodeling,
whose name reflects that a symbol in the knowledge base is interpreted as a concept, a
role, or an individual according to the syntactic context where it occurs. We use this
semantics mainly for comparison with the HiLog semantics, which we introduce later.

Definition 11.2.1 (Contextual Semantics). Let KB be an ALCHIQ(D) knowledge
base over an admissible concrete domain D. A π-interpretation I = (4I , ·I , CI

n, R
I
a, R

I
c)

is a 5-tuple where 4I is a domain set, ·I : N →4I is a symbol interpretation function,
CI

n : N → 24
I

is an atomic concept extension function, RI
a : N → 24

I×4I
is an

abstract role extension function, and RI
c : N → 24

I×4D is a concrete role extension
function.

The function CI
n is extended to concepts as specified in Table 11.2, upper left sec-

tion, where symbols are interpreted contextually—that is, depending on their syntactic
position. A π-interpretation I is a π-model of KB if it satisfies all conditions from
Table 11.2, lower left section. The notions of π-satisfiability, π-unsatisfiability, and
π-entailment (written |=π) are defined as usual.

The contextual semantics is essentially equivalent to the contextual semantics from
[33], and to the standard first-order semantics. Namely, in a first-order formula, the
role of a symbol can be inferred from the place at which the symbol occurs in a formula,
so the sets of constant, function, and predicate symbols do not need to be pairwise
disjoint. Hence, KB is π-satisfiable if and only if π(KB) is (first-order) satisfiable,
which can be decided, for example, using the algorithms from Chapters 5 and 6. Note
that, as mentioned in Section 2.5, in basic superposition we encode literals as E-terms.
For a correct encoding under the contextual semantics, we additionally use a separate
sort for the E-general function symbols obtained by encoding predicate symbols.

We now define the HiLog semantics for metamodeling, which follows the ideas of
OWL-Full more closely.

Definition 11.2.2 (HiLog Semantics). Let KB be an ALCHIQ(D) knowledge base
over an admissible concrete domain D. A ν-interpretation I = (4I , ·I , CI

n, R
I
a, R

I
c) is

a 5-tuple where 4I is a domain set, ·I : N →4I is a symbol interpretation function,
CI

n : 4I → 24
I

is an atomic concept extension function, RI
a : 4I → 24

I×4I
is an

abstract role extension function, and RI
c : 4I → 24

I×4D is a concrete role extension
function.

The extension of the function CI
n to concepts, and the interpretation of axioms are

specified in Table 11.2, right section. The notions of ν-satisfiability, ν-unsatisfiability,
and ν-entailment (written |=ν) are defined as usual.

We briefly discuss the essential difference between these two semantics. Consider
the knowledge base consisting only of one axiom a(a), where the symbol a is used as an
individual and as a concept. A π-model of such a knowledge base is depicted on the left-
hand side of Figure 11.2, where both the individual interpretation ·I and the concept
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Table 11.2: Two Semantics for SHIQ(D) with Metamodeling

π-semantics ν-semantics
Extending CI

n to concepts
A CI

n(A) ⊆ 4I

¬D 4I \ CI
n(D)

D1 uD2 CI
n(D1) ∩ CI

n(D2)
D1 tD2 CI

n(D1) ∪ CI
n(D2)

∃S.D {x | (x, y) ∈ RI
a(S) ∧ y ∈ CI

n(D)}
∀S.D {x | (x, y) ∈ RI

a(S)→ y ∈ CI
n(D)}

≤ nS.D {x | ]{y | (x, y) ∈ RI
a(S) ∧ y ∈ CI

n(D)} ≤ n}
≥ nS.D {x | ]{y | (x, y) ∈ RI

a(S) ∧ y ∈ CI
n(D)} ≥ n}

(∀T1, . . . , Tm.d)I {x | ∀y1, . . . , ym :
∧

(x, yi) ∈ RI
c(Ti)→

(y1, . . . , ym) ∈ dD}
(∃T1, . . . , Tm.d)I {x | ∃y1, . . . , ym :

∧
(x, yi) ∈ RI

c(Ti)∧
(y1, . . . , ym) ∈ dD}

(≤ nT )I {x | ]{y | (x, y) ∈ RI
c(T )} ≤ n}

(≥ nT )I {x | ]{y | (x, y) ∈ RI
c(T )} ≥ n}

Interpretation of axioms
RI

a(S) = RI
a(Inv(S))−

S va T RI
a(S) ⊆ RI

a(T )
S vc T RI

c(S) ⊆ RI
c(T )

D1 vn D2 CI
n(D1) ⊆ CI

n(D2)
Trans(S) RI

a(S)+ ⊆ RI
a(S)

D(a) aI ∈ CI
n(D)

S(a, b) (aI , bI) ∈ RI
a(S)

¬S(a, b) (aI , bI) /∈ RI
a(S)

T (a, bc) (aI , (bc)I) ∈ RI
c(T )

¬T (a, bc) (aI , (bc)I) /∈ RI
c(T )

a(c) ≈ b(c) (a(c))I = (b(c))I

a(c) 6≈ b(c) (a(c))I 6= (b(c))I

CI
n and the interpretation of

axioms are obtained from the
ones for π-semantics by ap-
plying the following changes:

CI
n(A) CI

n(AI)

RI
a(Inv(S)) RI

a(Inv(S)I)

RI
a(S) RI

a(SI)

RI
a(T ) RI

a(T I)

RI
c(S) RI

c(S
I)

RI
c(T ) RI

c(T
I)

Note: ]N is the number of elements in N ; S+ is the transitive closure of S;
and S− is the inverse relation of S.

interpretation CI
n are assigned directly to the symbol a. On the contrary, a ν-model

of the knowledge base is depicted on the right-hand side of Figure 11.2. There, the
individual interpretation ·I assigns the domain individual x to the symbol a; however,
the concept interpretation is not assigned to a, but to the domain individual x. We
discuss the practical consequences of such a definition on entailment in Section 11.3.

Since our algorithms are based on resolution calculi, we present an alternative but
equivalent definition of ν-models by translation into first-order logic. This translation
follows the principles of transforming HiLog formulae into first-order formulae: it reifies
concept, abstract, and concrete role symbols into constants, and represents functions
CI

n, RI
a, and RI

c explicitly by predicates isa, arole, and crole, respectively.
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Figure 11.2: π- and ν-models of the Example Knowledge Base

Definition 11.2.3. For an ALCHIQ(D) knowledge base KB, let ν(KB) be the trans-
lation of KB into first-order formulae, as specified in Table 11.3, where isa is a binary
predicate with signature a× a, arole is a ternary predicate with signature a× a× a, and
crole is a ternary predicate with signature a× a× c.

Lemma 11.2.4. For an ALCHIQ(D) knowledge base KB, KB is ν-satisfiable if and
only if a first-order model of ν(KB) exists.

Proof. For the (⇒) direction, let Iν be a ν-model of KB . We construct a first-order
interpretation I for ν(KB) by setting 4I = 4Iν , aI = aIν , (x, y) ∈ isaI if y ∈ CIν

n (x),
(x, y, z) ∈ aroleI if (y, z) ∈ RIν

a (x), and (x, y, z) ∈ croleI if (y, z) ∈ RIν
c (x). By induction

on the structure of formulae in ν(KB), one can easily show that I is a model of ν(KB).
The (⇐) direction is similar.

In [106], it was stressed that the semantics of OWL-Full and OWL-DL coincide,
provided that resources defining modeling primitives are not used in the knowledge
base axioms, and that the sets of concept, role, and individual symbols are disjoint.
Similarly, it is possible to show that the HiLog semantics coincides with the OWL-Full
semantics if resources defining modeling primitives are not used in knowledge base
axioms. The formal proof for this is simple, but it is lengthy due to the very complex
semantics of OWL-Full, so we omit it for the sake of brevity.

11.2.2 Deciding ν-Satisfiability

We now show that ν-satisfiability can be decided by extending the algorithms from
Chapters 5 and 6, without increasing the complexity of reasoning.

It is difficult to ensure termination of direct saturation of closures obtained by
structural transformation of ν(KB), since such closures contain unmarked constants
corresponding to names of concepts and roles. Consider, for example, the following set
of closures obtained during saturation:
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Table 11.3: Semantics of Metamodeling by Mapping into First-Order Logic

Mapping Concepts to FOL
νy(A,X) = isa(A,X)

νy(¬D,X) = ¬νy(D,X)
νy(D1 uD2, X) = νy(D1, X) ∧ νy(D2, X)
νy(D1 tD2, X) = νy(D1, X) ∨ νy(D2, X)
νy(∀R.D,X) = ∀y : arole(R,X, y)→ νx(D, y)
νy(∃R.D,X) = ∃y : arole(R,X, y) ∧ νx(D, y)

νy(≤ nR.D,X) = ∀y1, . . . , yn+1 :
∧n+1

i=1 [arole(R,X, yi) ∧ νx(D, yi)]→
∨n+1

i=1
n+1
j=i+1 yi ≈ yj

νy(≥ nR.D,X) = ∃y1, . . . , yn :
∧n

i=1[arole(R,X, yi) ∧ νx(D, yi)] ∧
∧n

i=1
n
j=i+1 yi 6≈ yj

νy(∀T1, . . . , Tm.d,X) = ∀yc
1, . . . , y

c
m :

∧m
i=1 crole(Ti, X, y

c
i )→ d(yc

1, . . . , y
c
m)

νy(∃T1, . . . , Tm.d,X) = ∃yc
1, . . . , y

c
m :

∧m
i=1 crole(Ti, X, y

c
i ) ∧ d(yc

1, . . . , y
c
m)

νy(≤ nT ,X) = ∀yc
1, . . . , y

c
n+1 :

∧n+1
i=1 crole(T,X, yc

i )→
∨n+1

i=1
n+1
j=i+1 y

c
i ≈D yc

j

νy(≥ nT ,X) = ∃yc
1, . . . , y

c
n :

∧n
i=1 crole(T,X, yc

i ) ∧
∧n

i=1
n
j=i+1 y

c
i 6≈D yc

j

Mapping Axioms to FOL
ν(R va S) = ∀x, y : arole(R, x, y)→ arole(S, x, y)
ν(T vc U) = ∀x, y : crole(T, x, y)→ crole(U, x, y)

ν(D1 vn D2) = ∀x : νy(D1, x)→ νy(D2, x)
ν((¬)D(a)) = (¬)νy(D, a)

ν((¬)R(a, b)) = (¬)arole(R, a, b)
ν((¬)T (a, bc)) = (¬)crole(T, a, bc)

ν(a ◦ b) = a ◦ b for ◦ ∈ {≈, 6≈}
ν(ac ◦ bc) = ac ◦D bc for ◦ ∈ {≈, 6≈}

Mapping KB to FOL
ν(R) = ∀x, y : arole(R, x, y)↔ arole(R−, y, x)

ν(KBR) =
∧

α∈KBR
ν(α) ∧

∧
R∈N ν(R)

ν(KBT ) =
∧

α∈KBT
ν(α)

ν(KBA) =
∧

α∈KBA
ν(α)

ν(KB) = ν(KBR) ∧ ν(KBT ) ∧ ν(KBA)
Notes:
(i): X is a meta-variable and is substituted by the actual term;
(ii): νx is obtained from νy by simultaneously substituting in the definition

all y(i) with x(i), νy with νx, and vice versa.
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isa(C, x)(11.12)
isa(D,x)(11.13)

C ≈ C ′ ∨D ≈ D′(11.14)

Superposition of (11.14) into (11.12) and (11.13) yields (11.15). The problem with
this closure is that it contains two variables. Further inferences with it might yield a
closure with even more variables, so we cannot establish a bound on closure length.

isa(C ′, x) ∨ isa(D′, x′)(11.15)

We solve this problems by modifying the preprocessing step. A closure such as
(11.12) is decomposed into closures ¬OC(z) ∨ isa(z, x) and OC(C). Furthermore, the
literal ¬OC(z) is selected, so the first resolution inference produces isa([C] , x). The
constant C now occurs at substitution position, so superposition into it is not necessary.
Moreover, we decompose a ground closure OP (〈Q〉) ∨ C · ρ into ¬qP,Q ∨ OP (Q) and
qP,Q∨C ·ρ to prevent closures of types other than 8 to contain arbitrary ground literals.

Definition 11.2.5. For an ALCHIQ(D) concept C, let Clsν be defined as follows:

Clsν(C) =
⋃

D∈Def(C)

Cls(∀x : νy(D,x))

Let ζ(C) be the closure obtained from C by replacing all literals according to the
following table, where the predicate OP is globally unique for the predicate symbol P ,
zP is a new variable globally unique for P , and u and v are arbitrary terms:

isa(P, u)  isa(zP , u) ∨ ¬OP (zP )
arole(P, u, v)  arole(zP , u, v) ∨ ¬OP (zP )
crole(P, u, vc)  crole(zP , u, vc) ∨ ¬OP (zP )

The operator ζ is extended to a set of closures by applying it to each member of the
set. For an extensionally reduced ALCHIQ(D) knowledge base KB, Ξν(KB) is the
smallest set of closures satisfying the following conditions:

• For each name R ∈ N , ζ(Cls(ν(R))) ⊆ Ξν(KB);

• For each RBox or ABox axiom α in KB, ζ(Cls(ν(α))) ⊆ Ξν(KB);

• For each TBox axiom C vn D in KB, ζ(Clsν(¬C tD)) ⊆ Ξν(KB);

• For each predicate OP introduced by ζ, OP (P ) ∈ Ξν(KB).

If KB is not extensionally reduced, then Ξν(KB) = Ξν(KB ′), where KB ′ is an
extensionally reduced knowledge base obtained from KB as explained in Section 3.1.
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It is easy to see that Ξν(KB) is satisfiable if and only if KB is ν-satisfiable.

Lemma 11.2.6. Let KB be an ALCHIQ(D) knowledge base. Then KB is ν-satisfiable
if and only if Ξν(KB) is satisfiable. Furthermore, Ξν(KB) can be computed in time
polynomial in |KB |, for unary coding of numbers in input.

Proof. By Lemma 11.2.4, KB is ν-satisfiable if and only if ν(KB) is satisfiable. Ξν(KB)
is obtained from ν(KB) by applying structural transformation, which is known not to
affect satisfiability, and by applying decomposition to literals isa(P, u), arole(P, u, v),
and crole(P, u, vc), which does by affect satisfiability by Theorem 5.4.4.

Definition 11.2.7. Let BSD,+
ν be the BSD calculus parameterized as follows:

• The E-term ordering � is a lexicographic path ordering induced by a total prece-
dence > over function, constant, and predicate symbols such that, for any func-
tion symbol f , constant symbol c, predicate symbol P , and a propositional symbol
qP,Q, we have f > c > P > qP,Q > T.

• If a closure contains a literal of the form ¬OC(z), then all such literals are
selected; otherwise, all negative arole and crole literals are selected.

• Inference conclusions, whenever possible, are decomposed according to the follow-
ing table, for an arbitrary term t:

D · ρ ∨ arole([R] , [t] , [f(t)]) 
D · ρ ∨ QR,f ([t])

¬QR,f (x) ∨ arole([R] , x, [f(x)])

D · ρ ∨ arole([R] , [f(x)] , x)  
D · ρ ∨ QInv(R),f (x)

¬QInv(R),f (x) ∨ arole([R] , [f(x)] , x)

OP (〈Q〉) ∨ C · ρ  
C · ρ ∨ qP,Q

¬qP,Q ∨ OP (Q)

We say that N is a set of ν-ALCHIQ(D)-closures if each closure in N is of types
from Tables 5.1 and 6.1 with the following differences:

• Conditions (iii)–(vii) are dropped;

• Atoms of the form C(t) take the form isa([C] , t);

• Atoms of the form R(u, v) take the form arole([R] , u, v);

• Atoms of the form T (u, vc) take the form crole([T ] , u, vc);

• All closures can contain a disjunction of the form q =
∨

(¬)qP,Q;

• A new type of initial closures contains the closures from Ξν(KB) (instead of
literals (¬)isa([C] , x), these closures contain a disjunction (¬)isa(z, x)∨¬OC(z)).
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We now prove the following lemma:

Lemma 11.2.8. Let N be a set of ν-ALCHIQ(D)-closures, and let C1 · ρ, . . . , Ck · ρ
be the nonredundant closures obtained by applying a BSD,+

ν inference to premises from
N . Then, N ∪ {C1 · ρ, . . . , Ck · ρ} is a set of ν-ALCHIQ(D)-closures, and no Ci · ρ,
1 ≤ i ≤ k, is an initial closure.

Proof. Due to decomposition, it is obvious that the following property (*) holds: pos-
itive literals of the form OP (Q) occur only in unit closures, or in closures of the form
OP (Q) ∨ ¬qP,Q.

Now consider an inference with an initial closure C. Since C contains literals
of the form ¬OP (z), and all such literals are selected, C can participate only in a
hyperresolution inference on all ¬OP (zi). Because of (*), the inference instantiates all
variables zi, and the conclusion is a ν-ALCHIQ(D)-closure, but not an initial closure.

Due to the E-term ordering of BSD,+
ν , only a literal with a term of the maximum

depth can be maximal in a ν-ALCHIQ(D)-closure. Also, the E-term ordering ensures
that a propositional letter qP,Q is not maximal if a closure contains some other literal.
Finally, appropriate inferences are eligible for decomposition in the same way as in
Theorem 5.4.8. Hence, the claim of this lemma can be shown in the same way as in
the proofs of Lemma 5.3.6, Theorem 5.4.8, and Lemma 6.2.1.

Theorem 11.2.9. Let KB be an ALCHIQ(D) knowledge base, defined over an admis-
sible concrete domain D, for which D-satisfiability of finite conjunctions over ΦD can
be decided in deterministic exponential time. Then, saturation of Ξν(KB) by BSD,+

ν

with eager application of redundancy elimination rules decides ν-satisfiability of KB,
and runs in time exponential in |KB |, for unary coding of numbers and assuming a
bound on the arity of concrete predicates.

Proof. The number of propositional letters qP,Q is quadratic in |KB |, and the number
of predicates OP is linear in |KB |. Therefore, it is possible to obtain an exponential
bound on the number of closures derived in the same way as in Lemma 5.3.10, Theorem
5.4.8, and Theorem 6.2.5. Since decomposition is sound and complete by Theorem
5.4.4, the claim of this theorem follows.

Note that ν-semantics reifies concept and roles; however, it is more like π-semantics,
and less like OWL-Full semantics in the way it handles modeling primitives. In ν- and
π-semantics, the modeling primitives are expressed as formulae, so they cannot be
tampered with. On the contrary, OWL-Full reifies the modeling primitives as well, so
their semantics can be affected by statements in the knowledge base.

11.2.3 Metamodeling and Transitivity

Since the algorithm for checking ν-satisfiability of an ALCHIQ(D) knowledge base
KB does not differ essentially from the algorithm for checking π-satisfiability of KB ,
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one might intuitively expect that allowing transitivity axioms in KB does not cause
problems. However, consider the following knowledge base KB :

> vn ≥ 3R(11.16)
R ≈ S(11.17)

Trans(S)(11.18)

Note that KB is a SHIQ knowledge base: the role S is simple, since it passes
the syntactic criterion specified in Definition 3.1.1 (it is neither transitive, nor it has a
transitive subrole). However, in any ν-interpretation I, the axiom (11.17) ensures that
SI = T I = α. Furthermore, due to (11.18), RI

a(α) is transitive. Effectively, in (11.16)
a transitive role R is used in a number restriction, even though it is syntactically a
simple role.

Since equality of roles might be nontrivially entailed by KB , identifying simple
roles would itself require theorem proving. Therefore, it is difficult, if not impossible,
to define simple roles under ν-semantics. In [73], it was shown that transitive roles in
number restrictions lead to undecidability, so we get the following result:

Proposition 11.2.10. Checking ν-satisfiability of a SHIQ knowledge base KB is
undecidable.

Decidability can be regained by using unique role assumption. Intuitively, this
assumption requires two distinct role symbols to be interpreted as distinct domain
individuals. In such a case, simple roles can be defined and checked as usual.

Definition 11.2.11 (Unique Role Assumption). A SHIQ(D) knowledge base KB
employs the unique role assumption if it contains an axiom R 6≈ S, for each two
distinct symbols R and S occurring as roles in KB.

It is easy to see that transitivity axioms can be eliminated from knowledge bases
employing unique roles assumption using the transformation from Section 5.2, so we
thus obtain an algorithm for checking ν-satisfiability of such knowledge bases.

Theorem 11.2.12. Let KB be a SHIQ(D) knowledge base KB employing the unique
role assumption, or containing neither explicit equality statements, nor number restric-
tions. Then, KB is ν-satisfiable if and only if Ω(KB) is ν-satisfiable.

Proof. The (⇒) direction of the proof of Theorem 5.2.3 obviously holds in this case
as well. For the (⇐) direction, by the lemma assumptions on KB , if Ω(KB) is ν-
satisfiable, then it has a ν-model such that RIν 6= SIν , for each two distinct symbols
R and S occurring as roles in KB . Hence, it is possible to construct a ν-model of KB
in the same way as in the proof of the (⇐) direction of Theorem 5.2.3.
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11.3 Expressivity of Metamodeling

In this section we investigate in which way metamodeling increases the expressivity
of the logic. Here we consider only the logical aspects—that is, what kinds of new
consequences can be drawn. Our discussion in this section does not consider nonlogical
aspects that may be relevant in practice (such as increased search flexibility). The
following results are similar to the ones for HiLog [33].

It is easy to see that ν-satisfiability is a strictly stronger notion than π-satisfiability.
Consider the following knowledge base KB :2

Eagle(Harry)(11.19)
¬Aquila(Harry)(11.20)
Eagle ≈ Aquila(11.21)

Under the contextual semantics, the interpretations of symbols C andD as concepts
and as individuals are completely independent, so KB is π-satisfiable. However, KB
is ν-unsatisfiable: in each ν-interpretation, EagleI = AquilaI = α, so it cannot be that
HarryI ∈ CI

n(EagleI) and HarryI /∈ CI
n(AquilaI). For the other direction, we have the

following lemma:

Lemma 11.3.1. Each ν-satisfiable ALCHIQ(D) knowledge base is π-satisfiable.

Proof. Let Iν be a ν-model of an ALCHIQ(D) knowledge base KB . We construct
from Iν a π-interpretation Iπ as follows: 4Iπ = 4Iν , nIπ = nIν , CIπ

n (n) = CIν
n (nIν ),

RIπ
a (n) = RIν

a (nIν ), and RIπ
c (n) = RIν

c (nIν ), for each n ∈ N . By a simple induction on
the concept structure, it can be shown that, for each concept X, CIπ

n (X) = CIν
n (X),

so Iπ is a π-model of KB .

Furthermore, for a knowledge base with unique name assumption or without equal-
ity (either explicit or implicit, introduced through number restrictions), π-satisfiability
and ν-satisfiability coincide:

Lemma 11.3.2. Let KB be an ALCHIQ(D) knowledge base such that it employs
unique name assumption, or it contains neither explicit equality statements, nor num-
ber restrictions. Then, KB is π-satisfiable if and only if it is ν-satisfiable.

Proof. The (⇐) direction follows from Lemma 11.3.1. For the (⇒) direction, let KB
be π-satisfiable in some model Iπ. Due to the lemma assumptions, we can assume
without loss of generality that ni 6= nj implies ni

Iπ 6= nj
Iπ , for all for ni, nj ∈ N (in

the first case, this is because KB employs unique name assumption, and in the second
case this is because KB does not employ equality).

Given such a π-model Iπ, we construct a ν-interpretation Iν by setting 4Iν = 4Iπ ,
nIν = nIπ , CIν

n (nIν ) = CIπ
n (n), RIν

a (nIν ) = RIπ
a (n), and RIν

c (nIν ) = RIπ
c (n), where

n ∈ N . Furthermore, for all x ∈ 4Iν such that there is no n ∈ N with x = aIν , let
2Aquila is the Latin name for eagle.
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CIν
n (x) = RIν

a (x) = RIν
c (x) = ∅. Since we can assume that different names from N

are interpreted as different elements from 4Iν , such a construction defines exactly one
value of CIν

n (x), RIν
a (x), and RIν

c (x) for each x ∈ 4Iν , so Iν is correctly defined. By
a simple induction on the concept structure, it can be shown that CIν

n (X) = CIπ
n (X)

for each concept X, so Iν is a ν-model of KB .

To summarize, ν-semantics derives new consequences only if two symbols can be
derived to be equal: for example, from (11.19) and (11.21) it is possible to derive
Aquila(Harry). Furthermore, under unique name assumption (which is often used in
practice), ν-semantics does not produce any new consequences. This seems to suggest
that the benefits of ν-semantics do not outweigh its drawbacks—that it is nonstandard,
and that it introduces problems for transitive roles. Moreover, π-semantics might be
sufficient for many practical applications.

However, ν-semantics unlocks its full potential when combined with a language
more expressive than OWL. For example, by combining ν-semantics with the Seman-
tic Web Rule Language (SWRL) [69], one can explicitly axiomatize the semantics of
metaclasses. Returning to the example from the beginning of this chapter, by (11.22)
we state that Eagle is a RedListSpecies, and by a SWRL rule (11.23) we state that
instances of species listed in the Red List are not allowed to be hunted. Note that
we use in atom x(y) the variable x at the predicate position. Under ν-semantics this
is equivalent to isa(x, y), but under π-semantics this would not be possible without
leaving the confines of first-order logic. Now from (11.19), (11.22), and (11.23), we can
infer CannotHunt(Harry); hence, RedListSpecies semantically acts as a metaconcept
of the Eagle concept.

RedListSpecies(Eagle)(11.22)
RedListSpecies(x) ∧ x(y)→ CannotHunt(y)(11.23)

To summarize, from the logical perspective ν-semantics alone does not make much
of a difference, and π-semantics may be sufficient for numerous applications. However,
ν-semantics provides a sound foundation for metamodeling, which, when combined
with a more expressive logic, such as SWRL, allows us to precisely axiomatize the
interaction between classes and metaclasses. It is easy to see that, if ν-semantics is
combined with DL-safe rules from Chapter 9, it yields a decidable formalism. Thus,
we believe ν-semantics to be very relevant for future extensions of OWL.

11.4 Related Work

The definition of ν-satisfiability given in Section 11.2 is inspired by HiLog [33], a logic
in which general terms are allowed to occur in place of function and predicate symbols
in formulae. The semantics is defined by interpreting each individual as a member of
the interpretation domain, and by assigning a functional and a relational interpretation
to domain objects. The authors show that HiLog can be considered “syntactic sugar,”
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since each HiLog formula can be encoded into an equisatisfiable first-order formula; the
definition of the ν operator in Table 11.3 closely resembles this encoding. Finally, the
authors show that a satisfiable first-order formula without equality is also satisfiable
under HiLog semantics.

In [102], the RDFS Model Theory was criticized for allowing infinitely many meta-
layers. The authors argue that such a semantics is inadequate for the Semantic Web
since (i) it does not provide adequate support for inferencing; (ii) it allows defining
classes that contain themselves, which may potentially lead to paradoxes; and (iii) by
adding classes, one necessarily introduces objects in the interpretation universe. The
authors propose RDFS-FA, a stratified four-level approach, consisting of the meta-
language layer, the language layer, the ontology layer, and the instance layer. In
[68], similar arguments were used to criticize the semantics of OWL-Full. We follow
the principles of RDFS-FA by strictly separating the modeling primitives from the
ontology and the instance layers; however, to provide for metamodeling, our definition
of ν-semantics merges the ontology and the instance layers. Furthermore, we show
that the consequences of (iii) actually match the intuition behind metamodeling.

In [149], the authors point out the usefulness of metamodeling in many application
domains. They propose separation of modeling layers, which are connected using
spanning instances. However, the authors do not consider the logical consequences of
their approach.

By means of an example very similar to ours, in [132] the author argues for the
compelling need of metamodeling in practical knowledge representation systems.
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Chapter 12

Implementation of KAON2

Whereas the techniques presented in previous chapters provide new theoretical insights
into the relationship between description logics and disjunctive datalog, our primary
motivation for developing them was to obtain a practical alternative to tableau cal-
culi, capable of handling knowledge bases with reasonably large ABoxes. To validate
practicability of our algorithms, we implemented them in a new DL reasoning system
KAON2.1 In this chapter, we describe the implementation of the system, and discuss
numerous practical aspects. Namely, the implemented algorithms are of high computa-
tional complexity, so it is unrealistic to expect that one can directly cast them into code
and obtain an efficient implementation. To avoid unnecessary overhead, we developed
several important optimizations. In the following section we present the architecture
of the system, followed by a detailed discussion of important system components.

12.1 KAON2 Architecture

KAON2 fully implements the satisfiability checking algorithm from Chapter 5, the
reduction algorithm from Chapter 7, and the DL-safe rules from Chapter 9. Hence,
the supported logic is SHIQ extended with DL-safe rules. Datatypes are not sup-
ported yet because it is currently not clear how to combine concrete domain resolution
with optimization techniques, such as magic sets. Furthermore, answering conjunctive
queries and metamodeling are not supported because it is currently unclear how to
cast the presented algorithms into the setting of disjunctive datalog.

KAON2 was implemented completely in Java 1.5. Figure 12.1 describes its technical
architecture. The Ontology API provides ontology manipulation tasks, such as adding
and retrieving ontology axioms. The API fully supports OWL and the Semantic Web
Rule Language (SWRL) at the syntactic level. Several similar APIs already exist,
such as OWL API [17] or Jena.2 However, to obtain an efficient system, we had to
exert complete control over the internals of the API, which we could not have achieved

1http://kaon2.semanticweb.org/
2http://jena.sourceforge.net/
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Figure 12.1: KAON2 Architecture

by reusing an existing implementation. Ontologies can be saved in files, using either
OWL RDF3 or OWL XML4 syntax. Alternatively, ABox assertions can be stored
in a relational database (RDBMS): by mapping ontology entities to database tables,
KAON2 will query the database on the fly during reasoning.

The Reasoning API allows invoking various reasoning tasks, and retrieving their
results.

KAON2 can be used as a dynamic library, or as a stand-alone server. In the
latter case, the client applications can access KAON2 through either Remote Method
Invocation (RMI) protocol or the DL Implementors Group (DIG) API [16]. Thus, the
system can be used with Protégé5 and OilEd6 ontology editors.

The Reasoning Engine is the central component of KAON2, consisting of three
subcomponents. The Ontology Clausification subcomponent is responsible for trans-
lating a SHIQ knowledge base KB into a set of first-order clauses Ξ(KB). In Section
12.2 we preset several optimizations of the basic clausification algorithm. The Theo-
rem Prover for BS implements the basic superposition calculus [14], which is used in
the reduction algorithm. The design of this component is discussed in more detail in
Section 12.3. Finally, the Disjunctive Datalog Engine is used for answering queries in
the program obtained by the reduction. The design of this component is discussed in
more detail in Section 12.4.

12.2 Ontology Clausification

The saturation of TBox and ABox clauses by basic superposition is a critical step of
the reduction algorithm, because it can introduce an exponential blowup. Each clause

3http://www.w3.org/TR/owl-semantics/
4http://www.w3.org/TR/owl-xmlsyntax/
5http://progete.stanford.edu/
6http://oiled.man.ac.uk/

http://www.w3.org/TR/owl-semantics/
http://www.w3.org/TR/owl-xmlsyntax/
http://progete.stanford.edu/
http://oiled.man.ac.uk/


12.2 Ontology Clausification 205

can potentially participate in an inference that generates many conclusions, so it is
important to keep the size of the input clause set minimal. To achieve this, we present
several optimizations of the clausification algorithm from Definition 5.3.1; they are also
applicable to the clausification algorithm from Definition 8.2.2.

12.2.1 Reusing Replacement Predicates

A concept often occurs in many other concepts in KB , which allows us to reuse the
replacement concepts:

Definition 12.2.1. For QD and QD new concepts unique for D, the optimized clausi-
fication is obtained by modifying Definition 5.3.1 to use for Q the concept as follows:

Q =
{
QD if pol(C, p) = 1 and C|p = D
QD if pol(C, p) = −1 and C|p = D

For example, consider the knowledge base KB , consisting of axioms (12.1)–(12.3)
shown on the left-hand side:

A v ∃S.∃R.D  
A v ∃S.Q∃R.D

Q∃R.D v ∃R.D(12.1)

B v ∃T.∃R.D  B v ∃T.Q∃R.D(12.2)

∃U.∃R.D v C  
∃U.Q∃R.D v C
∃R.D v Q∃R.D

(12.3)

The concept ∃R.D occurs in KB twice under positive, and once under negative
polarity. Hence, we replace ∃R.D in (12.1) and (12.2) with Q∃R.D, and in (12.3) with
Q∃R.D, yielding the axioms shown in (12.1)–(12.3) on the right-hand side.

Note that Q∃R.D should not be used to replace ∃R.D in (12.3): the negation-normal
form of (12.3) is ∀U.∀R.¬DtC, and it does not contain ∃R.D. Hence, the subconcept
∀R.¬D must be replaced by a concept different from Q∃R.D.

Lemma 12.2.2. KB and Ξ(KB) are equisatisfiable, even if optimized structural trans-
formation is applied to an ALCHIQ(D) knowledge base KB.

Proof. The (⇐) direction is trivial, and the (⇒) direction can be proved by choosing
the interpretation of QD and QD as done for decomposition in Subsection 5.4.1.

12.2.2 Optional Positions

Certain nonliteral predicates need not be replaced with an atomic concept in the
clausification process. Consider clausification of an axiom A v ∃R.B: by Definition
5.3.1, Cls(¬At∃R.B) = {¬AtQ1, ¬Q1t∃R.B}; that is, the concept ∃R.B is replaced
by Q1. However, clausifying ¬A t ∃R.B produces clauses of the form from Table 5.2
even without replacing the nonliteral subconcept ∃R.B. This allows for the following
optimization:
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Definition 12.2.3. In a concept C = Dt
⊔
Li, where D is a possibly complex concept

and all Li are literal concepts, the positions of D and Li are optional for renaming.

Lemma 12.2.4. Each clause in Ξ(KB) is of a type from Table 5.2, even if Def(C) is
computed by omitting in Λ(C) the positions that are optional for renaming.

Proof. By definition of π from Table 3.1, clausifying a concept C = Dt
⊔
Li produces

clauses from Table 5.2.

Renaming optional positions can sometimes be beneficial. Consider the knowledge
base KB , consisting of axioms shown in (12.4)–(12.6) on the left-hand side:

A v ∃R.C  
¬A(x) ∨R(x, f(x))
¬A(x) ∨ C(f(x))

(12.4)

B v ∃R.C  
¬B(x) ∨R(x, g(x))
¬B(x) ∨ C(g(x))

(12.5)

> v ≤ 1R  ¬R(x, y1) ∨ ¬R(x, y2) ∨ y1 ≈ y2(12.6)

In ¬At∃R.C and ¬B t∃R.C, the positions of ∃R.C are optional for renaming, so
KB can be clausified without introducing new predicates. This yields clauses shown
in (12.4)–(12.6) on the right-hand side.

The concept ∃R.C is now skolemized twice, yielding clauses ¬A(x)∨R(x, f(x)) and
¬B(x) ∨ R(x, g(x)) as candidates for an inference with (12.6). Additional axioms of
the form Ai v ∃R.C would produce additional clauses of the form ¬Ai(x)∨R(x, f(x)),
which could participate in an inference with (12.6), thus significantly increasing the
search space.

The search space can be reduced by renaming ∃R.C, although it occurs at optional
positions in axioms. The axioms and the clauses obtained by applying the structural
transformation to KB are shown in (12.7)–(12.10):

A v Q  ¬A(x) ∨Q(x)(12.7)
B v Q  ¬B(x) ∨Q(x)(12.8)

Q v ∃R.C  
¬Q(x) ∨R(x, f(x))
¬Q(x) ∨ C(g(x))

(12.9)

> v ≤ 1R  ¬R(x, y1) ∨ ¬R(x, y2) ∨ y1 ≈ y2(12.10)

This set contains one clause ¬Q(x) ∨ R(x, f(x)), which can participate in an in-
ference with (12.10); also, any additional axiom Ai v ∃R.C produces only a clause
¬Ai(x) ∨ Q(x). Note that renaming ∃R.C pays off because the concept ∃R.C occurs
in KB twice.

Hence, in Definition 5.3.1, Λ(C) should be the set of all positions p 6= ε in C such
that (i) C|p is not a literal concept, and, for all positions q below p, C|q is a literal
concept; and (ii) p is either not optional for renaming, or C|p occurs in KB more than
once.
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12.2.3 Handling Functional Roles

Consider the knowledge base KB , containing the axioms shown in (12.11)–(12.13) on
the left-hand side:

> v ≤ 1R  ¬R(x, y1) ∨ ¬R(x, y2) ∨ y1 ≈ y2(12.11)

A v ∃R.C  
¬A(x) ∨R(x, f(x))
¬A(x) ∨ C(f(x))

(12.12)

B v ∃R.D  
¬B(x) ∨R(x, f(x))
¬B(x) ∨D(f(x))

(12.13)

The role R is functional by (12.11), which means that an object in a model can have
at most one R-successor. This allows using the same function symbol f in skolemizing
∃R.C and ∃R.D, yielding clauses (12.11)–(12.13) shown on the right-hand side.

The main benefit of such clausification is that resolving ¬A(x) ∨ R(x, f(x)) and
¬B(x) ∨ R(x, f(x)) with (12.11) produces a clause with a literal f(x) ≈ f(x); such a
clause is a tautology (and can be deleted). Without reusing function symbols, clausify-
ing (12.12) would produce ¬B(x)∨R(x, g(x)), which, resolved with ¬A(x)∨R(x, f(x))
and (12.11), produces a clause containing a literal f(x) ≈ g(x). Such a clause is not a
tautology, and should be used in further inferences.

This optimization is also very important for the reduction to disjunctive datalog.
Namely, for each function symbol f occurring in Ξ(KB), the program DD(KB) contains
a new predicate Sf . By reducing the number of function symbols, we reduce the number
of datalog predicates.

Definition 12.2.5. Clausification with optimized skolemization is obtained from De-
finition 5.3.1 such that, if > v ≤ 1R ∈ KB, then the existential quantifiers in ∃R.C
and ≥ nR.C are skolemized using a function symbol fR unique for R.

Lemma 12.2.6. KB and Ξ(KB) are equisatisfiable, even if clausification with opti-
mized skolemization is used.

Proof. If R is functional, then an object x is allowed to have at least one R-successor
in a model I, which is represented by the functional term fR(x).

12.2.4 Discussion

The techniques presented in this chapter are all geared towards reducing the number
of clauses in Ξ(KB). It is instructive to compare the effects that such optimizations
would have in a tableau calculus such as [73].

Tableau calculi try to construct a model of a knowledge base by applying tableau
expansion rules if some tableau constraint is not satisfied. Consider, for example, a
knowledge base KB consisting of the following axioms:
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C(a)(12.14)
R(a, b)(12.15)
D(b)(12.16)

C v ∃R.D(12.17)

The axiom (12.17), when applied to (12.14), yields a constraint ∃R.D(a), which
does not need to be further expanded: a already has an R-successor b that is a member
of D, so there is no need to introduce a new R-successor for a.

The situation is quite different in resolution calculi. The clausification algorithm
translates (12.17) into these two clauses:

¬C(x) ∨R(x, f(x))(12.18)
¬C(x) ∨D(f(x))(12.19)

In resolution, skolemization plays a role that is analogous to expanding existential
concepts in tableau calculi: in clauses (12.18) and (12.19), the term f(x) plays the
role of the existentially implied R-successor for x. Thus, skolemization expands all
existential quantifiers before the theorem proving process starts, regardless of whether
it is actually necessary to do so in order to build a model.

Another important difference between resolution and tableau is that clauses ob-
tained by skolemization are nonground; that is, they encode successor information for
many individuals. For example, (12.18) and (12.19) encode successor information for
any individual x that is a member of C. When resolution inferences are applied to
such nonground clauses, they act on the set of all those successors. In contrast, a
tableau calculus expands each successor separately, and repeats an inference step for
each successor separately.

The optimizations from Subsections 12.2.1, 12.2.2, and 12.2.3 can be understood
as an attempt to reduce the number of existential individuals introduced in advance.

12.3 The Theorem Prover for BS
As discussed in [116], implementing an efficient theorem prover is a very complex task.
Apart from excellent software engineering skills, it also requires knowledge of numerous
techniques in order to implement various modules of the system.

However, our goal is not to provide a general first-order theorem prover applicable
to any first-order problem. Rather, we need a theorem prover that can handle only
ALCHIQ-closures. As shown in Table 5.2, such closures are of a rather limited form.
Hence, general implementation techniques can be radically simplified, thus yielding a
simpler, leaner, and more efficient implementation.
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12.3.1 Inference Loop

The main design element of a resolution-based theorem prover is the inference loop,
which is responsible for saturating a set of closures under the given set of inference
and redundancy elimination rules. In KAON2, we use a simplified variant of the
DISCOUNT loop, introduced first in the equational theorem prover E [133]. The
pseudo-code of the inference loop is presented in Algorithm 12.1.

The inference loop is parameterized with a set of inference rules C (explained in
more detail in Subsection 12.3.3) and a set of redundancy elimination rules D (ex-
plained in more detail in Subsection 12.3.4), and is given a set of closures N to be
saturated. To ensure that the saturation is fair—that is, that each nonredundant in-
ference is eventually performed—, the closures are partitioned into two sets. The set
U is the set of unprocessed closures—that is, closures that have not taken part in any
inference. The set W is the set of worked-off closures—that is, closures for which all
inferences with other members from W have been performed.

In the beginning, U contains the set of closures N to be saturated and W is empty.
In each step of the saturation, a given closure g is don’t-care nondeterministically
chosen and removed from U . We describe the algorithm for choosing the given closure,
encapsulated in the function PickGivenClosure, in more detail in Subsection 12.3.7.

Next, redundancy elimination rules are applied sequentially to g, transforming it
into a potentially simpler closure. We use a convention that, if a closure is made
redundant by a simplification rule, then SimplifyClosure returns null. We discuss
the redundancy elimination rules of KAON2 in Subsection 12.3.4.

If the simplified closure is not redundant and it is not equal to the empty closure,
then backward subsumption is performed: using RetrieveSubsumedClosures, all
closures from W that are properly subsumed by g are retrieved and removed from W .
We describe the index structures used to optimize the retrieval of subsumed closures
in Subsection 12.3.8.

Finally, all inferences between g and the closures from W are performed. All
conclusions that are not syntactic tautologies are added to the set of unprocessed
closures U , after which the entire process is repeated.

If the given closure is the empty closure, then N is unsatisfiable. Otherwise, the
process terminates if U becomes empty; at this point, W is the saturated set.

12.3.2 Representing ALCHIQ-Closures

ALCHIQ-closures of types 3, 4, 5, 6, and 8 have at most one variable, and any LPO is
total on such terms and literals. This allows us to represent closures as totally ordered
arrays without repeated literals. This has two main benefits. First, the maximal literal
is the first literal, so the literal on which an inference should take place can be located
in constant time. Second, conclusions between inferences can be computed using merge
sort in time that is linear in the size of the premises.

Moreover, the restricted form of ALCHIQ-closures allows us to use a polynomial
subsumption checking algorithm. Namely, the general subsumption problem is known
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Algorithm 12.1 The Inference Loop of KAON2
Input:
C: the set of inference rules
D: the set of redundancy elimination rules
N : the set of closures to be saturated

Output:
the set of closures W obtained by saturating N by C and D

Local variables:
W : the set of worked-off closures
U : the set of unprocessed closures

1: W ←− ∅
2: U ←− N
3: while U 6= ∅ do
4: g ←− PickGivenClosure(U)
5: U ←− U \ {g}
6: for each redundancy elimination rule r ∈ D do
7: g ←− SimplifyClosure(g, r,W )
8: end for
9: if g 6= null then

10: if g = � then
11: return {�} . N is unsatisfiable
12: end if
13: S ←− RetrieveSubsumedClosures(g,W )
14: W ←− (W \ S) ∪ {g}
15: T ←− ∅
16: for each inference rule r ∈ C do
17: T ←− T ∪ComputeConclusions(r, g,W )
18: end for
19: for each conclusion t ∈ T do
20: if IsSyntacticTautology(t) = false then
21: U ←− U ∪ {t}
22: end if
23: end for
24: end if
25: end while
26: return W . W is the saturated set
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to be NP-complete [52], and experience has shown that theorem provers spend up to 90
percent of running time in subsumption checking. Therefore, improving the efficiency
of subsumption is expected to have a significant effect on the performance.

The subsumption checking procedure for closures of types 3, 4, 5, 6, and 8 is shown
in Algorithm 12.2. To determine if C subsumes D, the algorithm essentially scans the
literals of D (lines 1–14), trying to match then with the first literal of C (line 2). If a
substitution σ exists such that C1σ = Di, because C1 contains all variables of C, the
substitution σ binds all variables in C. Hence, in lines 5–8 the algorithm simply checks
whether, for each literal Ci, one can find a literal Dj such that Ciσ = Dj and that
each marked position of Ciσ can be overlaid in a substitution position in Dj . Since
the closures are totally ordered, the literals can be matched sequentially. To estimate
the complexity, note that the inner loop (lines 1–14) is executed at most |D| times,
whereas the inner loop (lines 5–8) is executed at most |C| + |D| times. Hence, the
algorithm runs in time O(|C| · (|C|+ |D|)), which is obviously polynomial.

Additionally, we store with each closure a flag specifying its type, as this enables
further optimizations. For example, a closure of type 3 or 4 cannot subsume a closure
of any other type. Similarly, closures of types 1, 2, or 7 can subsume only closures of
the same type. Hence, a quick check whether closure types are compatible can be used
to quickly identify subsumption tests that are bound to fail.

12.3.3 Inference Rules

The theorem prover of KAON2 encodes the literals with a predicate other than equality
as E-terms (see Section 2.5), allowing a more or less straightforward implementation
of the inferences rules of the BS calculus. The implementation can be somewhat
simplified by observing that closures of types 1, 2, and 7 can only participate in hyper-
resolution inferences, in which unification can be performed in constant time. Hence,
the theorem prover handles closures of types 1, 2, and 7 by a separate hyperresolution
inference rule, whereas inferences among other closures are handled using positive and
negative superposition.

Furthermore, negative superposition inferences can result in closures containing
literals of the form T 6≈ T and x 6≈ x. For such closures, reflexivity resolution produces
a closure that always subsumes the superposition conclusion, and is therefore applied
eagerly to each conclusion.

12.3.4 Redundancy Elimination Rules

The simplification rules are applied to the given closure in the order as explained in
the following paragraphs. It may come as a surprise that KAON2 does not implement
so-called rewriting simplification inferences. Namely, given a unit closure s ≈ t and a
closure A∨C, under certain conditions, A∨C can be replaced with A[tσ]p ∨C, where
σ is a substitution such that A|p = sσ. In general first-order theorem provers, such
as E [133] or Vampire [119], such inferences are essential for solving hard problems.
However, most DL problems do not contain unit equalities at all. Equalities occur only
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Algorithm 12.2 Closure Subsumption Algorithm in KAON2
Input:

C: the potential subsumer
D: the potential subsuming closure

Output:
a substitution σ such that Cσ ⊆ D

Note:
Ci is the i-th literal of a closure C, and |C| is the number of literals in C.

1: for i = 1 . . . |D| do
2: σ = Match(C1, Di)
3: if σ 6= null then
4: j ←− 0
5: for k = i . . . |D| and j < |C| do
6: if Cjσ = Dk and MarkersCompatible(Cjσ,Dk) then
7: j ←− j + 1
8: end if
9: end for

10: if j = |C| then
11: return σ
12: end if
13: end if
14: end for
15: return null . No subsumption

16: function Match(s,t)
17: if s is a variable x then
18: return {x 7→ t}
19: else if s = f(s1, . . . , sn) and t = f(t1, . . . , tn) then
20: σ ←− {}
21: for i = 1 . . . n do
22: θ ←−Match(siσ, ti)
23: if θ = null then
24: return null
25: else
26: σ ←− σθ
27: end if
28: end for
29: return σ
30: else
31: return null
32: end if
33: end function

34: function MarkersCompatible(s,t)
35: true if t|p is at substitution position whenever s|p is marked, for each position p
36: end function
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in ALCHIQ-closures of type 5, 6, or 8, where they are usually accompanied by at least
one literal with a predicate other than ≈. Hence, rewriting is not applicable to the vast
majority of DL problems, and we therefore do not include it into our implementation.

Semantic Tautology Deletion. As mentioned in Section 2.4, checking if a closure
is a tautology requires theorem proving, so simple syntactic approximate checks are
used in practice. However, a feasible semantic check was presented in [133]: a closure
is a tautology if it contains a disjunction of the form s1 6≈ t1 ∨ . . . ∨ sn 6≈ tn ∨ s ≈ t
such that s1σ ≈ t1σ, . . . , snσ ≈ tnσ |= sσ ≈ tσ, where σ is a substitution mapping all
variables in the closure to distinct new constants.

Since deciding entailment in a ground equality theory is decidable, the check from
the previous paragraph is decidable, but implementing it may introduce a significant
amount of overhead. However, the syntactic structure of ALCHIQ-closures makes
the check easy to implement in certain situations. Namely, it is easy to see that the
conditions of semantic tautology deletion are satisfied for any closure of type 5 or 6
that contains a disjunction of the following form:

f1(t) 6≈ f2(t) ∨ f2(t) 6≈ f3(t) ∨ . . . ∨ fn−1(t) 6≈ fn(t) ∨ f1(t) ≈ fn(t)

Namely, for any substitution σ, it is easy to see that the following condition holds:

f1(tσ) ≈ f2(tσ) ∧ f2(tσ) ≈ f3(tσ) ∧ . . . ∧ fn−1(tσ) ≈ fn(tσ) |= f1(tσ) ≈ fn(tσ)

Hence, semantic tautology deletion can be applied to a closure C of type 5 or 6 as
follows. We first construct an unoriented graph GC whose nodes are function symbols
from C, and where nodes fi and fj are connected if C contains a literal fi(t) 6≈ fj(t).
Next, we compute the transitive closure G+

C of GC . Finally, we check if C contains a
literal fi(t) ≈ fj(t) such that fi and fj are connected by an edge in G+

C . This check
can be performed in time that is polynomial in |C|, and, if it succeeds, C is deleted.

Forward Subsumption. A closure C is deleted if the set of worked-off closures
W contains a closure D that subsumes C. We discuss the index structures used to
optimize subsumption checking in more detail in Subsection 12.3.8.

Contextual Literal Cutting. This subsumption-based simplification rule [134] al-
lows eliminating certain literals from a closure. Namely, a closure C∨L can be replaced
with C, provided that C ∨ L is subsumed in the set of worked-off closures W . Hence,
contextual literal cutting can be implemented by complementing each literal, and then
checking whether the resulting closure is subsumed in W .

The correctness of the rule can intuitively be explained as follows: let D be a
closure from W that subsumes C ∨ L through a substitution σ—that is, Dσ ⊆ C ∨ L.
Furthermore, because D is in W , we have W |= Dσ∨L. But now we can resolve C ∨L
with Dσ ∨ L; because Dσ ∈ C, we obtain the closure C, which obviously subsumes
C ∨L. Hence, contextual literal cutting can be understood as a macro, combining the
effects of the mentioned inferences.
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12.3.5 Optimizing Number Restrictions

It is not difficult to see that resolution-based techniques are not well suited for rea-
soning with number restrictions. Namely, a concept of the form ≤ nR.C is translated
into a closure of type 7, containing (n+1)n

2 literals of the form yi ≈ yj . If such a clo-
sure is hyperresolved with m R-generators of type 3, each hyperresolution produces
closures containing many literals of the form [fi(x)] ≈ [fj(x)]. Furthermore, such a
literal is produced by each inference with a pair of side premises containing fi and fj ,
thus resulting in many similar closures. Because each literal fi(x) ≈ fj(x) is a poten-
tial source of a superposition inference, number restrictions dramatically increase the
number of superposition inferences in a saturation.

The number of superposition inferences can be somewhat reduced by applying de-
composition and replacing literals of the form [fi(t)] ≈ [fj(t)] with Qfi,fj

([t]). Consider
the closures (12.20)–(12.21), obtained by resolving Ci(x)∨R(a, fi(x)), 1 ≤ i ≤ 4, with
¬R(x, y1) ∨ ¬R(x, y2) ∨ ¬R(x, y3) ∨ y1 ≈ y2 ∨ y2 ≈ y3 ∨ y1 ≈ y3:

C ∨ [f1(x)] ≈ [f2(x)] ∨ [f1(x)] ≈ [f3(x)] ∨ [f2(x)] ≈ [f3(x)](12.20)
D ∨ [f1(x)] ≈ [f2(x)] ∨ [f1(x)] ≈ [f4(x)] ∨ [f2(x)] ≈ [f4(x)](12.21)

Using decomposition, (12.20)–(12.21) can be transformed into (12.22)–(12.28):

C ∨Qf1,f2(x) ∨Qf1,f3(x) ∨Qf2,f3(x)(12.22)
D ∨Qf1,f2(x) ∨Qf1,f4(x) ∨Qf2,f4(x)(12.23)

¬Qf1,f2(x) ∨ [f1(x)] ≈ [f2(x)](12.24)
¬Qf1,f3(x) ∨ [f1(x)] ≈ [f3(x)](12.25)
¬Qf1,f4(x) ∨ [f1(x)] ≈ [f4(x)](12.26)
¬Qf2,f3(x) ∨ [f2(x)] ≈ [f3(x)](12.27)
¬Qf2,f4(x) ∨ [f2(x)] ≈ [f4(x)](12.28)

Now there is exactly one closure containing a literal of the form [fi(x)] ≈ [fj(x)], so
superposition from such a literal is performed only once, and not for each closure where
[fi(x)] ≈ [fj(x)] occurs.

A disadvantage of this transformation is that it does not allow us to apply semantic
tautology deletion (see Subsection 12.3.4), since literals fi(x) ≈ fj(x) occur only in
isolation. This can be remedied as follows: for each pair of function symbols fi and fj ,
we additionally introduce a closure Qfi,fj

(x)∨ [fi(x)] 6≈ [fj(x)], which makes Qfi,fj
(x)

equivalent to [fi(x)] ≈ [fj(x)]. Now semantic tautology deletion can be applied as
described previously with the difference that, instead of [fi(x)] ≈ [fj(x)], the literals
Qfi,fj

([t]) are used in building the graph GC .

12.3.6 Tuning the Calculus Parameters

The main role of the parameters of BSDL is to guarantee termination of the calculus.
However, Definition 5.3.3 provides some room for fine-tuning the parameters.
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More concretely, we can choose the precedence of predicate symbols > based on
the frequency of occurrences of symbols in a knowledge base. Practical experiments
have shown that in many cases, it is beneficial to use a precedence based on decreasing
frequency of symbols—that is, a precedence where the most-frequent predicate is the
smallest in the precedence.

Furthermore, we can tweak the selection function. It is known that selecting and
hyperresolving multiple negative literals in practice often leads to better performance.
Intuitively, such inferences are efficient because they do not derive many intermediary
consequences. In the case of BSDL, we can use a selection function that selects negative
literals containing the deepest terms in a closure. Lemma 5.3.6 still holds in such a
case, because Lemma 5.3.5 is still satisfied.

12.3.7 Choosing the Given Closure

General theorem provers are geared towards solving hard problems in first-order logic.
However, first-order logic is semidecidable: given a finite amount of time, we can
hope only to detect unsatisfiability. For satisfiable problems, no guarantee of finding a
solution exists. Therefore, most existing theorem provers are geared towards detecting
unsatisfiability.

It is widely believed that many hard first-order problems have relatively short
proofs. Hence, the performance of first-order reasoning is expected to depend a lot
on choosing a good proof strategy, which is mainly determined by the algorithm for
choosing the given closure (line 4 of Algorithm 12.1). Therefore, numerous different
heuristics for choosing the given closure have been explored.

Unlike most general first-order provers, the theorem prover in KAON2 is applied
mostly to satisfiable problems. Namely, ontologies are typically satisfiable (if this is not
so, they usually contain an error). Furthermore, in computing a reduction to disjunc-
tive datalog, the saturation of the TBox axioms is computed. Finally, our experience
and that of other authors of DL reasoning systems shows that most problems encoun-
tered while computing a subsumption hierarchy are satisfiable. Hence, the strategy for
choosing the given closure is less important in our case, because the theorem prover in
most cases performs all inferences anyway.

Therefore, we adopt a simple strategy of always choosing a closure from U that has
the smallest number of literals, and of resolving ties in an arbitrary manner. Intuitively,
a short closure is more likely to subsume a closure in W .

12.3.8 Indexing Terms and Closures

As discussed in [116], a critical aspect of an implementation of a first-order theorem
prover is to provide appropriate clause indexes—auxiliary data structures used to effi-
ciently identify closures used at particular steps in the saturation. Unification indexes
are used to retrieve potential candidate closures that can participate in an inference,
whereas subsumption indexes are used to retrieve closures that subsume or that are
subsumed by a certain closure.
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Many different indexing techniques were developed; for an extensive overview,
please refer to [79]. A prominent indexing technique is partially adaptive code trees
[117], pioneered in the theorem prover Vampire [119]. Whereas this technique is known
to give excellent performance, the restricted structure of ALCHIQ-closures allows us
to employ simpler, but still efficient indexing techniques.

Unification Indexes. The problem of unification indexing can be formalized as
follows: given a query term s, a unification index identifies the subset M of a set
of terms N such that each term t ∈ M unifies with s. In practice, one usually also
associates with each term t a closure in which t occurs.

Consider now the type of BSDL inferences applicable to ALCHIQ-closures. The
candidates for (hyper)resolution with a closure of type 1, 2, or 7 are closures of types
3, 4, or 8, and their suitability is determined uniquely by the role symbol. Hence,
indexing can be simply performed by hashing the closures on the role symbol.

More complex are superposition inferences between closures of types 5 and 6, su-
perposition into generator closures, and superposition into unary literals of closures of
type 8. These closures can be indexed using a simplified variant of the well-known path
indexing technique [140, 113]. Namely, inferences with these closures take place only
on unary E-terms, which contain at most one variable. This allows for the following
simple indexing strategy. Each unary E-term f1(f2(. . .)) can be represented as a string
of function symbols f1.f2 . . ., and by encoding variables using a special symbol ∗. To
build an index over a set of terms, we use the well-known trie data structure over the
strings (for more information on the trie data structures, please refer to [137]). Given
a term s, locating all terms from the trie can be performed by traversing the trie using
the string corresponding to s. The trie traversal algorithm is standard, with a minor
difference that the symbol ∗ can be matched with zero or more arbitrary symbols.

Moreover, observe that, for closures as described in the previous paragraph, a
superposition inference can be performed either into the outermost position p = ε (for
example, on a literal A(f(x))), into the position p = 1 (for example, at position of
f(x) in a literal A(f(x))), or into the position p = 2 (for example, at position of f(x)
in a literal R(x, f(x))); at all other positions, the terms are always marked. Hence, the
closures that are possible targets of superposition inferences are indexed using three
indexes Iε, I1, and I2. Furthermore, superposition can be performed only from the
outermost position of a positive equality, so the closures that are possible sources of
superposition inferences are indexed using a single index Fε.

A closure C is then indexed as follows. First, the literal L eligible for inference is
determined. Then, if L is a positive literal of the form s ≈ t, the term s is added to Fε.
Finally, all positions p ∈ {ε, 1, 2} are examined. If L|p is not at substitution position,
and either p 6= ε or L is not of the form A ≈ T, then the term L|p is added to Ip.
The case of p = ε and L of the form A ≈ T is treated differently because performing
superposition into such A always results in a tautology T ≈ T; such inferences are
prevented by simply not entering A into Iε.
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Subsumption Indexes. Subsumption indexes are used for two related problems.
Forward subsumption is the problem of determining whether a set of closures N con-
tains a closure that subsumes some closure C, whereas backward subsumption is the
problem of determining the subset M of a set of closures N such that C subsumes
each closure in M .

The main problem in subsumption indexing is that, if Cσ ⊆ D for some substitution
σ, the literals in D matched to the literals of Cσ need not be consecutive. For example,
let C = A2(x)∨A5(x) and let D = A1(x)∨A2(x)∨A3(x)∨A4(x)∨A5(x)∨A6(x). It is
clear that C subsumesD; however, the closureD contains the disjunction A3(x)∨A4(x)
between literals A2(x) and A5(x). Because C can be matched in general to an arbitrary
subset of D and there are exponentially many such subsets, it is difficult to design an
efficient indexing structure.

In KAON2, we apply an approximate technique, inspired by feature vector indexing
from [134]. Our algorithm works as follows. To index a closure C, we build a string
C1.C2 . . . Cn of predicate names occurring in C, order it by the LPO precedence >,
and insert it into a trie.

For forward subsumption, given a closureD, we build a string ∗.D1.∗.D2.∗. . .∗.Dn.∗
of predicate names occurring in D, order it by the LPO precedence >, and use it to
search the trie. As a result, we obtain a set of closures containing the predicates of D.
Hence, the retrieved closures are potential subsumers of D. For each such closure, we
check subsumption using Algorithm 12.2.

For backward subsumption, given a closure D, we build a string D1.D2 . . . Dn of
predicate names occurring in D and order it by the LPO precedence >. We then search
the trie using this string, but we treat each trie entry as ∗.C1. ∗ .C2. ∗ . . . ∗ .Cn.∗. This
again gives us the set of potential subsumption candidates, which is then filtered using
Algorithm 12.2.

12.4 Disjunctive Datalog Engine

Several disjunctive datalog engines, such as DLV [41] or Smodels [141], were imple-
mented and successfully applied to practical problems. However, we decided to imple-
ment a new datalog engine for KAON2 because of the following three reasons.

First, interfacing with existing engines is currently difficult. Available systems were
implemented in different programming languages. Furthermore, the primary mode of
interaction with them is through command line. Efforts to enable access to existing
systems by means of an established API are currently in progress, but such an API
has not been available at the time of writing. Hence, implementing our own system
seemed preferable to having to struggle with low-level implementation issues.

Second, available disjunctive datalog engines are designed to provide practical sup-
port for nonmonotonic reasoning under stable models. In contrast, disjunctive pro-
grams obtained by our algorithms are positive, so they do not require nonmonotonic
reasoning. Hence, it seemed reasonable to expect that a more specialized implementa-
tion will provide better performance.
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Third, nonground query answering in existing systems is typically solved by re-
ducing the problem to ground query answering, and then checking the correctness of
each answer using model building. We wanted to investigate whether nonground query
answering can be better realized using direct methods, without grounding.

In the rest of this section we describe the important aspects of the implementation
of our disjunctive datalog engine.

12.4.1 Magic Sets

After eliminating the equality predicate using the algorithm from Section 7.5, the magic
sets transformation, presented in [34], is applied to P ∪P≈. A detailed presentation of
the transformation is beyond the scope of this subsection; we just explain the intuition
behind this technique.

Magic sets were motivated by a significant advantage of top-down over bottom-up
query evaluation techniques. Namely, in a top-down algorithm, the query guides the
computation. Consider the following program P :

T (x, y)← R(x, y)(12.29)
T (x, z)← R(x, y), T (y, z)(12.30)

A bottom-up algorithm for answering a query T (a, x) in P first computes all facts
that follow from P , and then selects the tuples from T containing a in the first position.
This is inefficient, because the algorithm computes entire transitive closure of R.

However, starting from the query, a top-down technique first retrieves only those
tuples from R that contain a at the first position, and, for each such tuple, it recursively
invokes T (y, z). Hence, the bindings for y, determined by querying R(a, y), guide the
query answering process; this is also called binding propagation. Hence, a top-down
engine does not compute the entire relation T , but only the part receiving the bindings
from the query and the data.

Magic sets [18] simulate top-down binding propagation in bottom-up query eval-
uation. A program P is modified by introducing magic predicates, whose role is to
keep track of the bindings that would be propagated during top-down evaluation of a
query Q in P . Magic predicates are then used to constrain the rules of P such that
evaluating them performs only those inferences that are relevant to the query. Note
that the magic program depends on the query Q; that is, for different queries, the
magic program must be computed from scratch.

To the best of our knowledge, the first generalization of the magic sets techniques to
nondisjunctive programs was presented in [55]. Apart from the theoretical results, the
author provides empirical evidence for the benefits of the technique. The technique was
further refined in [34]. Because of the simpler structure of the transformed programs,
we decided to use the latter variant in KAON2.
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In the presence of equality, magic set transformation becomes less effective. Con-
sider, for example, the following equality-free program P :

C(x)← D(x, y), E(y, z)(12.31)
R(x, y)← S(x, y)(12.32)

To answer the query C(x) in P , only the extensions of C, D, and E are relevant;
the extensions of R and S need not be considered. Moreover, magic sets are very
effective at identifying the relevant parts of D and E. Now let P ′ be the program P
extended with (12.33), stating that R is functional:

y1 ≈ y2 ← R(x, y1), R(x, y2)(12.33)

Answering the query C(x) in P ′ is now more involved because (12.33) can poten-
tially make any two objects equal. If C(a) is an answer in P , then in P ′ the rule
(12.33) should be invoked to check whether any other object is equal to a. Thus, the
extensions of R and S are now relevant for the query.

12.4.2 Bottom-Up Saturation

After applying the magic sets, the query Q is answered in P ∪P≈ using the algorithm
from Definition 7.6.1. To avoid redundant computation of facts derived by rules, we
apply the general seminäıve strategy [112]. A detailed presentation of the algorithm is
beyond the scope of this subsection; we just explain the intuition behind it.

The algorithm is an optimization of the bottom-up saturation, developed to prevent
recomputing the same conclusions. Consider a datalog program P containing only the
following rule:

C(y)← R(x, y), C(x)(12.34)

Moreover, let F0 contain the facts C(a0) and R(ai−1, ai) for 0 < i ≤ n. A query
C(x) can be answered in P and F0 using bottom-up saturation: we compute sets of
facts F0, F1, . . . , Fm, where each Fi is obtained by applying the rules of P to the facts
in Fi−1. The saturation terminates when no new facts are derived—that is, when
Fm = Fm−1. In our example, the saturation yields Fi = Fi−1 ∪ {C(ai)}. Note that
Fi−1 ⊆ Fi; hence, the rules of P that are applicable to facts in Fk for k < i, are also
applicable to Fi. Hence, each iteration computes only one additional fact, but to do
so, it also recomputes all facts from Fi−1 \ F0.

Recomputing facts might be avoided by evaluating, instead of P , a sequence of
programs P0, P1, . . . , Pm, where each Pi contains the following rule:

∆Ci(y)← R(x, y),∆Ci−1(x)

The iteration is initialized by asserting ∆C0(α) for each C(α) ∈ F0, and the result is
obtained as C =

⋃
∆Ci. By evaluating each Pi, only facts derived by Pi−1 are used,

and no fact is computed twice.
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The seminäıve evaluation algorithm uses this basic idea, while solving several prac-
tical issues, such as minimizing the number of extensions ∆Ci used in the computation.
Furthermore, it can be combined with our resolution approach for answering queries
in a disjunctive program from Section 7.6.
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Performance Evaluation

In this chapter we present a comparison of the performance of KAON2 with that of
existing tableau DL reasoning systems, and thus obtain an insight into the practical
applicability of our algorithms.

While conducting the experiments, we observed that it is very difficult, if not
impossible, to separate the reasoning method from its implementation. Reasoning
algorithms in general are quite complex, and to implement them efficiently, a lot of
time should be invested in low-level implementation details. Overheads in maintaining
various data structures or memory management can easily dominate the reasoning
time. The choice of the implementation language also matters a lot, as its limitations
may easily become critical in dealing with large data sets.

Therefore, the results we present in this chapter should not be taken as a definitive
measure of practicability of either algorithm. However, they do show that deduc-
tive database techniques can significantly improve the performance of reasoning. This
seems to hold even if the TBox is complex, as long as it is relatively small. For TBox
reasoning, our results reflect a mixed picture: on certain ontologies the resolution al-
gorithms perform relatively well, whereas, on other ontologies, they are slower than
the tableau algorithms. This suggests that resolution-based techniques might be in-
teresting in practice, but that further research is needed to match the robustness of
tableau algorithms on TBox reasoning problems.

13.1 Test Setting

We compared KAON2 with RACER and Pellet. We did not consider other DL rea-
soners because they follow different design choices: FaCT1 [67], FaCT++,2 and DLP3

do not support ABoxes; LOOM [91] is incomplete; and CLASSIC [22] supports only a
very inexpressive logic.

1http://www.cs.man.ac.uk/∼horrocks/FaCT/
2http://owl.man.ac.uk/factplusplus/
3http://www.bell-labs.com/user/pfps/dlp/
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RACER4 [59] was developed at the Concordia University and the Hamburg Uni-
versity of Technology, and is written in Common Lisp. We used the version 1.8.2, to
which we connected using the JRacer library. RACER provides an optimized reasoning
mode (so-called nRQL mode 1) that provides significant performance improvements,
but which is complete only for certain types of knowledge bases. At the time of writing,
RACER did not automatically recognize whether the optimized mode is applicable to
a particular knowledge base, so we used RACER in the mode that guarantees com-
pleteness (so-called nRQL mode 3). Namely, determining whether optimizations are
applicable is a form of reasoning that, we believe, should be taken into account in a
fair comparison.

Pellet5 [105] was developed at the University of Maryland, and it is the first system
that fully supports OWL-DL, taking into account all the nuances of the specification.
It is implemented in Java, and is freely available with the source code. We used the
version 1.3 beta.

We asked the authors of each tool for an appropriate sequence of API calls for
running tests. For each reasoning task, we started a fresh instance of the reasoner and
loaded the test knowledge base. Then, we measured the time required to execute the
task. We made sure that all systems return the same answers.

Many optimizations of tableau algorithms involve caching computation results,
so the performance of query answering should increase with each subsequent query.
Furthermore, both RACER and Pellet check ABox consistency before answering the
first query, which typically takes much longer than computing query results. Hence,
starting a new instance of the reasoner for each query might seem unfair. We justify
our approach as follows.

First, the effectiveness of caching depends on the type of application: if an ABox
changes frequently, caching is not very useful. Second, usefulness of caches also depends
on the degree of similarity between queries. Third, we did not yet consider caching for
KAON2; however, materialized views were extensively studied in deductive databases,
and were applied in [148] to ontology reasoning. Finally, KAON2 does not perform a
separate ABox consistency test because ABox inconsistency is discovered automatically
during query evaluation. Hence, we decided to measure only the performance of the
actual reasoning algorithm, and to leave a study of possible materialization and caching
strategies for future work. Since ABox consistency check is a significant source of
overhead for tableau systems, we measured the time required to execute it separately.
Hence, in our tables, we distinguish one-time setup time (S) and query processing time
(Q) for Pellet and Racer. The time for computing the datalog program in KAON2 was
not significant, so we include it into the query processing time.

All tests were performed on a laptop computer with a 2 GHz Intel processor, 1 GB
of RAM, running Windows XP Service Pack 2. For Java-based tools, we used Sun’s
Java 1.5.0 Update 5. The virtual memory of the Java virtual machine was limited to

4http://www.racer-systems.com/
5http://www.mindswap.org/2003/pellet/index.shtml

http://www.racer-systems.com/
http://www.mindswap.org/2003/pellet/index.shtml
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Table 13.1: Statistics of Test Ontologies

KB C v D C ≡ D C uD v ⊥ functional domain range RBox C(a) R(a, b)
vicodi 0 16942 36711
vicodi 1 33884 73422
vicodi 2 193 0 0 0 10 10 10 50826 110133
vicodi 3 67768 146844
vicodi 4 84710 183555

semintec 0 17941 47248
semintec 1 35882 94496
semintec 2 55 0 113 16 16 16 6 53823 141744
semintec 3 71764 188992
semintec 4 89705 236240

lubm 1 18128 49336
lubm 2 36 6 0 0 25 18 9 40508 113463
lubm 3 58897 166682
lubm 4 83200 236514
wine 0 247 246
wine 1 741 738
wine 2 1235 1230
wine 3 1729 1722
wine 4 2223 2214
wine 5 126 61 1 6 6 9 9 2717 2706
wine 6 5187 5166
wine 7 10127 10086
wine 8 20007 19926
wine 9 39767 39606
wine 10 79287 78966
dolce 203 27 42 2 253 253 522 0 0
galen 3237 699 0 133 0 0 287 0 0

800 MB, and each reasoning task was allowed to run for at most 5 minutes. Tests that
ran either out of memory or out of time are denoted in tables with a value of 10000.

13.2 Test Ontologies

We based our tests on ontologies available in the Semantic Web community. To obtain
sufficiently large test ontologies, we used ABox replication—duplication of ABox ax-
ioms with appropriate renaming of individuals. The information about the structure
of ontologies we used is summarized in Table 13.1. All test ontologies are available on
the KAON2 Web site.6

6http://kaon2.semanticweb.org/download/test ontologies.zip

http://kaon2.semanticweb.org/download/test_ontologies.zip
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An ontology about European history was manually created in the EU-funded VI-
CODI project.7 The TBox is relatively small and simple: it consists of role and
concept inclusion axioms, and domain and range specifications; it does not contain
disjunctions, existential quantification, or number restrictions. However, the ABox is
relatively large, with many interconnected instances. With vicodi 0, we denote the
ontology from the project, and with vicodi n the one obtained by replicating n times
the ABox of vicodi 0.

An ontology about financial services was created in the SEMINTEC project8 at
the University of Poznan. Like VICODI, this ontology is relatively simple: it does
not use existential quantifiers or disjunctions; it does, however, contain functionality
assertions and disjointness. With semintec 0, we denote the ontology from the project,
and with semintec n the one obtained by replicating n times the ABox of semintec 0.

Lehigh University Benchmark (LUBM)9 was developed by [58] as a benchmark for
testing performance of ontology management and reasoning systems. The ontology
describes organizational structure of universities, and is relatively simple: it does not
use disjunctions or number restrictions, but it does use existential quantifiers, so it is
in Horn-ALCHI fragment. Each lubm n is generated automatically by specifying the
number n of universities.

The Wine10 ontology contains a classification of wines. It uses nominals, which
our algorithms cannot handle. Therefore, we apply a sound but an incomplete ap-
proximation: we replace each enumerated concept {i1, . . . , in} with a new concept O,
and add assertions O(ik). The resulting ontology is relatively complex: it contains
functionality axioms, disjunctions, and existential quantifiers. With wine 0, we denote
the original ontology, and with wine n the one obtained by replicating 2n times the
ABox of wine 0.

This approximation of nominals is incomplete for query answering: for complete-
ness one should further add a clause ¬O(x)∨x ≈ i1∨ . . .∨x ≈ in. Furthermore, Pellet
fully supports nominals, so one may question whether the Wine ontology is suitable
for our tests. Unfortunately, in our search for test data, we could easily find ontologies
with a complex TBox but without an ABox, or ontologies with an ABox and only
a simple TBox, or a TBox with nominals. The (approximated) Wine ontology was
the best ontology we found that contained both a nontrivial TBox and an ABox. We
also used this approximated ontology in tests with Pellet, in order to ensure that all
systems are dealing with the same problem.

DOLCE11 is a foundational ontology developed at the Laboratory for Applied
Ontology of Italian National Research Council. It is very complex, and no reasoner
currently available can handle it. Therefore, the ontology has been factored into several

7http://www.vicodi.org/
8http://www.cs.put.poznan.pl/alawrynowicz/semintec.htm
9http://swat.cse.lehigh.edu/projects/lubm/index.htm

10http://www.schemaweb.info/schema/SchemaDetails.aspx?id=62
11http://www.loa-cnr.it/DOLCE.html

http://www.vicodi.org/
http://www.cs.put.poznan.pl/alawrynowicz/semintec.htm
http://swat.cse.lehigh.edu/projects/lubm/index.htm
http://www.schemaweb.info/schema/SchemaDetails.aspx?id=62
http://www.loa-cnr.it/DOLCE.html
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Figure 13.1: VICODI Ontology Test Results

modules. We used the DOLCE OWL version 397, up to the Common module (this
includes the DOLCE-Lite, ExtDnS, Modal, and Common modules).

GALEN12 is a medical terminology ontology developed in the GALEN project
[114]. It has a very large and complex TBox, and has traditionally been used as a
benchmark for terminological reasoning.

13.3 Querying Large ABoxes

We now show the results of our tests of querying large ABoxes.

13.3.1 VICODI

Because VICODI does not contain existential quantifiers or disjunctions, it can be
converted into disjunctive datalog directly, without invoking the reduction algorithm.
Hence, reasoning with VICODI requires only an efficient deductive database. From
the ontology author we received the following two queries, used in the project:

QV1(x) ≡ Individual(x)
QV2(x, y, z) ≡ Military-Person(x), hasRole(y, x), related(x, z)

The results in Figure 13.1 show that Pellet and RACER spend the bulk of their
time in checking ABox consistency by computing a completion of the ABox. Because
the ontology is simple, no branch splits are performed, so the process yields a single
completion representing a model. Query answering is then very fast, as it amounts to
model lookup.

According to the authors of Racer, the gap in performance between Pellet and
Racer should be resolved in the next release of Racer.

12We obtained GALEN through private communication with Ian Horrocks.
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Figure 13.2: SEMINTEC Ontology Test Results

13.3.2 SEMINTEC

The SEMINTEC ontology is also very simple; however, it is interesting because it
contains functional roles and therefore requires equality reasoning. From the ontology
author we obtained the following two queries, used in the project:

QS1(x) ≡ Person(x)
QS2(x, y, z) ≡ Man(x), isCreditCardOf (y, x),Gold(y), livesIn(x, z),Region(z)

The results of running the queries are shown in Figure 13.2. The SEMINTEC
ontology is roughly of the same size as the VICODI ontology; however, the time that
KAON2 takes to answer a query on SEMINTEC are one order of magnitude larger
than for the VICODI ontology. This is mainly due to equality, which is difficult for
deductive databases.

13.3.3 LUBM

LUBM is comparable in size to the VICODI and the SEMINTEC ontologies, but its
TBox contains complex concepts. It uses existential quantifiers, so our reduction algo-
rithm must be used to eliminate function symbols. Also, the ontology does not contain
disjunctions or equality, so the translation yields an equality-free Horn program.

We wanted a mix of simple and complex queries, so we selected the following three
queries from the LUBM Web site:

QL1(x) ≡ Chair(x)
QL2(x, y) ≡ Chair(x),worksFor(x, y),Department(y),

subOrganizationOf (y,http://www.University0.edu)
QL3(x, y, z) ≡ Student(x),Faculty(y),Course(z), advisor(x, y), takesCourse(x, z),

teacherOf (y, z)

As our results from Figure 13.3 show, LUBM does not pose significant problems
for KAON2; namely, the translation produces an equality-free Horn program, which
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Figure 13.3: LUBM Ontology Test Results

KAON2 evaluates in polynomial time. Although LUBM is roughly of the same size as
VICODI, both Pellet and Racer performed better on the latter; namely, Pellet was not
able to answer any of the LUBM queries within the given resource constraints, and
Racer performed significantly better on VICODI than on LUBM. We were surprised
by this result: the ontology is still Horn, so an ABox completion can be computed
in advance and used as a cache for query answering. By analyzing a run of Pellet
on lubm 1 in a debugger, we observed that the system performs disjunctive reasoning
(that is, it performs branch splits). Further investigation showed that this is due to
absorption [66]—a well-known optimization technique used by all tableau reasoners.
Namely, an axiom of the form C v D, where C is a complex concept, increases the
amount of don’t-know nondeterminism in a tableau because it yields a disjunction
¬C t D in the label of each node. If possible, such an axiom is transformed into an
equivalent definition axiom A v C ′ (where A is an atomic concept), which can be
handled in a deterministic way. The LUBM ontology contains several axioms that are
equivalent to A v B u ∃R.C and B u ∃R.C v A. Now the latter axiom contains a
complex concept on the left-hand side of v, so it is absorbed into an equivalent axiom
B v A t ∀R.¬C. Whereas this is a definition axiom, it contains a disjunction on the
right-hand side, and thus causes branch splits.
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Figure 13.4: Wine Ontology Test Results

13.3.4 Wine

The Wine ontology is a fairly complex ontology, using advanced DL constructors, such
as disjunctions and equality. The translation of nominals is incomplete, so we ran only
the following query:

QW1(x) ≡ AmericanWine(x)

The results from Figure 13.4 show that the ontology complexity affects the per-
formance: wine 0 is significantly smaller than, say, lubm 1, but the time required to
answer the query is roughly the same. The degradation of performance in KAON2
is mainly due to disjunctions. On the theoretical side, disjunctions increase the data
complexity of our algorithm from P to NP [153]. On the practical side, the tech-
nique for answering queries in disjunctive programs used in KAON2 should be further
optimized.

13.4 TBox Reasoning

Although TBox reasoning was not in the focus of our work, to better understand the
limitations of our algorithms, we also conducted several TBox reasoning tests. In
particular, we measured the time required to compute the subsumption hierarchies of
Wine, DOLCE, and GALEN. Furthermore, we observed that a considerable source of
complexity for KAON2 on DOLCE are the transitivity axioms, so we also performed
the tests for a version of DOLCE in which all transitivity axioms were removed.

The results from Figure 13.5 show that the performance of TBox reasoning in
KAON2 lags behind the performance of the state-of-the-art tableau reasoners. This
should not come as a surprise: in the past decade, many techniques for optimizing
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Figure 13.5: TBox Test Results

TBox reasoning in tableau algorithms were developed; these techniques are not di-
rectly applicable to the resolution setting. Still, KAON2 can classify DOLCE without
transitivity axioms, which is known to be a fairly complex ontology. Hence, we believe
that developing additional optimization techniques for resolution algorithms might
yield some interesting and practically useful results.

By analyzing the ontologies for which KAON2 was unable to compute the sub-
sumption hierarchy within given resource limits, we noticed that they all contain many
ALCHIQ-closures of types 3 and 7 with the same role symbol, which generate many
consequences. This explains why KAON2 is not able to classify the original DOLCE
ontology, but why it works well if the transitivity axioms are removed: the transfor-
mation used to deal with transitivity introduces axioms that, when clausified, produce
many closures of types 3 and 7.
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Chapter 14

Conclusion

Motivated primarily by the prospects of reusing well-known deductive database tech-
niques to optimize query answering in description logics, we developed several novel
algorithms for reasoning with description logics related to SHIQ.

Our algorithms can handle the description logic SHIQ(D), which is closely related
to the ontology language for the Semantic Web OWL-DL. The logical underpinning of
OWL-DL is actually the SHOIN (D) description logic, which differs from SHIQ(D)
in that it supports nominals, but does not provide for qualified number restrictions.

The first algorithm we presented is an algorithm for checking satisfiability of SHIQ
knowledge bases based on basic superposition, a clausal calculus for theorem proving
with equality. The novel aspect is that the procedure allows clauses to contain terms
of depth two, and relies on basic superposition to block certain undesirable inferences.
Furthermore, it relies on subsumption to restrict the term depth, and not just the
clause length. Our procedure runs in time exponential in the size of the knowledge
base for unary coding of numbers, which makes it worst-case optimal. It is worth noting
that the assumption on unary coding of numbers is standard in practical description
logic reasoning systems. Basic superposition alone decides only a slightly weaker logic
SHIQ−, so to handle SHIQ, we extend basic superposition with the decomposition
rule, for which we show soundness and completeness.

An important aspect of OWL-DL is that it provides constructs for representing
concrete data, such as strings or integers. Generally, such capabilities are integrated
into description logics using so-called concrete domains. Until now, reasoning with a
concrete domain has been studied predominantly in the context of tableaux and au-
tomata calculi. These existing approaches to reasoning with a concrete domain are
not directly applicable to clausal calculi, so we devised an algorithm for reasoning
with a concrete domain in the resolution framework. This approach is general and is
applicable to any clausal calculus whose completeness proof is based on the model gen-
eration method. Furthermore, we applied this approach to derive a decision procedure
for SHIQ(D). Assuming unary coding of numbers, an upper bound on the arity of
concrete predicates, and an exponential decision procedure for checking satisfiability
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of concrete predicates, adding a concrete domain does not increase the complexity of
reasoning; that is, our algorithm still runs in exponential time.

We applied the decision procedure for SHIQ(D) to obtain an algorithm for reduc-
ing a SHIQ(D) knowledge base to a disjunctive datalog program. The reduction is
based on the idea of simulating the inference steps of basic superposition in disjunctive
datalog. This allows reusing various optimizations for ABox query answering, such as
join order optimizations or the magic sets transformation.

Based on this reduction, we showed that checking satisfiability of SHIQ(D) knowl-
edge bases is data complete for NP. This is a somewhat surprising result, since, under
the assumption that NP ⊂ ExpTime, it is better than the combined complexity of the
same problem. To further reduce data complexity, we proposed a Horn fragment of
SHIQ(D), in which the capability for modeling disjunctive information is traded for
polynomial data complexity. We believe that this fragment is very relevant in practice,
since it is still very expressive, but provides hope for a tractable implementation.

We extended our algorithms with a simple, but useful feature. Namely, we showed
that so-called DL-safe rules can freely be appended to the resulting disjunctive pro-
gram. The DL-safe rules are characterized by the restriction that each variable oc-
curring in a rule also occurs in a non-DL-atom in the rule body, which limits the
applicability of rules to individuals introduced explicitly in the ABox. Since the num-
ber of such individuals is finite, adding DL-safe rules to SHIQ(D) does not cause
termination problems.

We also showed that basic superposition can be used to answer conjunctive queries
over SHIQ(D) knowledge bases. Using the well-known reduction of conjunctive query
containment to query answering, this algorithm can be used for deciding query con-
tainment as well. Conjunctive queries provide an expressive language for querying
description logic knowledge bases.

We also considered extending SHIQ(D) with metamodeling. We showed that the
approach to metamodeling adopted in the Semantic Web standard OWL-Full leads to
undecidability. Therefore, we proposed an alternative semantics for metamodeling, for
which we give a decision procedure.

To show that our algorithms are practically relevant, we implemented them in
a new DL reasoning system KAON2, and conducted a performance evaluation. For
ABox query answering, our measurements show an increase of one and more orders
of magnitude, when compared to the performance of existing tableaux-based systems,
such as Pellet or RACER. For TBox reasoning, our system does not match the per-
formance of tableaux-based ones; however, it is still able to solve certain nontrivial
problems. Hence, we believe that developing additional optimization techniques might
yield additional improvements, making resolution match and perhaps even outperform
tableau-based reasoners.

For our future work, an important theoretical challenge is to extend the algorithms
to handle nominals. A tableau decision procedure for SHIQ extended with nominals
has been presented recently in [71]; it is interesting to see whether the ideas presented
there can be transferred into the framework of resolution.
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Another theoretical challenge is to provide a decision procedure capable of dealing
with transitivity directly, without encoding transitivity axioms. Namely, practical
experience has shown that dealing with constructors by an encoding usually results
in suboptimal performance. Furthermore, a method for handling transitivity directly
would allow using transitive roles in conjunctive queries and DL-safe rules.

Finally, an important challenge is to extend our approach by some form of non-
monotonic reasoning. Namely, recent experience has shown that features such as
closed-world and default reasoning are very important in numerous applications of
description logics. Furthermore, disjunctive datalog has been traditionally consid-
ered a platform for nonmonotonic reasoning. Hence, it is interesting to see whether
nonmonotonic features of disjunctive datalog can be reused to provide some kind of
nonmonotonic reasoning in description logics.
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[51] F. Goasdoué and M.-C. Rousset. Answering Queries using Views: A KRDB
Perspective for the Semantic Web. ACM Transactions on Internet Technology,
4(3):255–288, 2004.
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[127] K. Schild. A Correspondence Theory for Terminological Logics: Preliminary
Report. In J. Mylopoulos and R. Reiter, editors, Proc. of 12th Int. Joint Conf.
on Artificial Intelligence (IJCAI ’91), pages 466–471, Sydney, Australia, August
24–30 1991. Morgan Kaufmann Publishers.

[128] R. A. Schmidt and U. Hustadt. A Resolution Decision Procedure for Fluted
Logic. In D. McAllester, editor, Proc. of the 17th Int. Conf. on Automated
Deduction (CADE-17), volume 1831 of LNAI, pages 433–448, Pittsburgh, PA,
USA, June 17–20 2000. Springer.

[129] R. A. Schmidt and U. Hustadt. A Principle for Incorporating Axioms into the
First-Order Translation of Modal Formulae. In F. Baader, editor, Proc. of the
19th Int. Conf. on Automated Deduction (CADE-19), volume 2741 of LNAI,
pages 412–426, Miami Beach, FL, USA, July 28–August 2 2003. Springer.

[130] M. Schmidt-Schauß. Subsumption in KL-ONE is undecidable. In R. J. Brach-
man, H. J. Levesque, and R. Reiter, editors, Proc. of the 1st Int. Conf. on the
Principles of Knowledge Representation and Reasoning (KR ’89), pages 421–431,
Toronto, Canada, May 15–18 1989. Morgan Kaufmann Publishers.

[131] M. Schmidt-Schauß and G. Smolka. Attributive Concept Descriptions with Com-
plements. Artificial Intelligence, 48(1):1–26, 1991.

[132] G. Schreiber. The Web is not well-formed. IEEE Intelligent Systems, 17(2):79–80,
2002. Contribution to the section “Trends & Controversies: Ontologies KISSES
in Standardization”, edited by S. Staab.

[133] S. Schulz. E—A Brainiac Theorem Prover. AI Communications, 15(2–3):111–
126, 2002.

[134] S. Schulz. Simple and Efficient Clause Subsumption with Feature Vector In-
dexing. In S. Schulz, G. Sutcliffe, and T. Tammet, editors, The IJCAR 2004
Workshop on Empirically Successful First OrderReasoning (ESFOR), Cork, Ire-
land, July 4–8 2004.

[135] O. Shmueli. Decidability and expressiveness aspects of logic queries. In Proc. of
the 6th ACM SIGACT-SIGMOD-SIGART Symposium on Principles of Database
Systems (PODS ’87), pages 237–249, San Diego, CA, USA, March 23–25 1987.
ACM Press.



REFERENCES 247

[136] O. Shmueli. Equivalence of DATALOG Queries is Undecidable. Journal of Logic
Programming, 15(3):231–241, 1993.

[137] S. S. Skiena. The Algorithm Design Manual. Springer, 1997.

[138] W. Snyder. On the complexity of recursive path orderings. Information Process-
ing Letters, 46(5):257–262, 1993.

[139] M. E. Stickel. Automated Deduction by Theory Resolution. Journal of Auto-
mated Reasoning, 1(4):333–355, 1985.

[140] M. E. Stickel. The Path-Indexing Method For Indexing Terms. Technical Report
473, Artificial Intelligence Center, SRI International, Menlo Park, California,
October 1989.
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ing. PhD thesis, Göteborg University, Sweden, 1992.

[143] S. Tessaris. Questions and answers: reasoning and querying in Description Logic.
PhD thesis, University of Manchester, UK, 2001.

[144] S. Tobies. Complexity Results and Practical Algorithms for Logics in Knowledge
Representation. PhD thesis, RWTH Aachen, Germany, 2001.

[145] M. Vardi. The Complexity of Relational Query Languages (Extended Abstract).
In H. R. Lewis, B. B. Simons, W. A. Burkhard, and L. Landweber, editors, Proc.
of the 14th annual ACM Symposium on Theory of Computing (STOC ’82), pages
137–146, San Francisco, CA, USA, May 5–7 1982. ACM Press.

[146] M. Y. Vardi. On the Complexity of Bounded-Variable Queries. In Proc. of the
14th ACM SIGACT-SIGMOD-SIGART Symposium on Principles of Database
Systems (PODS ’95), pages 266–276, San Jose, CA, USA, May 22–25 1995. ACM
Press.

[147] M. Y. Vardi. Why Is Modal Logic So Robustly Decidable? In N. Immerman
and P. Kolaitis, editors, Proc. of a DIMACS Workshop on Descriptive Complex-
ity and Finite Models, volume 31 of DIMACS Series in Discrete Mathematics
and Theoretical Computer Science, pages 149–184, Princeton University, USA,
January 14–17 1996. American Mathematical Society.

[148] R. Volz. Web Ontology Reasoning With Logic Databases. PhD thesis, Universität
Fridericiana zu Karlsruhe (TH), Germany, 2004.



248 REFERENCES

[149] C. Welty and D. Ferrucci. What’s in an instance? Technical Report 94–18, RPI
Computer Science, 1994.



Relevant Publications

[150] U. Hustadt, B. Motik, and U. Sattler. Reasoning in Description Logics with a
Concrete Domain in the Framework of Resolution. In R. López de Mántaras
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