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Abstract

Design and control of autonomous systems that operate in uncertain

or adversarial environments can be facilitated by formal modelling and

analysis. Probabilistic model checking is a technique to automatically

verify, for a given temporal logic specification, that a system model

satisfies the specification, as well as to synthesise an optimal strategy

for its control. This method has recently been extended to multi-agent

systems that exhibit competitive or cooperative behaviour modelled via

stochastic games and synthesis of equilibria strategies. In this paper,

we provide an overview of probabilistic model checking, focusing on

models supported by the PRISM and PRISM-games model checkers.

This includes fully observable and partially observable Markov decision

processes, as well as turn-based and concurrent stochastic games, to-

gether with associated probabilistic temporal logics. We demonstrate

the applicability of the framework through illustrative examples from

autonomous systems. Finally, we highlight research challenges and sug-

gest directions for future work in this area.

1

https://www.annualreviews.org/


1. INTRODUCTION

As autonomous systems become embedded within computing infrastructure, from informa-

tion systems through to security and robotics, there is a growing need for methodologies

that ensure their safe, secure, reliable, timely and resource efficient execution. Design of

computer systems can be facilitated by formal modelling and verification, and in partic-

ular model checking, which aims to automatically check if a system model satisfies given

requirements typically expressed in temporal logic. Autonomy, however, creates additional

demands of controllability, since autonomous systems operate in uncertain or adversarial

environments, and strategic reasoning, to ensure effective coordination of cooperative or

competitive behaviour of system components (agents).

Probabilistic model checking is a collection of techniques for the modelling of systems

that exhibit probabilistic and non-deterministic behaviour, which supports not only their

model checking against temporal logic, but also synthesis of optimal controllers (strate-

gies) from temporal logic specifications. Probability is used to quantify environmental

uncertainty and stochasticity, while non-determinism represents model decisions. Markov

decision processes (MDPs) are typically employed to model and reason about the strategic

behaviour of an agent against a stochastic environment, where specifications are expressed

in probabilistic extensions of the temporal logics CTL or LTL. Partially observable Markov

decision processes (POMDPs) permit similar modelling and analysis, but for contexts where

the agent has limited power to observe its environment.

MDPs and POMDPs, however, are unable to faithfully represent the behaviour of mul-

tiple players competing or cooperating to achieve their individual goals. To this end, we

employ multi-agent systems modelled via stochastic games and reason about their strate-

gic behaviour for both zero-sum and nonzero-sum (equilibria) properties. For zero-sum

properties, the utilities of an agent are the negation of the utility of its opponent, whereas

for nonzero-sum each agent is pursuing its own quantitative objective. Probabilistic model

checking has been recently extended to encompass both turn-based and concurrent stochas-

tic games, together with an extension of the temporal logic that inherits the coalition op-

erator from ATL, as well as synthesis of optimal Nash equilibria strategies (more precisely,

subgame-perfect social welfare optimal strategies).

In this paper, we provide an overview of recent advances in probabilistic model check-

ing, focusing on the model checking and strategic reasoning methods implemented in the

PRISM (1) and PRISM-games (2) tools for discrete probabilistic models. The review covers

fully observable and partially observable Markov decision processes (Sections 2 and 3 re-

spectively), as well as turn-based and concurrent stochastic games (Sections 4 and 5 respec-

tively), together with associated probabilistic temporal logics. We discuss the core types of

quantitative analyses available for each model, as well as extensions such as multi-objective

analysis and continuous-time, also called real-time in the model checking literature, models

(Section 6). We demonstrate the applicability of the framework through illustrative exam-

ples, with emphasis on the areas of robotics and autonomy. Finally, we highlight challenges

and suggest directions for future work in this area (Section 7).

2. MARKOV DECISION PROCESSES

We begin with Markov decision processes (MDPs) (3), which are a classic model for deci-

sion making under uncertainty. This is a discrete-time model, with discrete sets of states

and actions, that allows both non-determinism, e.g., to represent the choices made by the
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Left: A simple MDP representing a robot navigating through a grid; a (deterministic, memoryless)

optimal policy for the property Pmax=?[¬hazard U goal ] is marked in bold. Right: A topological

map from (4) used to build a similar style MDP modelling a mobile robot exploring a building.

controller of a robot or vehicle, and discrete probabilistic choice, to model environmental

uncertainty arising due to, for instance, the presence of humans, noisy sensors, unreliable

communication media or faulty hardware.

We give a formal definition of MDPs below. Here, and in the remainder of the pa-

per, Dist(X) denotes the set of (discrete) probability distributions over a finite set X, i.e.,

functions µ : X → [0, 1] such that
∑
x∈X µ(x) = 1.

Definition 1 (Markov decision process). A Markov decision process (MDP) is a tuple

M = (S, s̄, A, δ,AP , L) where:

• S is a finite set of states and s̄ ∈ S is an initial state;

• A is a finite set of actions;

• δ : (S×A) → Dist(S) is a (partial) probabilistic transition function, mapping state-

action pairs to probability distributions over S;

• AP is a set of atomic propositions and L : S → 2AP is a state labelling function.

The execution of an MDP M proceeds as follows. When in a state s, there is a non-

deterministic choice over the actions that are available in the state, defined as the actions

a ∈ A such that δ(s, a) is defined and denoted A(s). It is assumed that the set of available

actions is non-empty for every state. After an action a ∈ A(s) has been chosen in s, it is

performed and the probability of transitioning to state s′ ∈ S equals δ(s, a)(s′).

Example 1. A simple example of an MDP is shown in Figure 1 (left); it models the

movement of a robot through locations in a 3×2 grid. Each state (si) represents a location

and actions taken in states result in probabilistic transitions to other locations. For example,

in state s1 there is a choice between moving east and southeast ; if east is chosen, then with

probability 0.6 the robot moves east and with probability 0.4 the robot remains in its

current location. Also shown are atomic propositions (goal and hazard) needed for property

specification. Figure 1 (right) shows a topological map used to build a larger, similar-style

MDP modelling a mobile robot traversing locations within an office building (4).

A path of M is defined by an alternating sequence of action choices and transitions. More

formally, a path is a finite or infinite sequence π = s0
a0−→ s1

a1−→ s2
a2−→ · · · such that s0 = s̄,

ai ∈ A(si) and δ(si, ai)(si+1) > 0 for all i > 0. FPathsM and IPathsM denote the sets of

finite and infinite paths of M, respectively.
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We next introduce the notion of a strategy (often also called a policy) of an MDP M,

which resolves the non-determinism present in M. In particular, strategies decide which

actions to take in states of the MDP, depending on its execution to date.

Definition 2 (MDP strategy). A strategy of an MDP M is a function σ : FPathsM →
Dist(A) such that, if σ(π)(a) > 0, then a ∈ A(last(π)) where last(π) is the final state of π.

The set of all strategies of M is denoted ΣM. We classify a strategy σ ∈ ΣM in terms of its

use of randomisation and memory.

• Randomisation: σ is deterministic (or pure) if σ(π) picks a single action with

probability 1 for all finite paths π, and randomised otherwise.

• Memory: σ is memoryless if σ(π) depends only on last(π) for all finite paths π, and

finite-memory if there are finitely many modes such that, for any π, σ(π) depends only

on last(π) and the current mode, which is updated each time an action is performed;

otherwise, it is infinite-memory.

Under a particular strategy, the behaviour of MDP M is fully probabilistic and we can reason

about the probability of different events. For a strategy σ of M, we denote by FPathsσM and

IPathsσM the set of finite and infinite paths that correspond to the choices of σ. Following (5),

we can definite a probability measure ProbσM over IPathsσM that corresponds to the behaviour

of the MDP under σ. Using this probability measure we can then also define, for a random

variable X : IPathsM → R, the expected value EσM(X) of X under σ.

Random variables can be used to introduce a variety of quantitative properties of MDPs.

This is often achieved by augmenting an MDP with reward structures (these can in some

cases represent costs, but for consistency we will use the term rewards). Example applica-

tions of rewards include: the energy consumption of a device, the number of tasks completed

by a robot or the number of packets lost by a communication protocol.

Definition 3 (MDP reward structure). A reward structure for an MDP M is a tuple

r = (rS , rA), where rS : S → R>0 is a state reward function and rA : (S×A) → R>0 is an

action reward function.

2.1. Property Specifications for MDPs

In order to formally specify the required behaviour of a system modelled as an MDP, we

use quantitative extensions of temporal logic. Below, we show a fragment of the logic used

as the property specification language for the PRISM model checker (1), which we refer to

here as the PRISM logic. This is based on the logics PCTL (probabilistic computation tree

logic) (6) and LTL (linear temporal logic) (7), and also incorporates operators to specify

expected reward properties (8).

Definition 4 (Property syntax). The syntax for a core fragment of the PRISM logic is:

Φ := P./p[ψ ] | Rr./q[ ρ ]

ψ := φ | ¬ψ | ψ ∧ ψ | Xψ | ψ U6k ψ | ψ U ψ

ρ := I=k | C6k | F φ
φ := true | a | ¬φ | φ ∧ φ

where a ∈ AP is an atomic proposition, ./∈{<,6,>, >}, p ∈ [0, 1], r is a reward structure,

q ∈ R>0 and k ∈ N.
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Above, we assume that a property Φ for an MDP comprises a single probabilistic (P) or

reward (R) operator. The syntax also includes path (ψ) and reward (ρ) formulae, both

evaluated over paths, and propositional logic (φ) formulae, evaluated over states. The

intuitive meaning of the P and R operators, from the initial state of an MDP, is:

• P./p[ψ ] – the probability of a path satisfying path formula ψ satisfies the bound ./ p;

• Rr./q[ ρ ] – the expected value of reward formula ρ, under reward structure r, satisfies

the bound ./ q.

A propositional formula φ is satisfied (or holds) in a state s if it evaluates to true in that

state, where an atomic proposition a is true if s is labelled with a (i.e., a ∈ L(s)) and the

logical connectives (¬, ∧) are interpreted in the usual way.

For path formulae ψ, the core temporal operators are:

• Xψ (next) – ψ is satisfied in the next state;

• ψ1 U6k ψ2 (bounded until) – ψ2 is satisfied within k steps, and ψ1 is satisfied until

that point;

• ψ1 U ψ2 (until) – ψ2 is eventually satisfied, and ψ1 is satisfied until then.

As is standard in model checking, we use the equivalences F ψ ≡ true U ψ (eventually)

and G ψ ≡ ¬F ¬ψ (always). If we restrict the sub-formulae of a path formula to be atomic

propositions, then we get the following common property classes:

• F a (reachability) – eventually a stated labelled with a is reached;

• G a (invariance) – a labels all states;

• F6k a (step-bounded reachability) – a labels a state within the first k steps;

• G6k a (step-bounded invariance) – a labels states for at least the first k steps.

Without this restriction, path formulae allow temporal operators to be nested. In fact the

syntax of path formulae given in Definition 4 is that of linear temporal logic (LTL) (7).

LTL can express a range of useful property classes, including:

• G F ψ (recurrence) – ψ is satisfied infinitely often;

• F G ψ (persistence) – eventually ψ is always satisfied;

• G (ψ1 → Xψ2) – whenever ψ1 is satisfied, ψ2 is satisfied in the next state;

• G (ψ1 → F ψ2) – whenever ψ1 is satisfied, ψ2 is satisfied in the future.

Finally, considering reward formulae ρ, the three key operators are:

• I=k (instantaneous reward) – state reward at time step k;

• C6k (bounded cumulative reward) – reward accumulated over k steps;

• F φ (reachability reward) – reward accumulated until a state satisfying φ is reached.

Although omitted from the syntax here for simplicity, it is also common to generalise the

third case and consider the expected reward accumulated until some co-safe LTL formula

is satisfied. Intuitively, these are path formulae ψ whose satisfaction occurs within finite

time; examples include (F a1) ∧ (F a2) and F (a1 ∧ F a2), which require states labelled with

a1 and a2 to be reached, either in any order (first case) or in a specified order (second case).
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2.2. Probabilistic Model Checking of MDPs

Probabilistic model checking is an automated technique for constructing probabilistic mod-

els such as MDPs and then analysing them against behavioural specifications expressed

in temporal logic. It can be used either to verify that a specification is always satisfied,

regardless of any adversarial behaviour, or to synthesise a strategy under whose control the

system’s behaviour can be guaranteed to satisfy a specification.

These ideas are formalised below for the PRISM logic. We first require the following

notation. Satisfaction of a path formula ψ can be represented by a random variable Xψ :

IPathsM → R where Xψ(π) = 1 if path π satisfies ψ and 0 otherwise. For a reward structure

r and formula ρ, the random variable Xr,ρ : IPathsM → R is such that Xr,ρ(π) equals the

state reward or accumulated reward corresponding to r and ρ for path π.

Verifying that an MDP M satisfies a formula Φ, denoted M |= Φ, is defined as follows.

Definition 5 (Verification problem for MDPs). The verification problem is: given an MDP

M and a formula Φ, verify whether M |= Φ, defined as:

M |= P./p[ψ ] ⇔ ∀σ ∈ ΣM.
(
EσM(Xψ) ./ p

)
M |= Rr./q[ ρ ] ⇔ ∀σ ∈ ΣM.

(
EσM(Xr,ρ) ./ q

)
.

In practice, we often solve a numerical verification problem: given an MDP M, formula

Popt=?[ψ ] or Rropt=?[ ρ ], where opt ∈ {min,max}, compute Eopt
M (X) where X = Xψ or

X = Xr,ρ, respectively, and:

Emin
M (X)

def
= infσ∈ΣM EσM(X) and Emax

M (X)
def
= supσ∈ΣM

EσM(X) .

Closely related is the strategy synthesis problem.

Definition 6 (Strategy synthesis problem for MDPs). The strategy synthesis problem is:

given an MDP M and formula Φ of the form P./p[ψ ] or Rr./q[ ρ ], find a strategy σ ∈ ΣM such

that Φ is satisfied in M under σ, i.e., such that EσM(Xψ) ./ p or EσM(Xr,ρ) ./ q, respectively.

The numerical strategy synthesis problem is: given M and a formula of the form

Popt=?[ψ ] or Rropt=?[ ρ ], where opt ∈ {min,max}, find an optimal strategy σ? ∈ ΣM such

that Eσ
?

M (X) = Eopt
M (X) for X = Xψ or X = Xr,ρ, respectively.

For general path formulae, optimal strategies are finite-memory and deterministic. On the

other hand, for some common cases (e.g., the probability or expected accumulated reward

to reach a target), memoryless deterministic strategies are sufficient.

Example 2. Returning to the MDP from Example 1, verification-style queries using the

PRISM logic include:

• P>0.8[ F610goal ] – under all possible strategies, the robot reaches its goal location

within 10 steps with probability at least 0.8;

• Rrhazard61.5 [ C620 ] – for all possible strategies, the expected number of times that the robot

enters the hazard location within the first 20 steps is at most 1.5;

and examples of numerical queries include:

• Pmax=?[¬hazard U goal ] – what is the maximum probability that the goal can be

reached while avoiding the hazard location?

• R
rsteps
min=?[ F goal ] – what is the minimum expected number of steps to reach the goal?

Above, we use the following reward structures: rsteps , which assigns 1 to all state-action

pairs; and rhazard , which assigns 1 to all states labelled with atomic proposition hazard.

6 Kwiatkowska et al.



2.3. Model Checking Algorithms

Probabilistic model checking for MDPs requires a combination of graph-based algorithms,

automata-based methods and numerical computation. The main components of the model

checking procedure require computing optimal probabilities for path formulae and optimal

expected values for reward formulae. For the simplest of these cases (e.g., the probability

or expected accumulated reward to reach a target), various standard techniques for MDPs

can be used (3), including: solving a linear programming problem; policy iteration (which

builds a sequence of strategies until an optimal one is reached); and value iteration (which

computes increasingly precise approximations to the optimal probability or expected value).

Of these, value iteration is most commonly used in probabilistic model checking tools,

for scalability and performance reasons, but variants that offer sound guarantees on the

accuracy of results have also been introduced, e.g., (9, 10), as well as methods that employ

simulation and heuristics, e.g., (10, 11). For finite-horizon (i.e., step-bounded) formulas.

computation of the required values involves a finite number of steps of value iteration.

For reward formula, graph-based precomputation is often also needed. For example,

given a reachability reward formula, a graph-based analysis must first be performed to find

the states that reach the target with probability 1 under either all or at least one strategy

(depending on whether we are interested in the minimum or maximum expected value).

For more complex path formulae, i.e., full LTL, one must first build a deterministic

Rabin automaton (DRA) representation of the path formula and then construct a product

MDP consisting of the MDP under study and the DRA. Next, through graph analysis, we

identify states of the product MDP for which the probability of satisfaction is 0 or 1, and

the maximal end components of the product. Informally, an end component is a set of

states for which, under at least one strategy, it is possible to remain in forever once entered

and a maximal end component has no other end component as a subset. After this step,

numerical computation is performed on the product in the usual way.

The overall complexity for model checking MDPs against the PRISM logic is doubly

exponential in the formula and polynomial in the size of the MDP. However, if we restrict

the sub-formulae of path formulae to be atomic formulae, then DRAs are not required and

the complexity reduces to linear in the formula and polynomial in the size of the MDP.

Further details on the techniques needed to analyse MDPs can be found in, e.g., (8, 12, 13)

and in standard texts on MDPs (14, 3).

2.4. Extensions, Tools and Applications

We conclude our discussion of MDPs by surveying extensions to the basic model checking

problems, available software and some practical applications.

2.4.1. Extensions. One important extension of probabilistic model checking is to multi-

objective model checking. This concerns verifying the satisfaction of, or synthesising a strat-

egy that satisfies, multiple properties. The first work in this area concerned multi-objective

model checking and strategy synthesis of MDPs against conjunctions of probabilistic LTL

specifications (15). The approach has since been extended to general Boolean combinations

of LTL properties (15, 16) and to include reward formulae (16, 17). The synthesised strate-

gies for multi-objective queries have two forms of (finite-)memory: the first corresponds to

the satisfaction of the individual objectives and the second, when objectives include general

path formulae, the progress towards the satisfaction of such objectives.
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TABLE I: Pareto fronts computed for the second-order unicycle. For each of the three reference trajectories, we list the corner points of
the Pareto front, namely their probability of reaching the target Ptarg, the probability of collision Pcoll and the expected total energy Een

with the fraction of it consumed by the localization system Eenl. For comparison, we also list the performance guarantees of the schedule
&on and the percentage of the total and localization energy saved by Pareto-optimal schedules compared to &on. On the right, Pareto fronts
are visualized in three-dimensional space. For better readability of the images, we plot the projection of the polytopes onto two planes.

(a) Open trajectory 'op.

Ptarg Pcoll Een fraction Eenl

&on 1 0 21790.20 3486.44

Pareto points: Een and Eenl saved over &on

1 (&o↵ ) 0.8640 0 4502.19 0 79.34% 100.00%

2 1 0 5243.21 176.91 75.94% 94.93%
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(b) Narrow trajectory 'na.

Ptarg Pcoll Een fraction Eenl

&on 1 0 22476.90 3596.30

Pareto points: Een and Eenl saved over &on

1 0.8540 0 8213.72 840.07 63.46% 76.64%

2 1 0 8935.53 1013.56 60.25% 71.82%

3 0.9980 0.0020 8211.67 869.09 63.47% 75.83%

4 0.8523 0.0020 7491.30 695.95 66.67% 80.65%

5 0.9940 0.0060 7459.44 690.57 66.81% 80.80%

6 0.8250 0.0060 6734.18 516.92 70.04% 85.63%

7 0.9841 0.0159 6748.25 519.60 69.98% 85.55%

8 0.9703 0.0297 5959.24 337.93 73.49% 90.60%

9 0.8054 0.0297 5290.72 174.74 76.46% 95.14%

10 0.8306 0.0159 6018.15 346.52 73.23% 90.36%

11 0.9131 0.0869 5060.09 159.01 77.49% 95.58%

12 (&o↵ ) 0.7689 0.0869 4396.48 0.00 80.44% 100.00%

4500

5000

0.7

5500

6000

6500

7000

En
er
gy
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8000

8500

0.8

9000
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0.061 0.040.020

(c) Winding trajectory 'wi.

Ptarg Pcoll Een fraction Eenl

&on 1 0 33354.40 5336.70

Pareto points: Een and Eenl saved over &on

1 0.9120 0 10596.90 837.37 68.23% 84.31%

2 0.9200 0 10634.30 811.57 68.12% 84.79%

3 1 0 11316.77 1011.48 66.07% 81.05%

4 0.9980 0.0020 10633.27 876.41 68.12% 83.58%

5 0.9102 0.0020 9914.84 702.64 70.27% 86.83%

6 0.9261 0.0020 9977.65 674.78 70.09% 87.36%

7 0.9243 0.0040 9296.83 540.38 72.13% 89.87%

8 0.9940 0.0060 9297.63 539.62 72.12% 89.89%

9 0.9006 0.0060 8560.97 363.32 74.33% 93.19%

10 0.9683 0.0317 8325.83 340.42 75.04% 93.62%

11 0.8773 0.0317 7608.22 168.68 77.19% 96.84%

12 0.9012 0.0988 7294.80 157.48 78.13% 97.05%

13 (&o↵ ) 0.8345 0.0988 6642.58 0 80.08% 100.00%

14 0.9012 0.0433 7640.69 179.72 77.09% 96.63%

6500

7000

0.8

7500

8000
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9000

9500

En
er
gy

10000
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10500

11000

11500

0.9
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0.120.95 0.1

p(Collision)

0.080.061 0.040.020

of the Pareto points). In addition, we randomly selected 10
more Pareto points and performed similar computations. All
the simulation results were within 4% of the theoretical

values. We note that these error values are expected to
decrease as the number of simulations and the number of
particles in the particle filter increase.

8

(a) Open trajectory 'op. (b) Narrow trajectory 'na. (c) Winding trajectory 'wi.

Fig. 4: Sample trajectories under two localization schedules for each trajectory 'op, 'na, and 'na for the unicycle robot. The light, medium,
and dark blue trajectory segments indicate localization status ao↵ , astart and aboot, and aon, respectively. In the top-left images in (a)-(c),
the performance guarantees are Ptarg = 1 and Pcoll = 0, the same as &on, while saving 60% to 75% energy over &on. In the bottom-right
images, the performance guarantees are Ptarg = 0.86 and Pcoll = 0 for 'op and Ptarg = 0.97 and Pcoll = 0.03 for 'na and 'wi in return for
additional energy saving of 73% to 75%.

B. Rover Experiments

Setup: The robotic platform used in this experimental case
study is ARC Q14 planetary rover shown in Fig. 1. It is de-
signed to mimic the configuration and specification found on
rovers deployed for planetary exploration. The rover’s base is
rectangular (0.8 m by 0.9 m) and has 4 wheels and 8 motors.
It can operate in two kinematic modes: Ackermann steering
and differential drive with maximum speed of 0.5 m�s. The
robot is equipped with a Point Grey Bumblebee XB3 camera.
We use Dub4 [25] as the high accuracy localisation module,
while low accuracy measurements are obtained using Visual
Odometry [26]. The on-board computations are carried out
on MicroSVR computer. The energy consumption model of
the robot is the same as the one in Sec. VI-A taken from
[24] that previously studied this platform.

We modeled the motion of the rover as the unicycle
in Sec. VI-A with constrained velocity, turn angle, and
acceleration. We used the same DFL as above to linearize
the dynamics and employed receding horizon controller for
reachability. Kalman filter was utilized for state estimation.
The online control computations were performed in MAT-
LAB on a MacBook Pro with 2.7 GHz Intel Core i5 and 8
GB of memory, which communicated to the robot via Wi-Fi.
We estimated motion and measurement noise as N (0,�2I),
where �w = 0.1, �od = 0.1, and �lo = 0.01, and the
frequency of sensor measurements was 4 Hz. The robot’s
task was to navigate from an entrance to exit door of a
10m-by-6m meeting room cluttered with various furniture
pieces. The robot was first driven by a human to learn
the reference trajectory ' (teach phase), during which the
localization module automatically extracts waypoints of '.
The environment and these waypoints are shown in Fig. 5a.

Pareto Front: We computed the Pareto front for this
scenario by first generating the abstraction MDP and then our
multi-objective algorithm. We considered the same objectives
as in Sec.VI-A; the vertices of the Pareto front are shown
in Table II. In this case study, both &on and &o↵ are Pareto
optimal; one gives rise to the highest Ptarg and the other
results in the smallest Een. Note that it is possible to save

18%, 24%, and 32% in Een by sacrificing small percentage
(0.5%, 1%, and 5%, respectively) in Ptarg.

Robot Deployment: We deployed the robot under &on and
&3. Fig. 5b-c show the robot’s trajectories, localization status
in different shade of blue, state estimate in orange, and
belief’s variance’s projection onto 2-D in gray. The robot
itself is shown as black-edged rectangles along the trajectory.
As evident in these figures, under &on, the robot is always safe
because it is able to stay within a very close proximity of '
at all times. Under &3, the robot uses its localization only at
the very beginning and for the last two waypoints. The use
of localization at the beginning sets the robot’s trajectory
and belief on the right path. Once localization is turned off,
the uncertainty in the robot’s belief grows, but the robot is
still able to continue with the path without deviating too far
from the ' thanks to its initial localization. Once the robot is
near a point that is dangerously close to an obstacle, and '
requires sharp maneuvers, the robot turns on its localization
to reduce its uncertainty and enable itself to perform the
maneuvers. Note that, under &3, once the localization is
turned back on, on account of the increased uncertainty, the
robot is required to make a sharper turn than under &on to
be able to reach the target. The framework is aware of such
uncertainties; therefore, under &3, the performance guarantee
is reduced by 1% to save 24% in energy in comparison to
&on, resulting in an elongation of the battery life. Fig. 5c
illustrates 50 trajectories that was obtained in simulation
prior to deployment of the robot. Note that this figure shows
only the trajectory of the center of the robot; the robot’s
volume needs to be added to every point along the trajectory.

C. Robot with choices of PCs

Hardware choices in robot design affect the capabili-
ties of the robot and can result in different achievable
resource-performance trade-offs. In this example, we ana-
lyzed resource-performance trade-offs for a mobile robot
with two different mini PCs. This type of analysis can aid the
designer in choosing the best suitable hardware to achieve a
desired level of performance.

9

Figure 2

Left: Pareto curve, from (18), showing the trade-off between three objectives (collision avoidance,

target reaching and energy consumption) for different localisation strategies along a particular
trajectory of a mobile autonomous robot. Right: sampled executions for a synthesised strategy.

Multi-objective model checking has also been extended to numerical queries, which find

the optimal value for one numerical objective when restricting to strategies that satisfy the

remaining objectives (15, 16). In (17) this has been generalised to allow the analysis of the

trade-offs between objectives by constructing the corresponding Pareto curve. Figure 2

shows results from (18), which uses multi-objective probabilistic model checking of MDPs

to study resource-performance trade-offs in mobile autonomous robots.

Another important extension incorporates parametric techniques. In this approach,

one or more aspects of the MDP or specification under study, e.g. certain probabilities in

the transition function or the step bound in a reward formula, are given as parameters.

For Boolean-valued queries, parameter synthesis determines the set of parameter values

for which the specification is satisfied. For numerical queries, parametric model checking

returns a symbolic expression for the result, which is a function of the given parameters.

These techniques were first developed for models with only probabilistic behaviour,

originally due to (19) and subsequently extended and optimised in (20) and (21), which

represented transition probabilities as rational functions and applied language-theoretic

techniques to return symbolic expressions for reachability probabilities. This approach has

since been extended to MDPs (22) for a subclass of the PRISM logic. An alternative ap-

proach applied to MDPs is parameter lifting (23), where parametric transitions are replaced

by non-deterministic choices over the extremal values. This non-determinism is placed un-

der the control of a separate player, and therefore the analysis is then performed through

probabilistic model checking of a two-player game (see Section 4).

Interval MDPs (24) generalise MDPs by having interval-valued transition probabilities,

and therefore support modelling of systems when there is uncertainty or variation in the

probabilistic behaviour. More general notions of such uncertain MDPs allow, for example,

convex uncertainty sets to represent transition probabilities. Model checking algorithms

have been developed for these models on a subset of the PRISM logic (25, 26), in a robust

setting, i.e., where specifications are satisfied for any possible transition probabilities in the

allowed set. Extensions to multi-objective queries also exist (27).

2.4.2. Tool support. A number of different software tools are available for model checking

MDPs. Probably the most widely used is PRISM (1), which supports the logic of Defini-
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tion 4 as well as both multi-objective specifications and parametric queries. The tool uses

the PRISM modelling language, which is a simple, state-based language, based on Reac-

tive Modules (28). STORM (29) is another tool that supports model checking of MDPs,

for a subset of the logic in Definition 4, plus multi-objective and parametric extensions,

and others such as long run average rewards and conditional probabilities. Models can be

specified in a number of different modelling formalisms, including the PRISM language and

JANI (30). Other general purpose probabilistic model checking tools include the Modest

Toolset (31) and ePMC (32). PARAM (33) and PROPhESY (34) both offer tool support

for parametric model checking and synthesis of MDPs.

2.4.3. Applications. Applications of MDP-based probabilistic model checking for au-

tonomous systems include: motion planning (35, 36, 37), spacecraft reconfiguration (38),

task allocation and planning for mobile robots (4, 39), analysis of the safety and reliability of

robots in extreme environments (40), human-on-the-loop systems (41), robot battery charge

scheduling (42) and autonomic computing (43). For a survey on using formal methods (in-

cluding probabilistic model checking) for the verification of autonomous robotic systems

see (44).

3. PARTIALLY OBSERVABLE MARKOV DECISION PROCESSES

Partially observable MDPs (POMDPs) extend MDPs by restricting the extent to which

their current state can be observed, in particular by the strategies that control them. In

the context of robotics, e.g., it may not be possible to accurately identify a robot’s cur-

rent location due to either limited precision or unreliability of their sensors. For security

applications, participants in a protocol may rely on the use of private data.

Definition 7 (POMDP). A POMDP is a tuple P = (S, s̄, A, δ,AP , L,O, obs) where:

• (S, s̄, A, δ,AP , L) is an MDP (see Definition 1);

• O is a finite set of observations;

• obs : S → O is a labelling of states with observations;

such that A(s) = A(s′) for any states s, s′ ∈ S with obs(s) = obs(s′).

In a POMDP, the current state s cannot be directly determined; only the corresponding ob-

servation obs(s) ∈ O is known. Notice that Definition 7 requires observationally equivalent

states to have the same available actions. This follows from the fact that states that have

different sets of actions available would be observationally distinguishable as the available

actions are not hidden, and hence should not have the same observations.

Above, we adopt a simple notion of observability, used in e.g. (45, 46), which is state-

based and deterministic. More general notions of observations are also commonly used, and

may depend on actions performed or are probabilistic. However, as demonstrated by (47),

given a POMDP with these more general notions of observations, we can construct an

equivalent (polynomially larger) POMDP of the form used here.

The notions of paths, strategies, probability measures and reward structures given in

Section 2 for MDPs transfer directly to POMDPs. The one difference is that the set ΣP of

all strategies for a POMDP P only includes observation-based strategies.

Definition 8 (POMDP strategy). A strategy of a POMDP P = (S, s̄, A, δ,AP , L,O, obs)

is a function σ : FPathsP → Dist(A) such that:
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Left: POMDP variant of the MDP from Figure 1, where states s3 and s5 are observationally

equivalent, and therefore cannot be distinguished by strategies. Right: Illustration of the POMDP
under the control of a finite-memory strategy; states are labelled with the strategy’s current belief

as to its current state (as a probability distribution over states).

• σ is a strategy of the MDP (S, s̄, A, δ,AP , L);

• for any paths π = s0
a0−→ s1

a1−→ · · · an−1−−−→ sn and π′ = s′0
a′

0−→ s′1
a′

1−→ · · ·
a′

n−1−−−→ s′n
satisfying obs(si) = obs(s′i) and ai = a′i for all i, we have σ(π) = σ(π′).

Example 3. Figure 3 (left) shows a POMDP version of the MDP from Example 1 (Fig-

ure 1). The underlying states, transition probabilities and labels are identical, but we

assume that the grid locations for states s3 and s5 are observationally indistinguishable due

to localisation issues: these states map to the same observation (o35), while other states

have unique observations (oi for si).

3.1. Model Checking for POMDPs

Properties for POMDPs can be specified using the same logic as for MDPs, presented

in Section 2.1. The only change to the verification and strategy synthesis problems (see

Definitions 5 and 6) is that the quantification is over observation-based strategies. However,

probabilistic model checking for POMDPs is more challenging than for MDPs since the

verification problem for core properties of the PRISM logic is undecidable (48).

Verification and strategy synthesis for POMDPs against finite-horizon problems, as

well as discounted reward problems, is well studied in the fields of artificial intelligence and

planning, and tool support exists, e.g., (49). However, the PRISM logic incorporates infinite-

horizon properties such as unbounded probabilistic reachability (P./p[ F a ]) and expected

reward accumulated to reach a target (Rr./q[ F a ]), without discounting, where the problem

becomes undecidable (48). For further undecidability and complexity results of various

POMDP model checking problems, see e.g., (45, 46).

Probabilistic model checking of POMDPs was proposed in (50) for a subset of the

PRISM logic where path formulae only have propositional formulae as sub-formulae (i.e.,

without full LTL). The approach uses grid-based techniques (51, 52), which transform

the POMDP under study to a fully observable belief MDP with uncountably many states

and then approximate its solution based on a finite subset of states (grid points). Since

the problem is undecidable, the approach only returns lower and upper bounds on the

quantitative property of interest, and if the bounds are not precise enough, the grid can be

refined and analysis repeated. The efficiency of this approach is improved in (53) using an

abstraction-refinement loop to build smaller MDP approximations.

Strategy synthesis can be incorporated into these methods based on an analysis of the
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belief MDP approximation. The resulting strategies are deterministic but require memory.

Note that these methods assume a fixed initial state (or belief), in constrast to the methods

for MDPs discussed above which can be performed for all states at once.

Similar methods have been extended to LTL queries (54) by translating such formulae

to DRAs and using a product MDP construction. In the qualitative case (checking if the

optimal probability equals 0 or 1), under the restriction to finite-memory strategies, model

checking algorithms are given in (55) for LTL specifications.

Other approaches to POMDP model checking also work by imposing a limit on the

memory available to strategies; this includes (56), which converts the problem to one of to

parametric model checking, and (57) which uses a reduction to model checking for stochastic

games using PRISM-games (2). A related method from (58) synthesises finite-memory

POMDP strategies represented as recurrent neural networks.

Alternative methods include (47) which, under the requirement that all rewards in the

POMDP are positive, extends approaches developed for finite-horizon objectives to approx-

imate minimum expected reachability rewards. There is also (59), which uses counter-

example-driven refinement to approximately solve MDPs in which components have partial

observability of each other; and (60), which synthesises concurrent program constructs using

a search over memoryless strategies in a partially observable stochastic game.

Example 4. Consider again the POMDP of Example 3 (Figure 3, left) and the property

specification Pmax=?[¬hazard U goal ]. Any memoryless strategy (i.e., always choosing south

or east in both s3 and s5) has zero probability of achieving this. Figure 3 (right) illustrates

a finite-memory strategy for the POMDP of Example 3 (Figure 3, left), which chooses east

twice, increasing the chance of being in s5, and then south. States are annotated with the

current belief, i.e., the probability of being in each state.

3.2. Extensions, Tools and Applications

PRISM (1) implements the algorithms of (50) for a subset of the PRISM logic. STORM (29)

also supports POMDP analysis, via the methods in (57, 56, 53). Extensions to synthesise

robust strategies for uncertain POMDPs, as discussed earlier for MDPs, can be found in,

e.g., (61). Applications of POMDP-based model checking for autonomous systems include

robot motion planning (55, 57) and human-in-the-loop planning (62).

4. TURN-BASED STOCHASTIC GAMES

We now move beyond MDPs to stochastic games, which allow for the modelling of cooper-

ative or competitive behaviour between multiple agents, in the presence of adversarial or

uncertain environments. We start with turn-based stochastic multi-player games (TSGs),

which have the same structure as MDPs, except that the states are partitioned amongst

a set of players. Each state is controlled by one player, who resolves the action choices in

that state. Formally, we have the following definition.

Definition 9 (Turn-based stochastic game). A turn-based stochastic (multi-player) game

(TSG) is a tuple T = (N,S, (Si)
n
i=1, s̄, A, δ,AP ,L), where:

• (S, s̄, A, δ,AP , L) represents an MDP (see Definition 1);

• N = {1, . . . , n} is a finite set of players;

• (Si)
n
i=1 is a partition of S.
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Left: A simple TSG modelling alternating decisions between a human operator and an

autonomous robot. Right: Results from a more complex, but similar style TSG analysed in (63)
for an unmanned aerial vehicle partially controlled by a human operator.

As for MDPs, in each state s of a TSG T, there is a set of available actions denoted A(s),

which are the actions a for which δ(s, a) is defined. However, in this case the choice of which

available action is taken in s is under the control of a single player: the unique player i 6 n

such that s ∈ Si. If player i selects action a ∈ A(s) in s, then, as for MDPs, the probability

of transitioning to state s′ equals δ(s, a)(s′).

The notion of paths and reward measures are the same as for MDPs. In the case of

TSGs we do not have a single strategy, but instead a strategy for each player i of the TSG

that resolves the choice of action in each state under the control of player i, based on the

game’s execution so far. Furthermore, to reason about the behaviour of a TSG we need a

strategy for every player, called a strategy profile.

Definition 10 (TSG strategy). A strategy of a TSG T is a function σi : {π ∈ FPathsT |
last(π) ∈ Si} → Dist(A) such that, if σi(π)(a)>0, then a ∈ A(last(π)). The set of all

strategies of player i 6 n is represented by ΣiT and a strategy profile is a tuple σ = (σi)
n
i=1

where σi ∈ ΣiT for all i 6 n.

Similarly to MDPs, for a TSG T and profile σ, we denote by FPathsσT and IPathsσT the

set of finite and infinite paths of T that correspond to the choices made by the profile σ.

Furthermore, for a given profile σ, we can define a probability measure ProbσT over the set

of infinite paths IPathsσT and, for a random variable X : IPathsT → R, we can define the

expected value EσT(X) of X under σ.

Example 5. Figure 4 (left) shows a fragment of a simple TSG modelling a human-robot

system. Navigation decisions (east or west) are taken by a human operator (circular states,

coloured green); then the robot decides autonomously how to follow these instructions

(square states, coloured blue), here by choosing the speed (slow or fast) with which to pro-

ceed. Figure 4 (right) shows results from probabilistic model checking of a more complex

TSG model in which an unmanned aerial vehicle performs surveillance under partial control

of a human operator (63). It shows the trade-off between mission time and the likelihood

of straying into “restricted operating zones” (ROZs) as operator accuracy varies.

4.1. Property Specifications for TSGs

To specify properties of TSGs, we consider an extension of the logic presented earlier for

MDPs and POMDPs. This uses the coalition operator 〈〈C〉〉 from alternating temporal logic

(ATL) (64) to define zero-sum formulae. An extended version of this logic was presented

as rPATL (and RPATL*) in (65).
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Definition 11 (Property syntax for zero-sum games). The syntax of extended PRISM

logic for zero-sum games is:

Φ := 〈〈C〉〉P./p[ψ ] | 〈〈C〉〉Rr./q[ ρ ]

where path formulae ψ and reward formulae ρ are defined in identical fashion to the PRISM

logic in Definition 4, C ⊆ N is a coalition of players, ./∈ {<,6,>, >}, p ∈ [0, 1], r is a

reward structure and q ∈ R>0.

The zero-sum formulae 〈〈C〉〉P./p[ψ ] and 〈〈C〉〉Rr./q[ ρ ] can be understood as specifying that

the players in the coalition C can collectively ensure that the formula P./p[ψ ] or Rr./q[ ρ ],

respectively, is satisfied, against all possible strategies of the players in the set N \ C. In

order to formalise the semantics of the extended PRISM logic, for a TSG T and coalition

C, we denote by TC the coalition game, that is, the 2-player TSG TC in which the first

player makes all the choices of all players in C and the second all players in N \ C.

When model checking TSGs, the verification and strategy synthesis problems coincide,

since checking a property Φ reduces to showing that there exists a strategy for one coalition

of players that satisfies a property for all strategies of another coalition.

Definition 12 (Verification and strategy synthesis problems for TSGs). The verification

problem is: given a TSG T and formula Φ, verify whether T |= Φ, defined as:

T |= 〈〈C〉〉P./p[ψ ] ⇔ ∃σ?1 ∈ Σ1
TC
.
(
∀σ2 ∈ Σ2

TC
.Eσ

?
1 ,σ2

TC
(Xψ) ./ p

)
T |= 〈〈C〉〉Rr./q[ ρ ] ⇔ ∃σ?1 ∈ Σ1

TC
.
(
∀σ2 ∈ Σ2

TC
.Eσ

?
1 ,σ2

TC
(Xr,ρ) ./ q

)
where TC is the coalition game of T induced by C. The strategy synthesis problem is to

find and return such a strategy σ?1 .

As for MDPs, in practice the numerical verification problem is often solved: given a

TSG T and formula 〈〈C〉〉Popt=?[ψ ] or 〈〈C〉〉Rropt=?[ ρ ], where opt ∈ {min,max}, compute:

valTCopt (s,X) = supσ1∈Σ1
TC

infσ2∈Σ2
TC

Eσ1,σ2TC
(X) 1.

where Copt = C if opt = max and equals N \ C otherwise, and X = Xψ or X = Xr,ρ

respectively. The numerical strategy synthesis problem is to return a strategy σ?1 ∈ ΣTCopt

such that infσ2∈Σ2
TC

Eσ
?

TCopt
(X) = valTCopt (X).

For general path formulae, optimal strategies are finite-memory and deterministic, while

for infinite-horizon reward formulae and path formulae with only propositional formulae as

sub-formulae memoryless deterministic optimal strategies exist.

As Definition 12 shows, for verifying TSGs, the main step is computing the value in

Equation 1. If we consider the coalition game TC as a zero-sum game (66), where the utility

function of player 1 is the random variable X and the utility of the second1 is −X, then it

follows that this game is determined (67), and therefore the following equation holds:

supσ1∈Σ1
TC

infσ2∈Σ2
TC

Eσ1,σ2TC
(X) = infσ2∈Σ2

TC

supσ1∈Σ1
TC

Eσ1,σ2TC
(X) 2.

and Equation 1 is the value of this game (66). Furthermore, using Equation 2 we have the

following equivalences:

〈〈C〉〉P./p[ψ ] ≡ 〈〈N\C〉〉P¬(./p)[ψ ] and 〈〈C〉〉Rr./q[ ρ ] ≡ 〈〈N\C〉〉Rr¬(./q)[ ρ ] .

1In a zero-sum game the utility of the second player is the negation of the first player’s utility.
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Example 6. Returning to the TSG of Example 5, PRISM logic queries for this include:

• 〈〈human〉〉P>0.6[¬crash U target ] – a human controller can ensure the robot reaches its

target without crashing with probability at least 0.6, no matter what the robot does;

• 〈〈rbt〉〉Rrbatterymax=?[ I=10 ] – what is the maximum expected battery level that the robot can

ensure after 10 steps, no matter what the choices of the human controller are?

• 〈〈rbt〉〉Rrsteps>3.2[ F target ] – the expected time that the robot requires to reach the target

is at least 3.2, no matter what choices the human controller makes.

4.2. Model Checking Algorithms for TSGs

Model checking TSGs against the extended PRISM logic can be performed in a similar

manner to MDPs (see Section 2.3) using numerical methods, automata and graph-based

analysis (65). For basic properties such as the probability or expected accumulated reward

to reach a target, numerical computation can be performed using several methods including

solving a quadratic programming problem, policy iteration and value iteration (68). As for

MDPs, variants of value iteration that yield error guarantees have also been developed (69).

For the full logic, including LTL, we can translate path formulae to deterministic parity

automata (DPAs) and solve a product model which is a stochastic two-player zero-sum

parity game (70). Graph-based algorithms are presented in (71). Overall, model checking is

doubly exponential in the formula and polynomial in the size of the TSG. Similarly to MDP

model checking, when the sub-formulae of path formulae are restricted to propositional

formulae (i.e., no LTL), then DPAs are not required and parity winning conditions are

replaced with reachability objectives and the complexity reduces to NP ∩ coNP.

4.3. Extensions, Tools and Applications

Lastly, we discuss extensions, tools and practical applications for model checking of TSGs.

4.3.1. Extensions. Multi-objective model checking has also been developed for TSGs,

e.g., (72, 73) gives algorithms for the synthesis of ε-optimal strategies for TSGs which

almost surely satisfy conjunctions of mean payoffs, ratio rewards and Boolean combina-

tions of expected mean-payoffs. On the other hand, (74) concerns synthesising strategies

of TSGs that almost surely surely maintain the averages of a number of long-run average

reward specifications remaining above a given multi-dimensional threshold vector.

4.3.2. Tools and applications. PRISM-games (2) enables the modelling and analysis of

TSGs against the extended PRISM logic (see Definition 11) and multi-objective specifica-

tions. Applications using TSGs and PRISM-games to model autonomous systems include

autonomous urban driving (72), smart grids (65), human-in-the-loop planning (75, 76),

managing collections of autonomic systems (77, 78) and self-adaption (79). In addition,

GIST (80) allows the analysis of ω-regular properties of TSGs and GAVS+ (81) is a general-

purpose tool for algorithmic game solving including TSGs.

5. CONCURRENT STOCHASTIC GAMES

In this section, we generalise TSGs to concurrent stochastic games (CSGs), in which players

choose their actions simultaneously in each state and without already knowing the actions
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Figure 5

CSG model of two robots moving through a 3× 1 grid. Left: the transitions of robot 1 (blue) and
robot 2 (red). Right: CSG representing their concurrent execution.

being taken by other players. This can provide a more realistic model of interactive au-

tonomous agents operating concurrently.

Definition 13 (Concurrent stochastic game). A concurrent stochastic multi-player game

(CSG) is a tuple C = (N,S, s̄, A,∆, δ,AP ,L) where:

• (S, s̄, A, δ,AP , L) represents an MDP (see Definition 1);

• N = {1, , . . . , n} is a finite set of players;

• A = (A1∪{⊥})× · · ·×(An∪{⊥}) where Ai is a finite set of actions available to player

i 6 n, Ai ∩Aj = ∅ for all i 6= j and ⊥ is an idle action disjoint from the set ∪ni=1Ai;

• ∆: S → 2∪n
i=1Ai is an action assignment function.

As previously, we specify available actions for a CSG, where for each state s and player i

the set of available actions, denoted Ai(s), equals ∆(s) ∩ Ai if this set is non-empty, and

{⊥} otherwise. If each player i 6 n selects action ai ∈ Ai(s) in state s, then the probability

of transitioning to state s′ equals δ(s, (a1, , . . . , an))(s′).

The notions of paths and reward measures are the same as for MDPs. Similarly to

TSGs, there is not a single strategy but instead a strategy for each player i of the CSG that

resolves the choices of that player.

Definition 14 (CSG Strategy). A strategy for player i in a CSG C is a function of the

form σi : FPathsC → Dist(Ai ∪ {⊥}) such that, if σi(π)(ai) > 0, then ai ∈ Ai(last(π)). We

denote by ΣiC the set of all strategies for player i and a strategy profile is a tuple σ = (σi)
n
i=1

where σi ∈ ΣiC for all i 6 n.

As for the previous models, given a CSG C and profile σ, we denote by FPathsσC and

IPathsσC the set of finite and infinite paths of C that correspond to the choices made by σ.

Furthermore, for a given profile σ, we can define a probability measure ProbσC over the set

of infinite paths IPathsσC and, for a random variable X : IPathsC → R, we can define the

expected value EσC(X) of X under σ.

Example 7. Figure 5 illustrates a CSG modelling two robots aiming to traverse the same

3× 1 grid in opposite directions. On the left are the transitions of robot 1 (top, blue) and

robot 2 (bottom, red). On the right is the CSG over the product state space (state (l1, l2)
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is when robot i is in location li), where, if the robots attempt to move to the same grid

point with probability 0.1, they both move and crash into each other2, and with probability

0.9 they do not move. The states of the product are labelled with atomic propositions

representing when the robots have reached their goals and if they have crashed.

5.1. Property Specifications for CSGs

We now extend the logic syntax previously defined for zero-sum games in Section 4.1. We

add the specification of nonzero-sum properties, using the notion of equilibria, which allows

players to have objectives that are distinct, but not necessarily directly opposing.

Definition 15 (Property syntax for zero-sum and nonzero-sum games). The syntax of the

extended PRISM logic for zero and nonzero-sum games is:

Φ := 〈〈C〉〉P./p[ψ ] | 〈〈C〉〉Rr./q[ ρ ] | 〈〈C1: · · · :Cm〉〉opt./q(θ)

θ := P[ψ ]+· · ·+P[ψ ] | Rr[ ρ ]+· · ·+Rr[ ρ ]

where path formulae ψ and reward formulae ρ are defined in identical fashion to the PRISM

logic in Definition 4, C and C1, , . . . , Cm are coalitions of players such that Ci ∩Cj = ∅ for

all 1 6 i 6= j 6 m and ∪mi=1Ci = N , opt ∈ {min,max}, ./∈{<,6,>, >}, p ∈ [0, 1], r is a

reward structure and q ∈ R>0.

The logic has been further extended with nonzero-sum formulae and sums of probabilistic

and reward objectives. Nonzero-sum formulae take the form 〈〈C1: · · · :Cm〉〉opt./q(θ), where

C1, . . . , Cm are sets of coalitions that represent a partition of players N , and θ is either

the sum P[ψ1 ]+· · ·+P[ψm ] of m probabilistic objectives or the sum Rr1 [ ρ1 ]+· · ·+Rrm [ ρm ]

of m reward objectives. We can consider the ith element in these sums as representing

the objective Xθ
i for the coalition Ci, where Xθ

i = Xψi or Xθ
i = Xri,ρi , respectively (see

Section 2.1). Their meaning is as follows. The formula 〈〈C1: · · · :Cm〉〉max./q(θ) is satisfied if

there exists a profile σ? such that:

• no coalition Ci for i ∈M can deviate from σ? in order to increase their objective Xθ
i ;

• there is no other such profile for which the sum of the objectives (Xθ
i )mi=1 is greater

than the sum under σ?;

• the sum of the objectives (Xθ
i )mi=1 under σ? satisfies ./ q;

and we call such a profile that satisfies the first two conditions a social welfare optimal Nash

equilibrium (SWNE). The first condition is the standard definition of a Nash equilibrium

(NE) profile (82) and the second additionally requires that the sum of the objectives is

maximal, making it an SWNE. On the other hand, the formula 〈〈C1: · · · :Cm〉〉min./q(θ) is

satisfied if there exists a profile σ? such that:

• no coalition Ci for i ∈M can deviate from σ? in order to decrease their objective Xθ
i ;

• there is no other such profile for which the sum of the objectives (Xθ
i )mi=1 is less than

the sum under σ?;

• the sum of the objectives (Xθ
i )mi=1 under σ? satisfies ./ q;

and we call such a profile that satisfies the first two conditions a social cost optimal NE

(SCNE). The first condition corresponds to the standard definition of a NE profile for the

2For simplicity, in this model we assume the robots do not crash when swapping grid points.
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objectives (−Xθ
i )mi=1 and the second is what is required for the profile to be social cost

optimal. For further details and formal definitions see (83). To give formal semantics, for

a CSG C and partition C of the players into m coalitions, we denote by CC the m-player

coalition game, that is, the game C in which the ith player makes the choices for all players

in coalition Ci.

We can now define the verification and strategy synthesis problems for CSGs which, as

for TSGs, coincide as the verification problem reduces to demonstrating the existence of a

certain profile. For these problems, we restrict our attention to subgame-perfect NE (84),

which are NE in every state of the corresponding CSG.3

Definition 16 (Verification and strategy synthesis problems for CSGs). The verification

problem is: given a CSG C and formula Φ, verify whether C |= Φ, where for zero-sum

formulae the satisfaction relation is the same as for TSGs (see Definition 12) and for nonzero-

sum formulae we have:

C |= 〈〈C1: · · · :Cm〉〉opt./q(θ) ⇔ ∃σ? ∈ ΣCC .
( ∑m

i=1 E
σ?

CC (Xθ
i )
)
./ q

and σ? is a subgame-perfect SWNE if opt = max, and a subgame-perfect SCNE if opt =

min, for the objectives (Xθ
i )mi=1 in the coalition game CC . The strategy synthesis problem is

then to return such a profile σ?.

The numerical verification and strategy synthesis problems for zero-sum formulae are

as for TSGs (see Definition 12): for nonzero-sum formulae, given a CSG C and formula

〈〈C1, . . . , Cm〉〉opt=?[θ] where opt ∈ {min,max}, compute, for the objectives (Xθ
i )mi=1, the

sum
∑m
i=1 E

σ?

CC (Xθ
i ) for a sub-game perfect SWNE profile σ? if opt = max and for a SCNE

profile σ? otherwise, and then return σ?.

Optimal strategies are finite-memory randomised, and in both cases memoryless randomised

strategies are sufficient when restricting to infinite-horizon properties with only proposi-

tional formulae as sub-formulae.

Example 8. Returning to the CSG of Example 7, specifications for this model include:

• 〈〈rbt1〉〉Pmax=?[¬crash U goal1 ] – what is the maximum probability with which the first

robot can ensure that it reaches its goal without crashing, regardless of the behaviour

of the second robot;

• 〈〈rbt2〉〉Rrsteps64.5[ F goal2 ] – there is a strategy for the second robot that can ensure its

goal is reached within 4.5 expected steps, no matter the behaviour of the first robot;

• 〈〈rbt1:rbt2〉〉max>2(P[ F goal1 ]+P[¬crash U610goal2 ]) – the robots can collaborate so

that both reach their goal with probability 1, with the additional condition that the

second has to reach its goal within 10 steps and not crash;

• 〈〈rbt1:rbt2〉〉min=?(Rrsteps [ F goal1 ]+Rrsteps [ F goal2 ]) – what is the sum of expected reach-

ability values when the robots collaborate and each minimises the expected number

of steps to reach their goal?

3Since the existence of NE is an open problem (85) for infinite-horizon properties, while ε-NE
profiles have been shown to exist for any ε > 0, the definitions are in fact given in the context of a
particular ε, see (83) for details.
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5.2. Model Checking Algorithms for CSGs

For CSG model checking, only limited progress has been made to date. In the qualitative

case, (86, 87) present graph-based algorithms for reachability properties and omega-regular

languages (which can encode all LTL properties). In the quantitative case, (83) introduces

model checking algorithms for the extended PRISM logic restricted to a subset of the logic

in which the sub-formulae of path formula are propositional formulae and there are only

two coalitions in nonzero-sum formulae. There are also restrictions on the class of CSGs

that can be analysed, which can be viewed as a variant of stopping games (88).

The model checking algorithms presented in (83) involve graph-based analysis followed

by value iteration. In the case of zero-sum games, during value iteration for each state, at

each iteration, an LP problem of size |A| must be solved (corresponding to finding the value

of a zero-sum one-shot game), which has complexity PTIME (89). On the other hand, for

nonzero-sum formulae, during value iteration for each state, at each iteration, all solutions

to an LCP problem of size |A| must be found (corresponding to finding all the NE of a

nonzero-sum one-shot two-player game). It has been shown that the complexity of such

problems is PPAD (polynomial parity argument in a directed graph) (90). Regarding the

number of iterations required in either case, for finite-horizon objectives this is equal to the

step bound in the formula. On the other hand, for infinite-horizon objectives, the number

of iterations depends on the convergence criterion and an exponential lower bound has been

shown in the worst-case (91).

This approach has since been extended (92) to allow any number of coalitions to appear

in nonzero-sum formulae. In this case, during value iteration, for each state, at each itera-

tion, one must find all the NE of a nonzero-sum one-shot m-player game, and it has been

shown that finding all the NE when there are three (or more) players is PPAD-complete (93).

Other work related to CSGs and nonzero-sum properties includes: (94, 95), which study

the existence and complexity of finding NE; (96), which analyses the complexity of finding

subgame-perfect NE for reachability properties; and (97), which investigates the complexity

of equilibrium design. The existence of stochastic equilibria with imprecise deviations and

a PSPACE algorithm to compute such equilibria is considered in (98).

5.3. Tools and Applications

PRISM-games (2) supports the model checking of CSGs against a restricted class of the

extended PRISM logic, where the only sub-formulae of path formulae are propositional

formulae and nonzero-sum formula are restricted to two coalitions. An extension of PRISM-

games that supports more general nonzero-sum formulae is presented in (92). Applications

of CSG model checking to date include robotics, computer security and communication

protocols such as Aloha (83).

6. FURTHER EXTENSIONS

In this section, we discuss some further extensions to the models, logics and model checking

algorithms to broaden the range of systems and properties that can be analysed.

6.1. Continuous-Time Models

The models we have so far presented are all discrete-time models exhibiting both proba-

bilistic and non-deterministic behaviour. However, for certain systems it is necessary to also
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model continuous-time characteristics and the interplay between the continuous, discrete

and stochastic dynamics.

Probabilistic timed automata (PTAs) (99, 100, 101) extend MDPs with continuous-time

clocks, which are variables whose values range over the non-negative reals and increase at

the same rate as time. POMDPs, TSG and CSGs have also been extended with continuous-

time to POPTAs (102), TPTGs (103) and CPTGs (104), respectively. Reward structures

for these models are again specified in terms of both state and action rewards, though

state rewards now specify the rate at which rewards are accumulated as time passes in a

state. The PRISM logic can also be applied to these continuous-time models, where the key

difference is that the bounds appearing in path and reward formulae now correspond elapsed

time, rather than the number of discrete steps. Additional continuous-time properties can

be modelled by adding formula clocks and freeze quantifiers to the logic (100).

Model checking and strategy synthesis algorithms for these models are based on first

constructing a finite-state discrete-time model (e.g., an MDP) and then performing model

checking on this model. There are a number of approaches that can be employed, including:

• the region graph construction for PTAs (100);

• the boundary region graph for PTAs (105) and CPTGs (104);

• the digital clocks method for PTAs (102), POPTAs (102) and TPTGs (103);

• forwards reachability for PTAs (100);

• backwards reachability for PTAS (106, 107);

• abstraction refinement with stochastic games for PTAs (108).

Although this survey focuses on discrete-state models, we also mention briefly that

probabilistic model checking techniques have been developed for models with continuous

state, and for hybrid stochastic systems with both discrete and continuous aspects to their

state space; see, for example, (109, 110).

6.2. Verification of Complex Systems

One of the most successful approaches to improve the scalability of non-probabilistic model

checking of complex systems is through abstraction-refinement frameworks (111). This is

based on first constructing a small model that abstracts aspects of the complex system that

do not relate to the specification, while preserving the satisfaction of a given specification.

This abstraction can then be verified and, if the abstraction indeed satisfies the specification,

then so does the complex system. If the abstraction does not satisfy the specification, then

information from the model checking process, which in the non-probabilistic case is usually

a counter-example path, can then be used to either show that the specification is not

satisfied by the complex system or, if this is not possible, to refine the abstraction until the

satisfaction of specification by the complex system can be determined.

In the setting of probabilistic models the focus has been on MDPs. The first frame-

work was introduced by (112, 113) using probabilistic simulations (114). Extending this,

(115, 116) have developed a framework based on predicate abstraction (117) and probabilis-

tic counter-examples (118) implemented in the PASS tool (119). An alternative refinement

of MDPs is presented in (120) using TSGs for the abstract model to maintain a distinction

between the non-determinism of the original MDP and that introduced through the abstrac-

tion process. By maintaining this distinction, model checking of the abstract models yields

separate lower and upper bounds for the given specification, and therefore a quantitative
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measure of the quality of the abstraction.

An alternative approach to improve scalability is compositional verification (121, 122),

which allows the correctness of a system to be verified through the model checking of

individual components in isolation.

7. CONCLUSIONS

We have provided an overview of probabilistic model checking techniques with an emphasis

on autonomous system modelling, verification and strategy synthesis from temporal logic

specifications. The described techniques have been implemented in the PRISM and PRISM-

games probabilistic model checkers and used to model and analyse a variety of case studies

from robotics, security and computer networks.

SUMMARY POINTS

1. Probabilistic model checking provides a unified framework and a formal language

to facilitate the construction of a wide range of single- and multi-agent autonomous

system models that operate in uncertain or adversarial environments, and whose

agents cooperate or compete, and proceed concurrently or in turn-based fashion.

2. Temporal logic can be extended with suitable operators (probabilistic, coalition,

reward) to conveniently specify a variety of quantitative, zero-sum or distinct, ob-

jectives of autonomous agents and supports high-level motion planning, strategic

reasoning and coordination of their behaviours.

3. Optimal controllers (or strategies) for autonomous agents (or coalitions of agents),

including equilibria, can be automatically synthesised from temporal logic specifica-

tions. For partially observable models and infinite-horizon objectives, it cannot be

guaranteed that the controllers are optimal due to undecidability of the underlying

problem. For multi-agent models, optimality is defined in terms of social welfare

and may need to be weakened to ε-optimality for infinite-horizon objectives.

FUTURE ISSUES

1. Model checking of partially observable stochastic games has been studied (123).

However, little progress has so far been made on developing practical, approximate

verification and strategy synthesis algorithms.

2. Efficiency is still a major limitation when verifying complex real-world systems.

Therefore it is essential to continue to improve scalability, which includes extending

compositional probabilistic model checking to all models.

3. In the case of CSGs, the efficiency of equilibria computation of normal form

games (82) is the main limitation. Enhancing the performance of this method is

thus necessary, as is extending the computation to different notions of equilibria and

games including: Stackelberg (124), correlated (125) and psychological games (126).

4. One limitation is that none of the presented models allows the modelling of agents

that can learn and adapt, e.g. through reinforcement learning (127) or neuro-

symbolic reasoning (128). This is an important issue that needs to be addressed.
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