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Abstract

Smart homes are under attack. Threats can harm both the
security of these homes and the privacy of their inhabitants.
As a result, in addition to delivering pleasing and aesthetic
devices, smart home product designers need to factor security
and privacy into the design of their devices. Further, the need
for user-centered security and privacy design is particularly
important for such an environment, given that inhabitants are
demographically-diverse (e.g., age, gender, educational level)
and have different skills and (dis)abilities.

Prior work has explored different usable security and pri-
vacy solutions for smart homes; however, the applicability
of user experience (UX) principles to security and privacy de-
sign is under-explored. In this paper, we present a qualitative
study to explore the development of smart home cameras man-
ufactured by three companies. We conduct semi-structured
interviews with 20 designers and their collaborators, and an-
alyze these interviews using Grounded Theory. We find that
UX was seen as helpful by our participants in fostering inno-
vation in the design of privacy solutions. However, UX was
not used or considered in the design of security solutions due
to an explicit need for established, tried-and-tested solutions
(i.e., previous traditional security solutions that were seen as
effective and reliable to fix certain design problems). Draw-
ing from the findings of our study, we propose a model of
UX factors influencing security and privacy design of smart
home cameras. We also extract a set of recommendations to
improve the security and privacy design of smart cameras. We
finally outline several areas for future investigation.

Copyright is held by the author/owner. Permission to make digital or hard
copies of all or part of this work for personal or classroom use is granted
without fee.
USENIX Symposium on Usable Privacy and Security (SOUPS) 2020.
August 9–11, 2020, Virtual Conference.

1 Introduction

Homes are increasingly becoming instrumented, connected,
and smart. Devices (including light bulbs, doorbells, door
locks, thermostats, and coffee makers) are designed to be
Internet-connected and offer greater convenience, function-
ality, and energy efficiency. However, the rise in the adop-
tion and use of smart home devices is accompanied by new
security and privacy threats [1]. Most smart home devices
have always-on sensors that collect different types of data
and then transmit the data over the Internet to various des-
tinations [2, 3]. The data can be used to spy on or create
fine-grained inferences of device users and other home inhabi-
tants. Smart devices also increase the technical complexity of
the security infrastructure in smart homes; non-expert home
users are expected to protect themselves and their families
from various attacks. Increasing numbers of attacks, which
have seen attackers taking control of smart homes (e.g., [4,5]),
emphasize the need for protecting smart homes. When such
attacks happen, smart home device manufacturers often blame
users for behaving insecurely (e.g., choosing weak passwords
to secure smart home mobile applications [5]), while users
ascribe the shortfalls to manufacturers.

Smart home devices do not only affect the privacy and
lifestyle of users of these devices, but also those of every
inhabitant of the home. In one example, a husband decided
to unplug a smart home camera that his wife placed in their
house (to check in on her family while she was away) because
he felt that the camera was staring at him while he was mak-
ing coffee [6]. This example illustrates, as Hassenzahl and
Tractinsky [7] state, that product attributes must be linked to
the needs and values of users (and bystanders in this instance).
This entails considering the affective consequences of tech-
nology on people, as well as the situatedness and temporality
of the product (e.g., the actual or anticipated experience of a
user—and a bystander—with the product). Hassenzahl and
Tractinsky argue that experience is a combination of elements
including the product and internal states of the user (e.g.,
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mood, expectations, active goals), which extends over time.
The elements interact and modify one another and, hence, un-
derstanding the user experience (UX) of security and privacy
design is important for the successful adoption and use of
smart home devices. The importance of UX in the design of
smart home devices has long been recognized and advocated
for [8–10]. UX encompasses more than usability: it covers
emotions, psychological responses, beliefs, perceptions, be-
haviors, and accomplishments [11].

Prior work has investigated how to achieve security and
privacy in smart homes, focusing mainly on technical aspects
(e.g., [12, 13]). Other work has also explored the security and
privacy of smart homes in a user-centered way, specifically
investigating users’ knowledge of threats, attitudes, and expec-
tations (e.g., [14]). While studies suggest that factoring UX
into security and privacy design can be challenging [15, 16],
research is needed to explore the practices of designers (or
manufacturers) of smart home devices.

To make a step in this direction, we conducted qualita-
tive user studies with three companies that developed smart
home security cameras. We interviewed 20 participants from
these companies (n=6, n=8, n=6) who were involved in the
design process of smart cameras. Our aim was twofold: (1)
to understand how companies factored UX into the design of
security and privacy solutions and (2) to investigate how UX
influenced the design of security and privacy solutions. We
summarize our key findings and contributions below:

1. Product design teams used UX as a means of designing
innovative privacy solutions.

2. UX was not used to design innovative security solutions
due to an explicit need for established security solutions.

3. Data protection regulations triggered security and pri-
vacy considerations, but some regulations were regarded
as impractical from a UX perspective.

4. Conflicting interests among departments represented in
the design team impeded the UX design of security and
privacy solutions.

The rest of the paper is structured as follows: we give an
overview of relevant literature in Section 2. We describe our
methods in Section 3. We present and discuss our results in
Section 4 and Section 5, respectively. Finally, we present our
design recommendations in Section 6.

2 Related Work

2.1 Security and Privacy in Smart Homes
Several studies have explored users’ experiences, values,
needs, and concerns in relation to smart home surveillance
(e.g., data collection, use, and sharing) [17–20]. Zeng et
al. [14] interviewed 15 smart home users and found that their
understanding of threats depended on the sophistication of

their mental models. Malkin et al. [21] surveyed 116 users
of smart speakers and found that they were protective of the
audio command history of children and guests, and that they
strongly opposed third-party data tracking. Malkin et al. [22]
also surveyed 591 smart TV users and found that they dis-
agreed with their data being shared with other parties despite a
lack of understanding of regulations that protected their rights.
Geeng and Roesner [23] interviewed 18 smart home users to
investigate multi-user interactions and found tensions during
installation, normal use, and long-term use. Abdi et al. [24]
conducted interviews with 17 smart assistant users and found
that they had limited understanding of data storage and shar-
ing. Naeini et al. [25] conducted a vignette study with 1,007
users to investigate privacy preferences, and found that users
were more comfortable with data collected publicly, and that
they would more likely consent to providing data if it were
perceived as beneficial. Apthorpe et al. [26] surveyed 1,731
smart home users to measure the acceptability of third-party
data sharing. They provided insights into existing privacy
norms and extracted best design practices.

Other studies have investigated the concerns and percep-
tions of bystanders—such as visitors or co-habitants—who
do not make the choice to install smart home devices. Yao
et al. [27] ran focus groups and design activities with 18
participants and found three factors impacting the privacy per-
ceptions of bystanders. Bernd et al. [28] proposed to use the
framework of Contextual Integrity to research the privacy of
domestic workers that are affected by smart home devices, and
the design process of product teams who build such devices.

2.2 UX of Security and Privacy
As technology use evolves and becomes embedded in every-
day life, the focus on usability (i.e., how easy, efficient, and
effective technology is to use) becomes necessary, but insuf-
ficient. Broader issues need to be considered, such as social
communication, contextual trust, and even aesthetic aspects
of security and privacy design.

Dunphy et al. argue that it is crucial to understand how UX
is factored into the security and privacy design of technolo-
gies [29]. However, there are several gaps in this space: Shava
and Van Greunen [30] state there is a “missing link” between
UX and usable security and privacy. Other researchers have
also reported on the lack of scientific research into UX and
usable security and privacy [31, 32].

2.3 UX in Smart Home Security and Privacy
There has been an increased focus on designing user-centered
smart home devices [14, 23, 24, 33–36]. However, there has
been little research into the role of UX in the security and
privacy design of smart home devices [37]. Further, there has
been little work exploring how designers and their collabora-
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tors think about the UX of these devices [38,39]. In particular,
there is a research gap in how designers consider UX during
the security and privacy design of smart home devices [40,41].
Bergman and Johansson [42] conducted a structured literature
review of 150 smart home research papers and found that
there was no research into how product teams factored UX
into the security and privacy design of smart homes. Without
an in-depth understanding of designers’ processes, challenges,
and responsibilities, we argue that existing security and pri-
vacy issues in smart homes will persist.

Existing research has focused mostly on the practices of
developers. Assal and Chiasson [43] interviewed 20 devel-
opers to explore real-life software security practices during
the development lifecycle and found that security was not
considered in the design stage. Similarly, Waldman [44] inter-
viewed 36 product developers and found that product teams
did not consider privacy in their decision-making. Further,
previous research has found that many gaps existed among
product teams on the one hand and security teams on the other
hand, which included miscommunication and lack of security
knowledge [45, 46]. As a result, they found that some compa-
nies contracted developers who were security experts to act
as an intermediary between product and security teams [47].

The literature suggests that security and privacy may pose
UX challenges for smart home developers. Oh and Lee [16]
analyzed reviews of quantified self applications and found that
privacy was a key problem affecting UX, security, and privacy
design processes. This was later confirmed by Bergman et
al. [15], where they explored how 11 smart home companies
captured UX requirements and found that security and privacy
posed a UX challenge for designers. Rowland et al. [48] found
that smart home designers often faced tensions between UX
and security in smart homes (e.g., trade-offs between strong
authentication and users’ ease of interaction with smart de-
vices). Unlike desktop computing, smart home applications
span inter-connected physical and digital devices [49], in-
creasing the complexity of factoring UX into the design of
smart devices [50]. While UX and usability guidelines are
established for desktop systems and web applications, guide-
lines that specifically target smart home devices are under-
researched [49, 51]. Moreover, smart home devices lack stan-
dardization and quality dimensions [52]. Some general UX
rules are recommended for the design and implementation of
smart home devices [53], but their effectiveness and suitability
have not been explored in detail [54].

In summary, prior research has uncovered a variety of
design-related security and privacy issues from the user per-
spective for which UX is critical (e.g., the need to consider
aesthetic aspects of security and privacy). Researchers have
argued for understanding and designing the UX of security
and privacy [29]. However, the literature reveals that there

has been limited work on frameworks, models, and scientific
research bridging UX, security, and privacy. Our work takes
a step to solve this problem by investigating the role of UX in
the security and privacy design of smart home cameras.

3 Methods

We designed and conducted a qualitative user study of design-
ers of smart home cameras based on approaches described
in [55–57]. We interviewed 20 participants in the United
Kingdom, focusing on understanding the design processes
and practices of smart home cameras manufactured by three
different companies A (n=6), B (n=8), and C (n=6). We aimed
to investigate the design, development, and implementation
of three security camera products that had been in production
for years. We concentrated on the design of these products
because smart home security cameras (i) have a growing adop-
tion rate [58], (ii) are subject to increased security attacks [59],
and (iii) are seen as particularly invasive by end-users [60,61].
Our institution’s ethics committee approved this study.

3.1 Research Questions
Our work aims to address the following research question:

RQ. How do product design teams factor UX into the security
and privacy design of smart home cameras?

To address our main research question, we explore the follow-
ing sub-questions:

1. How do designers and their collaborators make decisions
during the security and privacy design process of smart
home cameras?

2. What are the different aspects of the design process of
smart home cameras that explicitly deal with UX factors?

3. What are the challenges that different stakeholders face
when factoring UX into the security and privacy design
of smart home cameras?

3.2 Recruitment
To recruit our participants, we posted flyers and distributed
leaflets in the United Kingdom, and advertised the study on
online platforms (e.g., LinkedIn). We also recruited partici-
pants through snowball sampling, which allowed us to reach
employees that were not easily accessible through other strate-
gies. At the time of recruitment, interested participants were
employees who were active at their company and responsible
for the design, development, or maintenance of a smart home
camera product. The participants we recruited from each com-
pany were all on the same development team and worked on
the same product.

We asked interested participants to complete an online
screening questionnaire (see Appendix A). We received 31
complete responses. In addition to asking demographic ques-
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tions, we provided participants with a list of job titles and
then asked them to choose the title that best described their
position at the company (e.g., UX Designer, Security Engi-
neer, Product Manager). We describe the demographics of
our participants in Table 1 in Section 4.

Additionally, we asked participants to provide information
about their company. We also asked them to specify the type
of products that their company manufactured (e.g., security,
lighting, or phone systems), as well as the specific products
their company manufactured (e.g., cameras, hubs, voice as-
sistants, lights). Finally, we asked participants to estimate the
number of employees who worked at their company. The num-
ber allowed us to establish the company size (e.g., startup,
mid-size, enterprise) since we were interested in targeting
large-scale product development companies that were more
likely to put effort into improving the UX of products [62].

3.3 Interview Procedure
We conducted semi-structured interviews with 20 employees
working at companies that manufactured smart home devices:
Company A (n=6), Company B (n=8), and Company C (n=6).
We used the funnel technique [63] to structure our initial
interview questionnaire (study script), starting with general
questions and then drilling down to specific ones.

The interview started with general questions characteriz-
ing participants’ role at the company (e.g., responsibilities,
duration of employment), the type of products they designed
or developed, and their perspectives on UX, security, and pri-
vacy. Members of design teams referred to different groups
of people (e.g., device purchaser, device administrator, and
device user in the house) as ‘users’ without distinction. We
then asked questions related to requirements gathering and
specification in the design phase, as well as questions about
how UX was factored into the design process (e.g., UX in
the security and privacy design process, UX design methods,
techniques, and artifacts).

Finally, we asked specific questions related to the profes-
sion of participants: regulatory stakeholders were asked about
data protection regulations, product liabilities, and regulatory
affairs; management stakeholders were asked about roles and
responsibilities related to security and privacy; security stake-
holders were asked about security requirements, the design
of security, security maintenance, and security breaches.

We conducted our interviews remotely using Skype and
Zoom. We also audio-recorded and transcribed all interviews.
Interviews lasted for an average of 52 minutes. Our interview
questions can be found in Appendix C.

3.4 Pilot Study
After creating our initial interview questions (see Ap-
pendix B), we conducted a pilot study with four smart home
product designers at a local conference. Two researchers
recorded and analyzed the pilot interviews. We used the find-
ings to identify potential problems (e.g., adverse events, time,
cost) in advance prior to conducting the full-scale study. Draw-
ing from our findings, we made the following changes:

• We refined our interview questions to reduce bias and
improve their quality.

• We changed our data analysis method from Thematic
Analysis to Grounded Theory because we aimed to (i)
develop a substantive theory, (ii) deeply explore design
processes, and (iii) derive grounded recommendations.

• We were better informed of the average duration of our
interviews, which turned out to be around 50 minutes.

3.5 Data Analysis
We transcribed and analyzed all 20 semi-structured interviews
using Grounded Theory, following Strauss and Corbin’s pro-
cedure [64]. Grounded Theory enables the examination of
topics and situations from many different angles, leading to
comprehensive and deep explanations. It can uncover beliefs
and meanings behind behaviors and events, through examin-
ing both rational and irrational aspects of behaviors [65].

Four researchers in total analyzed the transcripts. The pri-
mary researcher (who conducted the interviews) and a second
researcher independently completed the initial coding of all
interview transcripts. To verify the credibility of the initial
codes, a third researcher cross-checked the codes against the
interview transcripts. At the same time, the fourth researcher
reviewed the initial codes and supporting quotes. The four
researchers discussed any differences and generated a code-
book of 155 codes. The researchers then grouped the codes
into themes (axial coding) and categories (selective coding).

We observed data saturation [66–68] between the 18th

and the 20th interview; i.e., no new codes emerged in in-
terviews 18–20, and, hence, we stopped interviewing. After
creating the final codebook (see Table 4 in Appendix D), we
tested for inter-rater reliability. The average Cohen’s kappa co-
efficient (κ) for all codes in our data was 0.81. Cohen’s kappa
values over 0.80 indicate almost perfect agreement [69].

3.6 Research Ethics
The University of Oxford Central University Research
Ethics Committee reviewed and approved the study
(CUREC/CS_C1A_19_049). Before each interview, we asked
participants to read an information sheet and sign a consent
form that presented all the information required. Participants
had the option to withdraw at any point during the study.
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3.7 Limitations
Security, privacy, and regulatory matters are sensitive issues in
big organizations like the ones we interviewed (see Table 2).
Our participants’ corporate responsibilities as well as their
company’s reputation might have biased their responses. To
mitigate this, we explained to our participants that data would
be collected and processed in accordance with the General
Data Protection Regulation (GDPR).

Further, self-reporting bias is common in user studies [70].
Some participants might not have responded accurately to
our questions because they did not remember specific details
or wanted to be viewed as socially acceptable. To maximize
validity and minimize self-reporting bias, we avoided lead-
ing questions and relied on open-ended questions, inviting
participants to provide in-depth answers in their own words.

Finally, our qualitative work is limited by the size and di-
versity of our sample. Following recommendations from prior
work to interview between 12 and 20 participants [71], we in-
terviewed 20 participants until new codes stopped emerging.

4 Results

In this section, we detail the findings of our study. We present
our participant demographics (Section 4.1), and then discuss
our key findings organized according to the main themes of
our analysis, as illustrated in Figure 1. The main themes are:

• Development Process (Section 4.2);
• UX in Security Design (Section 4.3);
• UX in Privacy Design (Section 4.4);
• Innovation in Security and Privacy Design (Section 4.5);
• Trust (Section 4.6).

Figure 1: Drawing from the findings of our study, the figure
describes a model showing how UX was factored into the
security and privacy design of smart home cameras.

4.1 Participant Demographics
Table 1 summarizes the demographics of our sample (n=20).
We interviewed 12 male and eight female participants. Ages
ranged from 25 to 52. Ten participants had a college (or an un-
dergraduate) degree, and ten had a graduate (or postgraduate)
degree. We divided our participants (n=20) into six groups
of stakeholders based on employment: security stakeholders
(n=4), regulatory stakeholders (n=3), UX stakeholders (n=5),
management stakeholders (n=4), software stakeholders (n=2),
and hardware stakeholders (n=2).

Gender Age Degree Experience Employment

A01 Female 46 M.A. 4 years Product Manager
A02 Male 28 B.A. 2 years UX Designer
A03 Female 42 M.Sc. 5 years Security Manager
A04 Male 30 M.Eng. 2 years Security Engineer
A05 Male 32 M.Sc. 2 years Hardware Designer
A06 Male 44 M.A. 6 years UX Director
B07 Female 52 J.D. 7 years Legal Counsel
B08 Female 31 J.D. 2 years Compliance Counsel
B09 Female 38 B.A. 4 years Experience Designer
B10 Male 43 B.A. 7 years Product Designer
B11 Male 27 B.A. 2 years UX Designer
B12 Male 35 M.Sc. 4 years Security Architect
B13 Male 28 M.Sc. 3 years Mobile Developer
B14 Female 31 B.Sc. 4 years Software Engineer
C15 Female 46 J.D. 6 years Product Counsel
C16 Male 36 B.A. 6 years Senior UX Designer
C17 Male 29 B.Eng. 2 years Hardware Engineer
C18 Male 50 B.Bus. 8 years Product Manager
C19 Female 34 B.Sc. 4 years Security Engineer
C20 Male 25 B.Sc. 1 year Software Developer

Table 1: Semi-structured interview participant demographics.

4.2 Development Process
All participants (designers and their collaborators) followed
an agile product development process, which included re-
quirements analysis, design, development, testing, and main-
tenance [72]. In this section, we report on the requirements
analysis, design, and development stages that companies A,
B, and C (see Table 2) followed to develop products PA, PB,
and PC (see Table 3). We describe how GDPR influenced
the development process of smart home cameras. We also
describe the challenges that UX design activities and smart
homes introduced to our participants.

Company HQ Employees Product Designed in

A UK 500+ PA UK
B USA 1000+ PB UK
C USA 1000+ PC UK

Table 2: Summary of companies.
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Product Type Major Functionality

PA Camera Motion and sound detection with alerts.
PB Doorbell Real-time monitoring/audio features.
PC Camera Face recognition/detection of intruders.

Table 3: Summary of products.

4.2.1 Processes and Approaches

We briefly describe the processes and approaches of the design
teams working at companies A, B, and C. All teams combined
hardware and software development in agile and iterative
design processes.

Company A. A cross-functional team that involved various
stakeholders (e.g., senior UX/UI designers, software and mo-
bile application developers, industrial designers, product man-
agers) was in charge of questioning, exploring, defining, and
making decisions related to the design of product PA (a cam-
era). The team ran multiple workshops with designers and
developers to explore various ideas and techniques, become
familiar with common design patterns, and understand the
product’s business strategy. They followed a collaborative UX
design process (multi-staged UX [73]).

Company B. A self-managing agile team was in charge of the
design and development of product PB (a doorbell). The team
was composed of different experts (e.g., designers, developers,
engineers) who met on a regular basis to share data, commu-
nicate, collaborate, and discuss their progress. No managers
were controlling or directing the team because team members
decided how to prioritize their work, manage their team, and
achieve the goals of the project. UX designers were in charge
of eliciting functional and quality requirements by applying
different UX activities related to the use cases of the product.
The requirements were extracted from user needs identified
by UX research (e.g., personas, prototypes, interviews).

Company C. A functional team—operating in a traditional
organizational structure—adopted agile mindsets, principles,
and practices and was in charge of the development lifecycle
of product PC (a camera). The team consisted of senior UX
designers, product managers, and software developers. The
team leader reshuffled team members regularly depending
on the project’s needs and requirements. Team members met
regularly and were familiar with each other’s work processes.
UX designers, developers, and content designers conducted
user research and made explicit UX decisions during the early
stages of their projects. The team elicited requirements during
the design, development, and implementation phases.

4.2.2 GDPR and Compliance

All three companies were required to comply with GDPR
[74], which mandated Data Protection by Design (DPbD) [75]
practices (as reported by A3, B7, and C15). In practice, a

DPbD approach requires companies to “consider privacy
and data protection issues at the design phase of any system,
service, or product.” [76]

Delayed effect. GDPR came into force on May 25th, 2018,
after the smart cameras of companies A, B, and C had been
developed and released. Product Counsel C15 said that the
devices produced before the enforcement date were non-
compliant with GDPR. Similarly, Legal Counsel B7 said that
the company’s infrastructure that stored user data was not
equipped to deal with GDPR requests. Security Architect B12
stated that making changes in the existing product architecture
required an increased demand for labor, money, and effort.

Obtaining consent. GDPR requires smart home companies
to obtain clear and valid consent from users to the use of their
data. Due to the large amount of data exchanged in the ecosys-
tem of company C’s products, consenting to all uses of data
was described as technically challenging by Product Manager
C18. UX Designer A2, who was familiar with GDPR, stated
that asking users to consent to all uses of data in their ecosys-
tem would be detrimental to UX. A2 said: “I think it would be
too overwhelming for users to see every single piece of data
that we collect.”

Right to withdraw consent. Under GDPR rules, smart home
users have the right to withdraw their consent at any time,
which requires companies to delete user data. However, in the
case of company C, Security Engineer C19 reported that their
smart camera was often used with other company products
as well as by third-party products (e.g., Amazon Alexa). C19
explained that the increased number of devices that shared
customer data made complying with this regulation demand-
ing. C19 described that their infrastructure “is not designed
to destroy the data just like this, with one click.” C19 also
mentioned that lack of control of data collected by third-party
devices made complying with this regulation “very challeng-
ing.” In particular, C19 stated that it was difficult to determine
whether third-party devices; e.g., Amazon Echo, were GDPR-
compliant due to the lack of clear guidelines showing how
third-parties collected and processed user data.

Conflict between business and regulation. Different and
conflicting design goals could arise during the design phase.
Security Manager A3 reported dealing with a tension between
commercial and regulatory stakeholders. The Legal Depart-
ment wanted some of the data collected from users to remain
stored on users’ cameras (i.e., offline); however, the Commer-
cial Department requested all data collected to be stored on
the company’s cloud servers. A3 explained: “The legal team
asked to keep the data local only, but at the same time the
commercial team wanted us to collect it. I guess they wanted
to monetize it.” This reported conflict highlights the important
role of regulation in smart homes.
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4.2.3 UX Design Activities

Participants reported different challenges during different ac-
tivities of the UX design process.

Identifying pain points. UX designers (n=2) investigated
data monitoring and collection in smart home cameras
(through conducting research) to appropriately “identify the
main sort of frustrations and pain points” (A2). A2 inter-
viewed smart camera users to research “acceptable areas of
monitoring”; however, they could not identify the pain points
resulting from monitoring. To address this problem, A2 inter-
viewed psychologists and visited existing customers in their
house. A2 was able to identify six major pain points related
to video monitoring. For example, A2 found that customers
were concerned about cameras spying on them—by passively
collecting data without their knowledge.

Making UX design decisions. UX designers made recom-
mendations, but did not always make design decisions. UX
Designer B11 reported that despite conducting user research
and suggesting UX-aware changes, they did not make any fi-
nal decisions; they were instead made by the project manager.
B11 said: “Ultimately, it’s always their decision at the end of
the day, but it has always been difficult for my job to ensure
that I’m providing the best experience possible.”

Fully understanding user behavior. UX designers (n=3)
mentioned that one persistent UX challenge they faced was
to fully understand the security behavior of users. A6 com-
mented: “The reality is we won’t know the exact behavior
until the product is out.” The difficulty of understanding real
user behavior is a challenge that is well-known to the usable
security and privacy community [77].

Making hardware design changes. Hardware stakeholders
(n=2) faced issues when applying UX-related changes to ex-
isting products. In company A, industrial designers faced diffi-
culties when implementing a privacy feature which would vi-
sualize the on/off state of smart cameras. Hardware Designer
A5 explained that software developers were more flexible:

“while mobile developers are flexible, we have to make early
decisions that are not easy to change.” Similarly, Hardware
Engineer C17 said there was not enough time to build hard-
ware sprints. The lack of flexibility (e.g., time, effort) made it
difficult to apply UX changes to existing products.

4.2.4 Interoperability of Smart Home Devices

Participants reported two smart home interoperability chal-
lenges that occurred during design and development.

Heterogeneous devices. Participants (n=2) stated that the in-
tegration between heterogeneous devices and company prod-
ucts was important to companies. For example, most products
in company A supported heterogeneous devices and services,

such as Amazon Alexa, If This Then That (IFTTT) applica-
tions, and Apple’s Siri (A1). Third-party services (e.g., Ama-
zon Alexa) “improve[d] [user] experience” (A2); however,
they created difficulties for security stakeholders. Security
Engineer A4—who worked on encrypting the data exchanged
between the company’s ecosystem of products and Ama-
zon Alexa—described the process as “complex” and “time-
consuming.” A4 specifically reported dealing with a legacy
platform unable to send and receive encrypted messages with
the API of Alexa Voice Service [78].

Securing connections between devices. Security Engineer
C19 stressed that their company’s smart home devices had

“solid security.” The challenge, however, was encrypting data
exchanged among the increased number of devices in the com-
pany’s ecosystem. C19 explained: “Smart home devices are
generally secure. . . The problem is the number of connections
between all of those devices, they all have to be protected.” In
addition, Product Designer B10 explained that the increased
connections between devices, touch points, and objects would
add to the complexity of this challenge. Complexity in smart
homes was previously reported in the literature [79].

4.3 UX in Security Design
In this section, we present how design teams applied UX prin-
ciples and practices to the design of security features that
end-users interacted with. We found that UX was not factored
into the design of security solutions due to lack of exper-
tise and the misperception of security being a low-priority
technical-only problem. In addition, we found that GDPR and
security audits motivated UX considerations.

4.3.1 Alignments between UX and Security Design

Regulations and legal liabilities. We found that regulation
triggered security design considerations. Although security
was not explicitly factored into company B’s design phase,
regulations and legal liabilities required designers to consider
some security requirements. UX designers in company B at-
tempted to consider regulatory requirements in the design
phase although they faced several obstacles (i.e., high-level
guidelines). Legal Counsel B7 mentioned that the introduc-
tion of GDPR’s “Data Protection by Design” requirements
prompted doorbell design teams to implement new security
features (i.e., stronger encryption during authentication).

Security audits looking into user behavior. All three com-
panies conducted security audits to establish how well their in-
formation system conformed to security standards and frame-
works. We found that security audits in companies B and C
prompted security design considerations. During a security
audit led by Security Architect B12, a security review was
conducted to investigate the password strength of the accounts
of PB’s users. B12 found several instances of poor password

USENIX Association Sixteenth Symposium on Usable Privacy and Security    191



behavior, which prompted an evaluation of password strength
as well as the creation of UX-aware password requirements
(e.g., the addition of password strength meters).

4.3.2 Incompatibilities between UX & Security Design

Design of security features was not explicitly anyone’s re-
sponsibility. Among our participants (n=20), no one took
responsibility for the design of security features. Participants
(n=5) who handled security design tasks said they were not
accountable for security design issues. Those participants did
not have UX design expertise. For instance, Product Man-
ager A1, who made security design decisions based on their
understanding of common security practices, said that the
Information Security Team was responsible for all matters re-
lated to security, including security design. However, Security
Engineer A4 from the Information Security Team dismissed
any responsibilities related to the design of security features.

Security design was a low-priority concern. For some
stakeholders (n=2), security design was acknowledged but
perceived as low-priority. As a result, minimal efforts were
made to introduce security stakeholders in design teams that
handled UX design. Security Manager A3 explained that the
budget of the Information Security Team was limited, and
that adding security experts to the design team was a “lux-
ury” they could not afford. Moreover, Product Designer B10
expressed similar thoughts when discussing the addition of a
‘usable security expert’ to the design team.

Security was seen only as a technical problem. Many par-
ticipants (n=15) described security as being only a technical
problem that should be addressed from a technical perspec-
tive. As a result, participants expected that security to be
exclusively handled by developers and security experts. This
perception gave little to no consideration to social aspects
of security. For instance, when we asked UX Designer B11
why security was not part of the design process, B11 stated
that this was “a development question.” Security Engineer A4
had a similar response: “Designers do not have any security
expertise and it doesn’t make sense to expect them to handle
security problems.” This finding is not novel, but confirms
the existence of a long-term challenge in HCI where security
is treated as a technical problem [80], regardless of ongoing
efforts to bridge the gap between social and technical aspects
of security design [77].

Security features were not designed by usable security or
UX experts. In company C, sensitive features related to the
connectivity of security cameras, firmware upgrades, and reg-
istration were designed by Software Developer C20. Similarly,
Product Manager A1 – in company A – did not “see the value”
of including security experts in the design team, and chose
security features – such as authentication – based on their
understanding of common security practices.

UX designers had no sight of security requirements. Se-
curity requirements were not always present in the UX design
phase. Experience Designer B9, who played a core part in
the design of the doorbell (PB), said that the requirements he
was provided with did not include data protection or security
requirements. Similarly, UX Designer A2 explained that the
security of registering and processing data was discussed dur-
ing the design phase. However, there were no requirements
related to security design: “There wasn’t specific kind of UX
work around data protection or user protection or something
like that.”

Security design considerations were ad hoc. For some par-
ticipants (n=5), features handling sensitive information (e.g.,
authentication, software patches, access to video footage) cre-
ated security design considerations on an ad hoc basis. For
example, Mobile Developer B13 designed the software up-
date development process for the doorbell mobile application.
B13 strongly valued the design of update features because
they realized that these features could be used to deliver se-
curity updates. In all five cases, ad hoc design security con-
siderations were triggered by non-experts of security design:
management stakeholders (n=3) and development stakehold-
ers (n=2). This finding confirms Assal and Chiasson’s study
results [43], which suggested that ad hoc security considera-
tions are fragile because non-experts of security design (e.g.,
developers) could fail to identify security-sensitive features.

Lack of security experts in design teams. The product de-
sign teams of companies A, B, and C did not include security
experts. In company A, the Information Security Team was
not involved in the design phase of their smart camera. Justify-
ing the decision, Security Manager A3 stated that all company
employees underwent annual training and followed the com-
pany’s “information security management framework.”

Security was only considered at the implementation stage.
For some security stakeholders, security design was acknowl-
edged but was not seen as a priority. The Security Team in
company B prioritized working with the Development Team
over the Design Team. Security Architect B12 who worked
with the doorbell Development Team said: “I know that we
can get involved with designers, but well, it’s more efficient to
work with the development team.”

Security was reactive and not proactive. Security stake-
holders (n=2) reported that security design was treated as
reactive, rather than proactive, in companies A and B. Compa-
nies preferred a reactive approach, in which they made secu-
rity design considerations or changes based on security inci-
dents reported by customers. For example, Security Architect
B12 reported that their security teams had implemented multi-
factor authentication as an option to secure user accounts after
successful account hijacking attacks were reported.
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4.4 UX in Privacy Design
In this section, we present how design teams applied UX
principles and practices to the design of privacy features that
end-users interacted with. We found that UX was factored
into the design of privacy solutions in companies A and B
through considerations of consent, transparency, and user con-
trol. However, in company C, UX was not considered in the
design of privacy features due to lack of expertise and relying
on a general understanding of privacy issues and product use.

4.4.1 Alignments between UX and Privacy Design

Giving users control. Companies A and B gave customers
more control of their privacy settings, which UX designers
reported to increase trust. For example, both companies imple-
mented a privacy mode in their mobile application in order to
allow users to stop camera monitoring. In company A, design-
ers also aimed to make users “feel in control” by adding (1) a
visible on/off feature that showed the current state of cameras
and (2) a privacy mode to give users “peace of mind” (A2)—
allowing users to automatically or manually disable cameras
when using their mobile application. In company B, UX De-
signer B11 explained that they added a private mode because
their customers shared their cameras with family members:
“We do have a privacy feature in our product which allows
you to switch the [...] whenever users want to have privacy.
[...] When we interviewed users, we realized that a lot of them
share their camera with others, mostly family members.”

Being transparent with users. Participants (n=7) reported
that their company made numerous efforts to be transparent
with users. Legal Counsel B7 described that the Legal De-
partment at company B worked with UX designers to create
user-friendly FAQ pages that explained how their company
collected and processed user data, as well as the measures
they took to protect data. Further, B7 mentioned that the com-
pany constantly reminded users of their right to get their data
deleted (by sending regular reminder emails). On the other
hand, company A, which had to deal with multiple security
vulnerabilities in the past, had recently updated its data breach
incident response plan to inform customers of data breaches
(A3). UX Director A6 helped the company use best practices
to ensure that affected users had the best experience possible.

Obtaining explicit consent from users. UX designers (n=2)
described different projects that looked into obtaining explicit
consent from users in relation to data collection and sharing.
UX Director A6 described an on-going project looking into
obtaining consent through visual indicators instead of text-
heavy documentation that would be difficult for users to read.
UX Designer B11 worked on developing user-friendly con-
sent notifications for the camera’s mobile application. In addi-
tion, developments were made to allow customers to change
their own privacy settings based on their needs.

Ensuring smart home cameras were not ‘creepy’ or in-
trusive. UX designers (n=3) conducted user research with the
aim to design smart home products that were not ‘creepy’ or
‘intrusive’. In company A, the goal of UX designers was to
ensure users felt comfortable with their camera (PA), and that
it did not make users feel that it was a “tool of surveillance”
(A6). To achieve their goal, UX Designer A2 interviewed
psychologists and visited existing customers in their house to
identify acceptable and non-intrusive “areas of monitoring.”
In company B, Experience Designer B9 assisted in the design
of a feature which allowed cameras to “detect human activity
based on geographic location.” B9 explained that the feature
allowed users to automatically disable their smart home cam-
era when they were at home and, hence, the device did not
feel “creepy.”

4.4.2 Incompatibilities between UX and Privacy Design

Designers of privacy features lacked expertise. In com-
pany C, privacy features were designed by stakeholders (n=2)
who did not possess design or privacy expertise (e.g., devel-
opers, product managers). Software Developer C20 designed
the privacy mode settings of the camera’s mobile application
during the development process. C20 made privacy design
decisions based on their own understanding of sensitive data.
Similarly, Product Manager C18 made privacy decisions re-
lated to a feature that allowed family members to disable
video monitoring and notifications. Both stakeholders did not
refer to any design or data protection guidelines. C18 said:
“We didn’t follow any requirements, no. [...] I don’t know why,
I wasn’t aware of any requirements.”

Some privacy solutions were designed based on a general
understanding of product use. Company C’s Product De-
sign Team appeared to deal with privacy design based on
a general understanding of product use, rather than a thor-
ough investigation of the specific context of use. For instance,
Product Manager C18 believed that privacy concerns of users
would better be dealt with by understanding users in a broad
and wider context of user-centered design.

Privacy was not explicitly discussed during user research.
The Product Design Team of company C did not explicitly
discuss privacy during the design phase. Senior UX Designer
C16 – who worked with product designers, engineers, and
managers – said that privacy was not discussed during the
user research phase when user interviews were conducted.

4.5 Innovation in Security and Privacy Design
We found that innovation cross-cut UX with security and
privacy. In this section, we describe how innovation seemed
to enhance the design of privacy solutions, but also to impede
the design of security solutions.
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4.5.1 Enablers of Innovation in Privacy Design

New privacy features were supported by qualitative and
quantitative UX research. UX stakeholders (n=4) work-
ing at companies A and B adopted a mixed qualitative-
quantitative approach to build new features that addressed
user privacy (e.g., concerns, pain points, expectations) during
the design phase. To design features related to camera mon-
itoring, UX Designer A2 conducted qualitative interviews
with users as well as observed users in their homes to address
any privacy concerns. UX Director A6 conducted quantitative
research by collecting and analyzing survey data to design a
visible indicator that showed whether a camera was turned on
or off. A6 also used existing quantitative data from Google
Analytics to prioritize which privacy features to implement.
Experience Designer B9 created detailed storyboards and per-
sonas to visualize how their doorbell would be used in users’
homes and whether it would be intrusive.

New privacy features were evaluated through usability
testing. UX stakeholders (n=2) conducted usability testing
of new privacy features introduced by company B. This was
used to ensure that new privacy features did not negatively
affect customer experience. UX Designer B11 delivered us-
ability testing results to the Product Design Team based on
the analysis of mobile application prototypes. B11 mentioned
that among these prototypes, some requirements were related
to privacy features. B11 explained that users were observed in-
teracting with and changing privacy settings. Similarly, Expe-
rience Designer B9 conducted usability testing of the doorbell
privacy features and was able to identify issues that prompted
design considerations.

4.5.2 Barriers to Innovation in Security Design

Security solutions were tried-and-tested. Security experts
(n=3) mentioned that their companies’ Information Security
Team did not design their own security solutions. Instead, they
used existing security solutions in their company’s security
protection paradigms, a practice known as tried-and-tested
security. Additionally, non-experts also made security design
choices supported by their own understanding of common
security solutions. Product Manager A1, who worked with the
Design Team that did not include security experts, chose the

“username and password” authentication mechanism since it
was familiar, widely-used, and accepted in industry.

New security solutions increased uncertainty. Participants
(n=2) explained that incorporating tried-and-tested security so-
lutions avoided uncertainties that arose out of the introduction
of new security features. Product Manager C18 mentioned
that new security solutions were likely to create usability con-
cerns due to lacking information on how users would interact
with such features. Similarly, Security Engineer C19 men-
tioned that attempts to introduce new security features were

discouraged in the Security Team. C19 explained that intro-
ducing new security features would increase security risks due
to lacking the knowledge required to design these features.

4.6 Trust
We found that trust heavily influenced UX design choices:
product teams aimed to build customer trust through better pri-
vacy experiences, and also aimed to protect trust relationships
with their customers through data protection policies.

Building and nurturing trust through privacy experi-
ences. We found concerted efforts in the companies that
aimed to build a culture of fostering trust. In company C,
Product Counsel C15 explained that employees were encour-
aged to take an interest in and care about protecting user pri-
vacy. Similarly, in company B, Legal Counsel B7 described
efforts put into creating a customer-first culture, where user
privacy was not only seen in development processes but also
discussed and encouraged culturally among product teams.

Protecting trust relationships through data protection
policies. Product teams (n=5) used data protection policies to
protect their company’s reputation and build user trust. Many
companies had established policies to deal with security vul-
nerabilities and attacks. For example, Security Manager A3
reported that his company adopted an incident response plan
in case of a breach, in order to maintain its reputation, which
we identified as a powerful motivator for companies to take
security measures. Similarly, Security Architect B12 reported
that their Security Team had invested in “developing well-
founded requirements” for responding to security incidents,
even when incidents resulted from users’ incompetence (e.g.,
falling for a phishing attack, a compromised home router).
Security Engineer C19 said their company drafted a “respon-
sible disclosure policy” which dealt with managing security
vulnerabilities reported by users.

Overall, our interview participants identified that customer
trust was strongly linked to data protection: security was
needed to mitigate loss of trust arising from exploiting secu-
rity vulnerabilities. Further, user privacy was used by product
teams to build and nurture trust relationships.

4.7 Summary
All product teams used an agile methodology to drive the
development of their smart home products. We found that the
practice of using tried-and-tested security solutions inhibited
innovation in security design. In addition, the perception of
security being only a technical problem, for which there were
‘best-practice’ technical solutions, limited the consideration
of social and interactive aspects of security. In particular, it
created a gap between UX considerations and security design
(e.g., UX designers had no sight of security requirements).
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Despite the gaps that we found in security design, our re-
sults show companies innovated in the privacy design space
(e.g., company B created a novel geographic-based privacy
feature). Our data shows that UX stakeholders in design teams
elicited and handled privacy requirements. The practice of us-
ing UX design principles to respect user privacy (e.g., giving
users control, avoiding creepiness and intrusiveness) seemed
to encourage innovation in the privacy space. Moreover, we
found that companies were motivated to preserve a trust re-
lationship and build trust with their customers, as privacy or
security failures (e.g., intrusive or vulnerable products) would
undermine that relationship. Finally, regulations (e.g., GDPR)
legally required design teams to consider data protection by
design in their requirements.

5 Discussion

Our results uncover complex challenges and limitations that
product designers faced: challenges arising from complying
with GDPR; the importance and role of building trust; barriers
to factoring UX into security design solutions. In this section,
we use our findings to discuss the wider role of innovation
in designing security and privacy solutions, as well as the
implications of adopting a user-centered agile approach to
data protection. We also highlight areas for future work.

5.1 The Role of Innovation in Security and
Privacy Design

All novel issues related to smart home security and privacy
point to significant challenges where innovative solutions are
necessary. Despite recognizing the importance of security in
the design process, our results show design and security teams
are less innovative due to existing practices and perceptions.
These practices include favoring tried-and-tested security so-
lutions or procuring security solutions from reputable vendors.
This finding highlights a desire to avoid novelty and a prefer-
ence to ‘follow the crowd’ in the design of security.

Further, the perception of security as only a technical prob-
lem, for which there are “best-practice” technical solutions,
limits design considerations for security solutions (e.g., au-
thentication consisting of only username and password com-
binations). Many smart home devices are designed for operat-
ing in privacy-sensitive environments (e.g., personal spaces).
Given the relative immaturity of the smart home device space,
tried-and-tested solutions are not particularly suitable, and in-
novative solutions are required. For example, current designs
do not accommodate the diversity of social aspects of smart
home security and privacy (e.g., the nuance between a device
being in a shared space in a flat-share vs. being in a shared
space in a single-family household).

While we found no evidence of innovation in security de-
sign, our results show that efforts have been made to innovate

in the privacy space. For instance, company B created a ge-
ographic location privacy feature which could detect human
activity and make their doorbell less intrusive. One reason for
this was that companies wanted to preserve their trust relation-
ship with their customers, and privacy failures were seen as
potentially “creepy” and “intrusive,” which would undermine
this relationship.

The current efforts of innovation in privacy design are a
good first step, but more is needed. For example, the chal-
lenge of communicating and obtaining user consent in smart
homes needs to be systematic (e.g., within the same device
ecosystem) and coordinated (e.g., among device ecosystems).
However, this is currently not the case and highlights the need
for better communication and coordination between stake-
holders and product teams.

While data protection regulations (e.g., GDPR) appear to be
consistent with better UX design for privacy in smart homes,
these regulations remain unclear as to whether the same could
be true with regards to UX for security design. Security and
privacy qualities of smart homes are not the same; however,
both are qualities of data protection. It is not clear how much
responsibility users should have to ensure the secure opera-
tion of their devices. However, some manufacturers blame
breaches on users who do not adopt secure practices (e.g.,
failing to change default passwords). Regardless of where
responsibility lies, manufacturers could put effort into improv-
ing security experience, making it easier for users to achieve
their desired security outcomes. One option would be for data
protection legislation to explicitly cover security experiences,
as currently there are very few incentives for manufacturers
to put additional effort into enhancing the UX of security.

Regardless of whether regulations should encompass UX
aspects of both security and privacy, design standards, guide-
lines, frameworks, and APIs are other options which have not
been explored from an innovation perspective. The tensions
that exist between regulators and UX designers over commu-
nicating the use of data (e.g., despite being required by GDPR,
UX designers do not typically ask users to consent to all uses
of their data because—otherwise—it would be detrimental to
UX) should invite us to find innovative solutions that satisfy
both parties: regulators and users.

5.2 Security Design in Agile Development
Agile teams have historically treated security as a technical
problem, ignoring its social and interaction aspects [81]. With
that in mind, we argue that in an agile setting, security would
still not be considered during the design stage and would,
hence, remain an implementation problem. In company A,
Security Manager A3 described their Information Security
Team as “the department of ‘no’ when it comes to enforcing
security.” This problem has been common in the past where
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security teams blocked progress in agile environments with
the attitude of “security says no” [82].

Moreover, agile development does not have built-in steps
for explicitly dealing with security issues because it was not
designed with security in mind [83]. This might explain our
results which show that product design teams who used an
agile development process did not explicitly consider security
issues during the design phase. However, our results show that
GDPR required design teams to follow DPbD requirements, in
order to build legally-compliant products. We argue that this
is a promising step toward better considerations of security
design in agile teams, but this is accompanied with noteworthy
challenges and barriers, especially in the context of smart
home ecosystems.

5.3 Directions for Future Work
In this section, we outline areas for future investigation.

Innovation without hindering security. Our results show
that tried-and-tested solutions were highly demanded in com-
panies A, B, and C which preferred reliability and assurance
(e.g., reusing best-security practices). Those practices were
shown to hinder innovation; however, we believe more re-
search is needed to explore the relationship between UX,
innovation, and security. A key issue to uncover is what as-
pects of security design can be safely innovated, and how UX
can be used to design more effective security experiences.

UX-aware data protection guidelines. Our findings show
that data protection regulations (e.g., GDPR) influenced the
design phase. Our participants reported that GDPR touched
on facets of product design but often failed to translate into
specific requirements, which caused disparities in the design
process. While GDPR requires practitioners to factor secu-
rity and privacy into the design process, it can bring more
confusion to the design table: regulatory requirements have
been reported to be high-level and impractical [84]. New tech-
niques and tools are needed to address how data protection
regulations and practices can factor the application of UX
design principles.

Improving communication among different stakehold-
ers. Our results show poor communication among multi-
stakeholder teams where security design happens. In the
absence of regular communication among stakeholders, the
number of implicit assumptions made increases (e.g., in our
study, Product Manager A1 selecting security features based
on their own knowledge of common practices) [85]. Similarly,
tensions among stakeholders also increase. For example, in
Company B, UX Designer B11 was frustrated that they could
not make UX-aware decisions. Expecting largely autonomous
groups of stakeholders (e.g., security, legal, design, UX) with
different goals, motivations, and constraints to speak the same

language is unrealistic. Therefore, more research into this area
should explore how to make different teams communicate ef-
fectively about factoring UX into the security and privacy
design of smart home products.

6 Conclusion

Studies and recent events show that security and privacy
of smart home products can have detrimental and life-
threatening effects on people (e.g., compromised products
have allowed attackers to spy on residents and control home
networks). Design must consider users’ motivations, percep-
tions, and expectations to enable users to effectively protect
themselves when using these products.

While research suggests that factoring UX into security and
privacy design is important, the practices of product designers
in this space have not been empirically explored. To bridge
this gap, we conducted three user studies involving 20 inter-
views with security camera designers. We analyzed the data
using Grounded Theory and found that design teams used
UX as a means of innovating in privacy design to address
social aspects of privacy, in particular to avoid intrusiveness.
However, UX was seen as undesirable for innovating in secu-
rity design due to the belief that security was only a technical
problem where tried-and-tested solutions were the only option.
Based on our findings, we conclude with recommendations
to improve design practices in smart homes:

Explicitly aim to innovate through UX of security. Tried-
and-tested security solutions are preferred by design teams as
they provide a measure of assurance that they are effective and
reduce vulnerabilities. The challenges introduced by smart
homes (e.g., diverse social contexts, varying levels of skill and
ability, subtle tensions among stakeholders) are not addressed
by current tried-and-tested security solutions. By exploring
security through the lens of UX, new ways of simplifying
and streamlining interactions can be uncovered. While these
innovations may also lead to new security challenges, it is
necessary to innovate in order to design better solutions that
will eventually become tried-and-tested for smart homes.

Align security and privacy in UX. Our results show that
UX of security design is not distinct in practice from UX
of privacy design. Many technical aspects of security and
privacy design have common principles and, thus, could be
considered as part of a single UX domain—instead of being
broken down into separate components, such that one is in
scope and one is not.

Factor UX into the practice of data protection compli-
ance. The compliance aspect of data protection regulations
strongly motivates security and privacy considerations (e.g.,
DPbD). Our results show that UX can help identify issues
with compliance, and suggest more workable alternatives.
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A Screening Questionnaire

1. Select your gender:

© Male

© Female

© Other

© Prefer not to answer

2. Select your age group:

© 18-24

© 25-34

© 35-44

© 45-54

© 55-64

© 65-74

© 75 or older

© Prefer not to answer

3. What best describes your job at the company?

© UI Designer

© UX Designer

© UX Director

© Interaction Designer

© Sales Manager

© Software Developer

© Security Officer

© Legal Officer

© Hardware Designer

© Hardware Engineer

© Product Manager

© Other:

4. How long have you been working at your company?

© No Experience

© Less than 1 year

© More than 1 year and less than 3 years

© More than 3 years and less than 5 years

© More than 5 years and less than 7 years

© More than 7 years

5. What best describes your company?

© Consultant Company

© Product Company

© Service Company

© Platform Company

© Other:

6. Select the smart-home product category (or categories)
that your company deals with:

� Phone Systems
� Smart Lights and Dimmers
� Temperature and Climate Control Systems
� Security Access Control Systems
� Other:

7. Select the type of device(s) that your company deals
with:

� Cameras
� Door Locks
� Home Theaters
� Hubs
� Voice Assistants
� Leak Detectors
� Lights
� Motion Sensors
� Power Outlets and Switches
� Smoke Detectors
� Thermostats
� Other:

8. How many employees does your company have?
© less than 25
© 26-50
© 51-100
© 101-250
© 251-500
© 501-1000
© More than 1000

B Pilot Interview Questions

1. What company do you work for? What does the company
do? What is your role in the company?

2. Can you describe your product design process?

3. Do you consider UX when designing security and pri-
vacy solutions for your smart home products? If so, how?

4. What are the typical challenges that you face when de-
signing smart home products? Are there any challenges
specific to factoring UX into security and privacy de-
sign?

5. Is there anything in the design process that could help
address user-centered security and privacy challenges in
smart homes? If so, please elaborate.
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C Main Interview Questions

Our interviews were semi-structured. We below describe our
study script (divided into several sections). The last four sec-
tions describe specific questions that we asked to employees
who had different responsibilities.

C.1 Characterizations
1. Would you tell us about your role in the company that

you work at?

(a) When did you join the company?
(b) What are your responsibilities?
(c) What is your specific role in the development or

design process of smart home devices?

2. Would you tell us about the products that you develop?

(a) Is there a specific product that you focus on devel-
oping?

3. Would you tell us about your users (or customers)?

(a) How would you describe the typical customers that
use your products?

C.2 Introductory Questions
1. How would you describe User Experience (UX)?

(a) What UX characteristics do you regard as impor-
tant?

(b) What do you think the role of security/privacy in
UX is?

2. Do you think there is a relation between UX and secu-
rity/privacy?

(a) (if yes) Could you describe this relation?
(b) (if no) Could you explain why not?

C.3 Requirements Gathering and Specifica-
tion

1. How do you identify or specify the requirements of a
smart home camera before you design it?

(a) What kind of requirements do you consider?
(b) How do you prioritize requirements?

2. Do you handle any security/privacy requirements during
the requirements gathering or specification process?

(a) (if yes) How do you handle these requirements?
(b) (if yes) Do you consider UX when addressing secu-

rity or privacy requirements in the design process?
(c) (if no) What do you think of designers who do so?

C.4 UX Design Process
1. Do you consider UX to be an important factor in the

design process of smart home devices?

(a) Where in the design process do you apply UX
techniques?

(b) Is there a specific UX team or role in a specific
department?

(c) How are decisions made when it comes to UX?
(d) Do you factor UX into the security and privacy

design of smart home cameras? If so, could you
give us more details?

2. Does security or privacy play a role in the UX develop-
ment process that you take part of?

(a) (if yes) Could you explain the role?
(b) (if no) What type of effect would it have if it did?

3. Do you collect user data for UX development?

(a) (if yes) What type of user data do you collect? How
do you collect it?

(b) (if yes) What sort of data-driven methods do you
use?

(c) (if yes) Have you ever handled UX requirements
within the context of security and privacy? Can you
give us more details?

4. Do you have a UX requirements gathering process?

(a) (if yes) Could you give us more details?

5. What design processes—including methods, techniques
(e.g., storyboards), and artifacts (e.g., personas)—do you
use in the context of data protection?

6. Regardless of whether you have a UX requirements gath-
ering process, what do you think the best design practices
are (e.g., programming patterns, artifacts)?

C.5 End-user Involvement
1. Do you engage end-users in the development of smart

camera products or features?

2. (if yes) How do you involve end-users in the design
phase?

(a) To which extent do you involve end-users?
(b) Do you consider data security or user privacy dur-

ing the process? Why/Why not?
(c) Does the type of product influence whether end-

users can be involved? What about security or pri-
vacy risks?

3. (if no) What are your thoughts on involving end-users in
the design of smart home cameras?
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C.6 Ecosystem Considerations
1. Is your product part of an ecosystem of products used in

smart home environments?

2. (if yes) Have you faced any obstacles when considering
the ecosystem?

(a) (if yes) What were they? Could you describe the
main obstacles? How did you deal with them?

3. (if security/privacy was mentioned) Can you describe
how do you deal with security and privacy?

4. (if security/privacy was not mentioned) What do you
think of the role of security and privacy in a smart home
ecosystem?

C.7 UX Challenges
1. What were the UX challenges that you faced during the

design of smart cameras?

(a) How did you overcome those challenges?

(b) Were there any challenges without any solutions in
sight?

2. (if security/privacy was mentioned) Could you give us
more details of the security or privacy challenges?

(a) How did you address those challenges?

3. (if security/privacy was not mentioned) Smart homes
are associated with security/privacy threats. Have you
ever experienced challenges specific to UX during the
security/privacy design process of smart cameras?

(a) (if yes) Could you describe the challenges you
faced, and how did you address them?

(b) (if no) What do you think of the role(s) of secu-
rity/privacy and UX in smart home environments?

C.8 Security Stakeholder Questions
1. Can you tell us how security is taken into consideration

at your company?

2. How do you ensure that your product is secure? Is there
a process? How does it look like?

3. How do you identify security requirements?

4. Do you work/communicate with the design team? Do
you get involved in the security and privacy design of
smart cameras?

5. In general, who is responsible for designing the secu-
rity/privacy features of smart cameras?

6. How do you update the firmware of smart cameras that
you sell? Who is responsible for this task?

7. How often does security need to be maintained?

8. If a security breach happens in the physical products
sold to clients, who will take responsibility?

9. If your company suffers from a data breach, how will
you address this? Do you notify users?

10. How do you make sure that users who use your products
are protected when it comes to breaches?

C.9 Regulatory Stakeholder Questions
1. Who deals with GDPR and Product Liability?

2. Do you deal with legislation?

3. How is data protection represented in your organization?

4. Do you interact with any regulatory bodies (e.g., ICO)
when it comes to matters of data protection?

(a) (if yes) What are these matters?

(b) (if no) Do you think it would be useful to do so?

C.10 Management Stakeholder Questions
1. Are there any restrictions (e.g., legal, security, privacy)

that make it harder for you to use customer data for
product design or making decisions?

2. What data protection roles/responsibilities are there for:

(a) Product management (and data management)?

(b) Product design and development?

(c) UX, usability, and experience-centered jobs?

(d) Marketing and sales?

3. What does privacy mean in terms of your products?

4. How do you design for data protection when devices are
shared among multiple users?

C.11 Concluding Remarks
1. Do you think there is anything in the design/development

process that makes it easier to address user-centered
security and privacy challenges in cameras?

2. We have reached the end of the interview. Thank you for
talking to us!

(a) Do you have any questions?

(b) Do you have any comments you want to add?
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D Codebook

Development Stakeholder Limitations Internal Security Audits Obtaining Consent
AB Testing Stakeholder Responsibilities Low-Priority Security Opt-Out Services
Acceptability Storyboarding No One’s Responsibility Privacy by Design
Agile Development Surveys No Sight of Security Requirements Privacy Mode
Agile Sprint Reviews Technical Requirements Reactive Security Privacy Requirements
Agile User Stories Tensions Between Stakeholders Security by Design Privacy Settings
Analyzing Requirements The Complexity of Smart Home Devices Security Maintenance Privacy Threats
Company Policies Time Constraints Security Mode Privacy Vulnerabilities
Conceptual Sketches Usability Testing Security not Factored into Design Putting Users in Control
Conflicts Between Stakeholders Usefulness Security Practices Security Management Frameworks
Convenience Aspects User Cases Security Requirements Subjective Awareness of Privacy
Cost Constraints User Frustration Security Settings Transparency
Design Process User Integrity Security Threats UX in Privacy Requirements
Development Process User Interviews Security Vulnerabilities UX of Consent
Development Teams User Involvement in Design Subjective Awareness of Security UX of Privacy
Diffusion of Responsibilities User Observation Subjective Security Decisions Withdrawing Consent
End-User Incompetence User Personas Technical-Only Security Innovation
End-User Tests User Research Understanding User Behavior Best Practices
Focus Group Interviews User Respect Usable Security Common Practices
Functional Requirements Utility Usable Security Experts Designing New Devices
GDPR Vagueness UX Best Practices UX in Security Requirements Designing New Features
Hardware Design UX Challenges Vulnerability Reporting Programs Designing New Solutions
Heterogeneous Devices UX Departments Privacy Lack of Innovation
Indirect User Feedback UX Design Process Collecting/Processing Data (GDPR) Novel Security Uncertainty
Industrial Design UX Guidelines Creepiness Privacy Innovation
Interoperability UX Pain Points Creepiness-Convenience Trade-off Security Innovation
Legal Compliance UX Policies Data Protection by Design Security Uncertainty
Less Time for Hardware Design UX Requirements Gathering Data Protection Practices Tried-And-Tested Security
No Flexibility to Upgrade Hardware UX Research Data Protection Requirements Trust
Non-Functional Requirements UX Roles Data Protection Responsibilities Culture of Trust
Not Enough Hardware Sprints Security Data Protection Roles Data Breach Response Plan
Product Liabilities Ad-hoc Security End-User Compliance Experience of Harm
Project Constraints Afterthought Security Explicit Consent Incident Response Plan
Requirements Gathering Awareness Based on Outside Sources GDPR Consent Increasing Trust
Requirements Specification Awareness Based on Social Influences GDPR Impracticality Informing Users of Their Rights
Scope Constraints Encryption Between Devices GDPR Delayed Effect Motivation for Privacy
Stakeholder Authority Evidence-Based Security Decisions Handling Sensitive Data Motivation for Security
Stakeholder Characteristics External Security Audits Help Pages and FAQs Motivation for Trust
Stakeholder Communication Fit-and-Forget Security Making Devices not Creepy Preserving Trust
Stakeholder Knowledge Incidents No Sight of Privacy Requirements Trust Relationship

Table 4: Codebook (Grounded Theory).
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