














NEWS DICT
Main Auxiliary Main Auxiliary

A ACC ACC+ ACC-ACT ACC ACC ACC-ACT ACC

1 0.723 0.731 0.746 NA 0.725 0.748 NA
1/6  0.666 0.672 0.688 0.698 0.728 0.750 0.744
1/4 0.734 0.743 0.751 0.755 0.725 0.747 0.746
172 0.724 0.733 0.740 0.738 0.723 0.748 0.739
2/3 0.698 0.707 0.715 0.705 0.722 0.746 0.739
5/60.739 0.749 0.760 0.757 0.729 0.752 0.746
8/9 0.670 0.679 0.686 0.705 0.722 0.746 0.734

0 NA NA NA 0.743 NA NA 0.743

Table 6: Experiment results on NEWS internal test set and DICT development set, where A = 1 and A = 0 are
baselines of main task and auxiliary task, respectively. Maximum score in each metric is is bold.

Figure 2: The plots of main-task ACC against auxiliary-task ACC on the NEWS (left) and DICT (right) develop-
ment sets. Colors indicate which multi-task model (by A value) the evaluation points belong to. To highlight the
dense regions, we set the minimum of the x-axis to 0.5 and 0.6 for NEWS and DICT datasets, respectively.

the following empirical decay function:

10+ epoch 1.5
50

tfr =max 1 ,0.2

where tfr refers to the teacher forcing ratio, i.e. the
probability of feeding the true reference instead of
the predicted token. We use beam search decoding
with beam size 10 and length normalization (Wu
et al., 2016) for evaluation.

6.2 Evaluation

We use ACC and ACC-ACT to evaluate the perfor-
mance on the main task and ACC on the auxiliary
task. Note that since the only data portion we have
that contains multiple references given a source
word is the internal test set of NEWS data, we
apply ACC+ on this particular set exclusively.

6.3 Model Selection

In the experiments in this section, we tune A on the
NEWS internal test set and DICT development set,
and select the model with the highest ACC on the
main task.

The experiment results in Table 6 show that
A= % yields the best models on both datasets. We
observe a significant improvement against the base-
lines on NEWS while a less noticeable increase on
DICT. Besides, the models are more sensitive to
A on NEWS than DICT (with standard deviation
0.03 and 0.003 on ACC, respectively).

Furthermore, we investigate the relationship be-
tween the main and the auxiliary tasks based on the
evaluation points of the development set. In Figure
2, we observe a nearly-total positive linear correla-
tion between the main-task ACC and auxiliary-task
ACC, and this is further evident in the Pearson cor-



Internal Test Official Test
Main Auxiliary Main
System ACC ACC+ ACC-ACT ACC ACC+
Baseline  0.724 0.733 0.742 0.736 NA
Multi-task  0.739  0.749 0.760 0.757 0.299
BiDeep 0.731 0.739 0.746 0.740 NA
BiDeep+ NA  0.765 NA NA 0.304

Table 7: Experiment results on the NEWS internal test (official development) set and official test set, where
“Baseline” refers to the single-task model and “BiDeep+” refers to the best system Grundkiewicz and Heafield
(2018) submitted to the NEWS workshop, and the corresponding scores are taken from their paper.

Main Auxiliary
System ACC ACC-ACT ACC
Baseline 0.726 0.748 0.738
Multi-task  0.729 0.751 0.749
BiDeep 0.732 0.755 0.760

Table 8: Experiment results on the DICT test set, where
Baseline refers to the single-task model.

User ACC+ F-score
romang 0.3040 (1) 0.6791 (2)
Ours 0.2990 (2) 0.6799 (1)
saeednajafi  0.2820 (3) 0.6680 (3)
soumyadeep 0.2610 (4) 0.6603 (4)

Table 9: Table of the NEWS leaderboard (avail-
able at https://competitions.codalab.org/
competitions/18905#results, accessed 19 June

2020). User “romang” refers to Grundkiewicz and
Heafield (2018).

relation coefficients'>, which are 0.982 and 0.992
for NEWS and DICT, respectively. This means
the multi-task model improves the performance on
both tasks simultaneously.

6.4 Test-set Results and System Comparison

We submit our 1-best transliteration results on the
NEWS official test set through the Codal.ab link
provided by the Shared Task’s Committee and we
present the leaderboard partially in Table 9. Note
that in addition to ACC+, the leaderboard also

5Computed by pearsonr () from Scipy library, which
is available at: https://docs.scipy.org/doc/
scipy—-0.14.0/reference/generated/scipy.
stats.pearsonr.html.
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16 on which we rank first.

records mean F-score

We report the test-set performance of our best
multi-task model on NEWS in Table 7 and DICT
in Table 8, in comparison to the system built by
Grundkiewicz and Heafield (2018). The base-
line model of their work employs the RNN-based
BiDeep!” architecture (Miceli Barone et al., 2017)
which consists of 4 bidirectional alternating stacked
encoder, each with a 2-layer transition RNN cell,
and 4 stacked decoders with base RNN of depth 2
and higher RNN of depth 4 (Zhou et al., 2016; Pas-
canu et al., 2014; Wu et al., 2016). Besides, they
strengthen the model by applying layer normal-
ization (Ba et al., 2016), skip connections (Zhang
et al., 2016) and parameter tying (Press and Wolf,
2017). We reproduce their model without changing
any configurations in their paper (Grundkiewicz
and Heafield, 2018), and train it on both tasks sep-
arately.

In Table 7, we can see that the multi-task model
performs significantly better than both the single-
task baseline and the BiDeep model in all met-
rics on NEWS. Note that the BiDeep model we
reproduce achieves the same ACC+ as reported
in the work of Grundkiewicz and Heafield (2018)
and ACC+ is the only evaluation metric used in
their paper. “BiDeep+” in the third row refers
to the final system they submitted to the Shared
Task, on which they adopted additional NMT tech-
niques including ensemble modeling for re-ranking
and synthetic data generated from back transla-
tion (Sennrich et al., 2017). Our ACC+ score on

!The F-score metric measures the similarity between the
target prediction and reference. Precision and Recall in this
particular F-score are computed based on the length of the
Longest Common Subsequence. See details in the NEWS
whitepaper (Chen et al., 2018).

Implemented with the Marian toolkit available at ht tps :
//marian-nmt.github.io/docs/.
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Source Output (ST) Output (MT)
ocallaghan  BRH/HR BRHIN v
holleran EIRe Bt v
ajemian BT ok EP07Si78

Table 10: Example outputs and the corresponding
source words of our systems, where “ST” and “MT” re-
fer to “single-task” and “multi-task” models. The tick
symbols indicate which outputs match the references.

the anonymized official test set is 0.299 which is
slightly worse than their 0.304. However, we at-
tain a better F-score (0.6799) than them (0.6791)
as shown in Table 9. Moreover, our model is of
size 22M parameters, which is much smaller than
their baseline BiDeep of size 133M parameters, '
and we do not apply as many NMT techniques as
they did. Nevertheless, on the DICT test set, there
is no prominent difference among the single-task
baseline, multi-task and BiDeep model, possibly
because the noise pattern in the DICT dataset is not
complex enough to reflect the learning ability of
these models.

7 Discussion

In our experiments, a system has ACC-
ACT>ACC+>ACC because both ACC-ACT and
ACC+ consider the cases of ACC but ACC-ACT
can capture more acceptable transliterations.
Despite a consistent ranking given by the three
metrics, ACC-ACT reveals different information
from ACC and ACC+. For example, in Table
6, the model of A = % outperforms A = % by
0.015 and 0.016 in ACC and ACC+, respectively,
but the difference is 0.020 in ACC-ACT, on the
NEWS dataset. This suggests a more prominent
gap between these two models. In contrast, by
looking at the same two rows but on the DICT
dataset, ACC-ACT indicates a smaller gap (0.004)
than ACC (0.006). If we conduct experiments
on another dataset, the disagreement among the
metrics might be significant enough to render an
inconsistent ranking.

Furthermore, we present some typical examples
in which the multi-task model generates better pre-
dictions than the single-task in Table 10. In the first

8We compute the size of our multi-task model by count-
ing the number of trainable parameters extracted from
model .parameters (); For the BiDeep model, we use
the numpy package to load the model in .npz format and
calculate the number of parameters via a simple for-loop.
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example, the single-task model wrongly maps the
sub-word ghan to /R (emphasizing on the character
g) while the multi-task model correctly maps han
to {X. The erroneous grouping of the English char-
acters also occurs in the second example where the
single-task model maps er to /)X instead of more
reasonably ler to #f]. Even in the third example
where both outputs are mismatched, the multi-task
model predicts the character 7%, which is closer to
the source sub-word je than the single-task model’s
i in terms of pronunciation. Overall, it seems that
the multi-task model can capture the source-word
pronunciation better than the single-task one.

Still, the multi-task model does not consistently
handle all names better than the single-task model—
especially for exceptional names that do not have
a regular transliteration. For instance, the name
Fyleman is transliterated into 7% /K 2, but the
character f/ does not have any source-word corre-
spondence if we consider the pronunciation of the
source name.

Finally, our model can be generalized to other
transliteration tasks by replacing Pinyin with other
phonetic representations such as IPA for English
and romayji for Japanese. In addition, ACC-ACT
can be extended to alphabetical languages by, for
instance, constructing the Alternating Sub-word
Table which stores lists of interchangeable subse-
quences. Another possible future work is to re-
design the objective function by treating A as a
trainable parameter or including the correlation in-
formation (Papasarantopoulos et al., 2019).

8 Related Work

Previous work has demonstrated the effectiveness
of using MTL on models through joint learning
of various NLP tasks such as machine translation,
syntactic and dependency parsing (Luong et al.,
2016; Dong et al., 2015; Li et al., 2014). In most of
this work, underlies a similar idea to create a uni-
fied training setting for several tasks by sharing the
core parameters. Besides, machine transliteration
has a long history of using phonetic information,
for example, by mapping a phrase to its pronun-
ciation in the source language and then convert
the sound to the target word (Knight and Graehl,
1997). There is also relevant work that uses both
graphemes and phonemes to various extents for
transliteration, such as the correspondence-based
(Oh et al., 2006) and G2P-based (Le and Sadat,
2018) approaches. Our work is inspired by the intu-



itive understanding that pronunciation is essential
for transliteration, and the success of incorporating
phonetic information such as Pinyin (Jiang et al.,
2009) and IPA (Salam et al., 2011), in the model
design.

9 Conclusion

We argue in this paper that language-specific fea-
tures should be used when solving transliteration in
a neural setting, and we exemplify a way of using
phonetic information as the transferred knowledge
to improve a neural machine transliteration system.
Our results demonstrate that the main translitera-
tion task and the auxiliary phonetic task are indeed
mutually beneficial in English-to-Chinese translit-
eration, and we discuss the possibility of applying
this idea on other language pairs.
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A Alternating Character Table in Full

Alternating Characters ‘
IR NN
FEPNES
B2z
e, 8,38, 20, )2,
AL, 4l
RN

Bk K

B, e

4, 04,55
%

Jie 15
KR
B
PR, B
ERE-S
4, B
B0

5% ¥y
T

2 i

3E, B

A%

78,3

B

(Wi
R
far &

Table 11: The Alternating Character Table in full.
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