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Abstract

Smart technologies continue to raise concerns about privacy
protection of both households and bystanders who may be tar-
gets of incidental or intentional monitoring. Domestic workers
are an example of bystanders in smart homes who experience
complex power dynamics and can be subjected to exploitative
practices that are further facilitated through smart technology.
Such power dynamics are rooted in complex social norms and
customs, religious beliefs, and economics. While past research
has focused on Western contexts to explore how smart tech-
nologies and power dynamics affect privacy of households
and smart home bystanders, there is a limited understanding
of the impact of such factors within non-Western contexts.

This paper presents the findings from 30 interviews with
smart device users and bystanders (households, and domestic
workers), policy makers, and human and civil rights activists
to explore smart home power dynamics in the Muslim Arab
Middle Eastern (MAME) context of Jordan. We uncover how
asymmetric socio-economic power dynamics between house-
holds and domestic workers influence smart technology pri-
vacy concerns, practices, and rights perceptions. Drawing on
the findings of this study, we present some recommendations
for interventions to balance asymmetric power dynamics, to
improve bystanders’ agency and privacy protection, and to
prevent technology exploitation.

1 Introduction

This paper investigates the impact of power dynamics on pri-
vacy in smart homes in the Muslim Arab Middle Eastern
(MAME) context of Jordan. While existing research primar-
ily focuses on Western perspectives and the perspectives of
households and bystanders [14, 19, 24], there is limited under-
standing of power dynamics and privacy concerns in smart
homes outside of Western contexts. Our study fills this gap by
providing insights into the Jordanian context and exploring
how power dynamics influence privacy concerns and practices
of households and bystanders in smart homes. Following the

definition provided by Yao et al. [98], " bystanders are indi-
viduals who do not own or directly utilize the smart devices,
but they may still be involved in the usage of smart home
devices. This category includes other family members who
have not purchased the devices, as well as guests, tenants,
and passersby".

We are seeking to answer the research question: “How
do socio-economic power dynamics affect the privacy of
households and domestic workers in Jordanian smart
homes?”. We provide an overview of user and bystander
privacy in smart homes and summarize the existing data pro-
tection regulations in Jordan in Section 2. Our research ap-
proach (Section 3), consists of 30 semi-structured interviews
with various stakeholders in Jordan, including households,
domestic workers, experts, policymakers, and activists.

We present our findings in two main categories: the first is
Smart Home Power Dynamics (Section 5.1), which explores
how power dynamics in smart homes are influenced by con-
textual factors such as norms, customs, religion, and economic
status. We investigate the impact of these power dynamics on
household-worker relationships, privacy concerns, and prac-
tices with smart devices. We also identify the vulnerability
of women workers and foreign workers who are particularly
affected by power dynamics and exploitation through smart
technology. The second category, Perspectives on Mitigating
Smart Home Power Dynamics (Section 5.2), delves into the
current data protection landscape in Jordan, including the
lack of explicit data protection laws and plans for new legisla-
tion. We then explore participants’ perspectives on balancing
power dynamics in Jordanian smart homes.

Overall, our research contributes to a better understanding
of power dynamics and privacy concerns in smart homes,
particularly in the Jordanian context. It offers insights (Section
6) that can inform the development of policies, contextual,
and technical interventions to enhance privacy protection,
mitigate power differentials, and prevent exploitation.
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2 General Overview

2.1 Context Overview & Similar Studies
Jordan is a southwest Asian Arab country in the Middle
East with a predominantly Muslim population, middle east-
ern customs and social norms, and a moderate Islamic back-
ground [53]. In recent years, it has seen an increasing adoption
of smart devices (e.g., cameras, smart speakers, and smart
lights)1. Jordanian culture is deeply rooted in Arabic and
Islamic elements, with traditions, habits, and social values de-
rived from religion, family, and social class [1,38,85]. Jordan
is a patriarchal society where men hold power and resources,
while women often face marginalization and social stigma for
deviating from expected behavior [48, 72].

In Jordan, domestic workers (e.g. maids, nannies, and
babysitters), are predominantly women and come from Far
East and African countries (e.g., Ethiopia, Bangladesh, Sri
Lanka, Philippines, Kenya, and Indonesia). These foreign do-
mestic workers encounter many challenges, including limited
agency and rights, long working hours, low wages, and re-
strictions on freedom of movement without their employer’s
permission [54, 92]. Unfortunately, there is a lack of effective
oversight from both local authorities in Jordan and the con-
sulates of the domestic workers’ home countries regarding
the status, rights, and difficulties faced by these workers.

Research specifically examining smart home power dy-
namics in Jordan or the wider MAME region is limited. Few
studies indicate that socio-economic power dynamics in Jorda-
nian smart homes tend to favor households, often disregarding
the rights and preferences of domestic workers and leaving
them vulnerable to exploitative practices facilitated by smart
home technologies [6]. Moreover, few studies have explored
privacy concerns and their impact on the acceptance and us-
age of smart home devices in Jordan [4, 5, 75]. Shehadeh et
al. [89] found that users in Jordan have limited knowledge
about smart homes, with cost and privacy concerns being sig-
nificant factors influencing their decision to purchase and use
devices. Aleisa et al. [7] reported that users often overlooked
privacy concerns in favor of convenience, while Almutairi et
al. [8] identified awareness as a privacy challenge in smart
home settings in Saudi Arabia.

2.2 Privacy Concerns of Users and Bystanders
With Smart Homes

Smart devices are becoming an integral part of the domestic
environment, and it can be difficult to find out whether or how
much data these smart devices are collecting about users. Prior
studies have explored users’ privacy concerns and expecta-
tions with smart home devices [2, 14, 52]. Other studies argue
that this uncontrolled data collection [20, 96] can threaten not
only user privacy, but also that of smart home bystanders who

1Growth of smart devices in Jordan, Jordan Digital Strategy

are generally not aware of the presence or purpose of smart
devices. Bernd et al. [19] specifically investigate the impact
of smart devices on nannies and propose some solutions to
support privacy protection of this user group. Other research
studies have explored bystander concerns with smart homes to
study bystanders’ ability to control data collection [86,87,87].

Kraemer et al. [65] discuss how socio-cultural dynamics
impact the control and use of smart devices. Supporting this
view, other researchers argue that user concerns about privacy
of smart homes are dependent on contextual and situational
factors [36, 39, 67]. Other studies explore how asymmetries
in user knowledge and experience, in addition to the power
dynamics between users, can generate privacy impacts in the
smart home context [12, 30]. Finally, Yao et al. [97] point out
that the context of smart homes, the inter-personal relations
among users, and the asymmetric socio-power dynamics be-
tween users and bystanders can complicate privacy practices
and protection, and show that smart home designs are biased
toward protecting households.

2.3 Power Dynamics in the Smart Home

Smart homes collect a range of data such as audio-visual,
location, behavioural, and environmental data. This can be
stored locally or in the cloud, broadcast to other devices, and
used more widely by service providers which can lead to pri-
vacy concerns. Smart devices have been shown to highlight
asymmetries in knowledge, experience, and socio-economic
power dynamics among users, and that these imbalances can
produce different privacy vulnerabilities in the smart home
context [18,30]. Many researchers argue that privacy concerns
are influenced by contextual and situational elements [6, 67].
Lau et al. [66] argue that asymmetric socio-economic power
dynamics among users increase privacy tensions and limit
users’ agency in the home, and they argue that smart home de-
vices should have guest modes. Bernd et al. [19] discuss that
many workers leave smart home device deployment decisions
to households. Geeng and Roesner [37] show that owners of
smart devices generally do not consult with cohabitants prior
to installation due to cohabitants’ passivity, and asymmetric
power dynamics among them. Albayaydh et al. [6] discuss pri-
vacy concerns of bystanders from a non-Western perspective
and found that weak awareness, asymmetric power dynamics,
contextual influences, and lack of regulations are the main
factors influencing privacy concerns.

Research on privacy concerns in smart homes [51, 61, 84]
reveals that bystanders often share their data despite having
control over it due to a sense of inability to object. Cultural fac-
tors also influence bystanders’ privacy protection [84]. Power
dynamics and Contextual Integrity (CI) play a role in negoti-
ating norms in specific contexts [17, 22]. Power imbalances
among users reduce rights for powerless individuals [71, 73],
and such vulnerabilities have been observed in employer-
employee relationships, impacting worker performance and
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satisfaction [13, 68, 94].
Apthorpe et al. [10] discovered that smart devices impact

power dynamics in smart homes related to household environ-
ment management. However, conflicts can arise as smart tech-
nology enables surveillance, leading to distrust and disagree-
ments over device use. The control over devices within the
home can indicate existing interpersonal and socio-cultural
dynamics [37, 55]. Imbalances in device control can enable
domestic abuse in extreme scenarios and make children tar-
gets or bystanders to data collection [35, 69]. To protect by-
standers’ privacy in smart homes, various proposals have been
made, including detecting hidden cameras [70,81] and signal-
ing data collection or transmission [74, 83]. However, these
technical approaches are limited due to user distrust in compa-
nies [62, 102]. Other ideas include improving awareness and
fostering transparent discussions about device usage among
households and bystanders in the home [6, 99].

2.4 Privacy Regulations in Jordan

Our review of Jordanian privacy rights, Jordan’s Telecommu-
nications Law – Article 712, Cyber-Crime law3, Labour law4,
Penal-code5, and related regulations has shown that Jordan
does not have explicit privacy and data protection regula-
tions at the time of writing this paper [33]. However, and in
conformity with the Universal Declaration of Human Rights
article-12 [34] which states that “Everyone has the right to
the protection of the law against privacy interference or at-
tacks”, Article 18 of the Jordanian constitution6 [82] provides
a broad outline of the right to privacy.

The Ministry of Digital Economy and Entrepreneurship7

is working on a new data protection draft bill [77] which is
inspired by the EU GDPR8. The Jordanian Telecom Regu-
latory Commission (TRC9) has issued the “Green Paper of
Internet of Things”10 and said it will support the development
of regulations to protect privacy of personal data. At the time
of writing, the expectation is that the new data protection law
will be enacted in 2023. We do not expect it will address
privacy rights in smart homes, but it is expected [90] that the
new law will establish a legal framework of personal data
protection, data processing and storage mandates. Also, it is
expected that the law will not address privacy and data col-
lection in the home, but will state that the ownership of data
must be clearly identified, and that data should not be used
without the owner’s consent and awareness. We also found

2Jordan-Telecommunications Law
3Jordan-Cyber Crime Law
4Jordan-Labour Law
5Jordan-Penal Code – Article 348
6Jordan-Constitution of Jordan, Article 18
7Jordan-Ministry of digital economy and entrepreneurship
8For more details, see: EU-General Data Protection Regulation
9TRC: Jordan Telecom Regulator Commission

10TRC-Jordan’s Green Paper of Internet of Things

that Jordanian labour law4 does not distinguish whether smart
homes are domiciles or workplaces for workers.

2.5 Regulation in USA and EU
Bystander privacy concerns with smart homes are not ad-
dressed explicitly in either the USA’s data protection laws [44]
(e.g., CCPA11, CPRA12), or the EU-GDPR [15]. Gilman [40]
argues that privacy laws in the USA place the duty of privacy
protection on people and leaves businesses and government
entities relatively free to collect, analyze, share, and trade per-
sonal data. In contrast, the EU’s GDPR [50] protects a number
of individual rights over personal data; however, GDPR ap-
plies to companies, and does not cover smart technology used
by individuals in smart homes.

3 Methodology

This paper presents the outcomes of a qualitative study that
addresses the research question outlined in Section ??. Fol-
lowing established approaches in previous qualitative research
[6, 18], we conducted a user study utilizing semi-structured
interviews. The aim was to explore how smart devices affect,
reinforce, and reflect power dynamics between households
and their domestic workers in Jordan, as well as the potential
role of regulation in mitigating any adverse implications of
smart home devices on affected populations. To gain insights
into these topics, we interviewed households and domestic
workers, and participants involved in policy making: ICT reg-
ulators, labor law experts, and human and civil rights activists.
Through these interviews, we sought to understand how smart
devices could either reinforce or alleviate power dynamics
within smart homes, as well as how regulation could address
any adversarial effects of smart home devices on households
and bystanders in Jordan.

In this paper, “Households” refers to families using smart
devices and employing domestic workers, “Workers” refers to
domestic workers (i.e., bystanders), “Regulators” denotes ICT
policy makers in both public and private sectors in Jordan,
“Labour Law Experts” refers to labor law policy makers in
both public and private sectors in Jordan, and “Activists” rep-
resents human and civil rights activists in Jordan. We labelled
our participants as follows: households [H01-H07], domestic
workers [W01-W08], regulators [R01-R07], labor law experts
[LE01-LE03], and activists [A01-A05].

3.1 Recruitment
We developed a screening questionnaire to identify poten-
tial candidates who met our criteria. These criteria included
a minimum of 2 years of experience in their role, general

11CCPA: California Consumer Privacy Act
12CPRA: California Privacy Rights Act
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knowledge about smart devices, and willingness to participate
in interviews and audio recording.

To recruit households and domestic workers in Jordan, we
advertised the study on social media groups, reached out to
smart device sellers and domestic worker recruitment agen-
cies, and used snowball sampling. We established connections
with 12 candidate households and 12 candidate domestic
workers. The competence of households and workers in us-
ing smart devices was assessed based on Dreyfus’ model of
skill acquisition [28], which categorizes competence levels as
Novice, Competent, Proficient, Expert, and Master. To recruit
regulators (i.e., ICT and labour) and human and civil rights
activists, we contacted private and public sectors entities in
Jordan (i.e., ICT companies, Mobile Operators, The Ministry
of Digital Economy and Entrepreneurship7, Jordan Telecom
Regulator Commission9, Intaj13, and JOSA14). Recruiting
regulators and activists posed challenges due to the sensi-
tivities associated with data protection regulation [60]. Data
protection can be considered a taboo topic in many private
and public organizations [93]. To overcome these challenges,
we employed snowball sampling [42], a method commonly
used to recruit participants from hard-to-reach groups [11],
allowing us to reach 11 ICT regulators, 6 labor law experts,
and 9 activists. In total, we established connections with 50
candidates, including 12 households, 12 domestic workers,
11 ICT regulators, 6 labor law experts, and 9 activists.

We reached out to all 50 candidates by email and phone to
request and arrange interviews. Of these, 38 expressed interest
and completed our screening questionnaire. Consequently, we
successfully recruited 30 participants, representing a diverse
range of backgrounds: 7 household heads, 8 domestic work-
ers, 7 ICT policy makers, 3 labor law experts, and 5 human
and civil rights activists. Together, they collectively represent
15 households, 2 ICT companies, 3 government entities, 2
civil rights organizations, and 2 independent activists. (For
participant demographics, see Appendix-1).

In order to avoid any potential harm or ethical concerns and
to ensure the freedom of participation for domestic workers,
we took measures to exclude participants who were connected
to previous participants based on information provided by do-
mestic workers about their employers. For other participants
(policy makers and activists) we did not rule out people who
might be connected.

3.2 Methodology and Interviews
To address the research question, we conducted semi-
structured interviews with 30 participants from July 2022
to November 2022. The study script was structured using the
funnel technique [23], which involved starting with general
questions and gradually transitioning to more specific ones.
This approach helps build rapport with the interviewees while

13INTAJ: The Information and Communications Technology Association
14JOSA: Jordan Open Source Association

eliciting detailed and relevant information. By initially ask-
ing broad questions and progressively delving into specifics,
the interviewer ensures comprehensive coverage of relevant
topics without overwhelming the interviewee with excessive
details at the beginning.

Grounded Theory [91] was selected as the primary re-
search methodology due to its suitability for investigating
domains with limited prior exploration. Grounded Theory
enables the development of substantive explanatory theories
through structured approaches to data collection, analysis,
coding, and inductive reasoning. It facilitates a comprehen-
sive understanding of smart home power dynamics and data
protection regulations, allowing for the derivation of context-
specific recommendations. By examining research problems
from various perspectives, Grounded Theory uncovers under-
lying perspectives, perceptions, and beliefs that drive behav-
iors, practices, and incidents [25].

We conducted all interviews remotely using Zoom and
Facebook Messenger, which we audio-recorded with the par-
ticipants’ oral consent. A trained researcher conducted the
interviews in English and Arabic – 23 interviews in English,
and 7 interviews in Arabic. The recruitment advertisement
clearly requested volunteers to assist with this study, and our
participants were happy to volunteer without compensation.

3.2.1 Pilot Study

Three pilot interviews were carried out, each corresponding to
one of the three semi-structured interview scripts: households,
domestic workers, and policy makers (including regulators,
labor law experts, and activists). These helped to ensure the
clarity of the questions and detect any issues in the interview
scripts beforehand. No significant alterations were made to
the interview scripts after conducting the pilot interviews.

3.2.2 Interviews

The study included interviews with households, domestic
workers, ICT policy makers, labour law experts, and activists
about the use of smart home devices, their impact on privacy,
privacy concerns, and data protection regulation in Jordan.
The households were asked about the type and use of smart
devices, their relation with domestic workers, and their un-
derstanding of data protection laws. Domestic workers were
asked about their relation with households, their understand-
ing of data protection rights, their use of smart devices, their
privacy concerns and practices, and whether they can enforce
their privacy preferences and why. ICT policy makers, labour
law experts, and activists were asked about the impact of smart
devices on privacy, data protection regulations in Jordan, and
how to mitigate the adversarial implications of smart devices.
To avoid response bias [26] we started with general questions
about privacy concerns without mentioning power dynamics,
marginalized user groups, and household autocracy.
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3.2.3 Data Analysis

Following Strauss and Corbin’s Grounded Theory [41, 91],
we transcribed and analyzed the 30 semi-structured interview
scripts using NVivo 12 Pro. The main researcher translated
the Arabic interviews, taking utmost care to represent the
participants’ insights during the translations without any kind
of alterations or changes to the participants views and insights.

Author 1 (the primary researcher) and Author 2 (the princi-
pal investigator) independently conducted the initial coding of
the interview scripts. Throughout the coding process, Author
2 engaged in discussions with Author 1, seeking clarifica-
tions, insights, and additional data. Author 1 also annotated
the study scripts to provide further context and information.
A total of 187 codes emerged from the initial coding. These
codes were then applied to the remaining interviews through
regular comparisons, and new codes were added where nec-
essary. Subsequently, the two researchers grouped the codes
into themes (axial coding) and categories (selective coding)
based on the dimensions and properties of each theme. Data
saturation (where new data no longer provides significant
additional insights) was separately observed for all three par-
ticipant groups [25, 45].

To verify the credibility of the codebook, Author 2 cross-
checked the codes against the interview transcripts. We tested
for inter-rater reliability and found that the average Cohen’s
kappa coefficient (κ) for all codes was 0.88, indicating strong
agreement [76]. We also tested the findings for reliability and
credibility using triangulation [57] by randomly selecting 7
participants (2 households, 2 workers, 1 regulator, 1 labour
law expert, and 1 activist) and asked them to comment on the
codes and themes. All participants agreed with the identified
categories and themes, and their comments enabled us to
identify some additional insights but did not generate new
themes. In total, we identified 211 codes which we organised
into the categories and themes presented in Section 5.

3.2.4 Research Position and Ethics

Our research focuses on power relationships and their impact
on technology use. We consider our positionality [95] and
its potential influence on participants and research outcomes.
Our overarching research question explores the implications
of power dynamics on technology use, particularly regarding
ethical values such as freedom, fairness, and accountability.
However, we took precautions to ensure that our views did not
bias the research process. These precautions included framing
our interview guide to avoid leading questions, positioning
the study as an exploration of privacy and interpersonal impli-
cations of smart technology, and employing two coders to an-
alyze and cross-check the data. We also prioritized preserving
the anonymity and privacy of our respondents, while remain-
ing vigilant for any evidence of illegal treatment (which we
did not find). As our research is exploratory, we maintained
a neutral standpoint and focused on reporting rather than in-

tervening when evidence of potential unfair technology use
arose. This research area poses challenges, and future studies
may uncover additional instances of exploitation or unethi-
cal situations, necessitating standardized research strategies
and protocols to identify, assess, and address such issues. We
acknowledge the limitations of our study, including the poten-
tial influence of our own biases on the results. Despite these
limitations, we have confidence in the validity of our findings.
To ensure ethical considerations, our study received approval
from the University of Oxford Central University Research
Ethics Committee (CUREC) [Approval: CS_C1A_021_038].
Participants provided oral consent, and we assured them that
their data would be handled with strict confidentiality. In-
terview scripts were encrypted and stored securely. Finally,
participants had the right to withdraw from the study at any
point without providing an explanation, and we assured them
that their data would not be used if they chose to withdraw.
No participants withdrew from the study.

4 Limitations

Similar to all qualitative research studies, this study has some
limitations: 1) We conducted all interviews in English, except
for 7 interviews that were conducted in Arabic with partic-
ipants who were unable to communicate in English. Those
interviews were translated carefully, but it is possible that
some nuances were lost as a result of the language barriers. 2)
Qualitative research depends on researchers’ skills, and can
be influenced by their personal biases [64]. To address this
limitation, the primary researcher is a trained researcher on
designing and conducting interviews to avoid influencing in-
terviewees, and we outlined our positionality in Section 3.2.4.
3) Self-reporting bias is common in interview research stud-
ies [58]. To improve validity and to minimize self-reporting
bias in this study, the researchers avoided leading questions
and relied on open-ended questions. 4) This qualitative re-
search study is limited by the size and diversity of recruited
sample. 5) Due to sensitivity of the study topic, participants
might have biased their answers due to different concerns they
might have. To mitigate this, we explained to the participants
about our security and privacy measures, focusing on how
we will encrypt collected data and process it. 6) In common
with other qualitative studies, our findings reflect the under-
standing of our 30 participants and are not generalisable to a
wider population. Instead, the focus of such explorations is
in gaining a greater understanding of the deeper issues and
concerns, and how they relate to one another. Exploring how
these findings are generalisable is the subject of future work.

5 Results and Findings

This section presents the findings of our study into smart
home power dynamics in Jordan. We present and discuss the
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findings under two key categories: 1) Smart Home Power
Dynamics (Section 5.1), and 2) Perspectives on Mitigating
Smart Home Power Dynamics (Section 5.2). See Appendix-2
for a diagram of the identified categories and themes (Fig-1),
and a general overview of the codebook (Table-4).

Findings show how smart home devices affect and reflect
the power dynamics of household-worker relationships in
smart homes in Jordan. In Section 5.1, we investigate the con-
textual and economic power dynamics in these smart homes,
and we highlight how households exploit smart devices to
monitor and control their domestic workers who can perceive
this as a new kind of modern slavery [43], and how these
exploitative technologies shape the privacy concerns and prac-
tices of households and their domestic workers. In Section
5.2, we discuss participants’ perceptions of privacy rights and
data protection in Jordan. Then we present their aspirations
for mitigating and balancing the socio-economic smart home
power dynamics in Jordan, and how smart technologies could
be used to improve user and bystander agency, rather than
being an extra tool to exploit them.

5.1 Smart Home Power Dynamics

This section presents smart home asymmetrical power dynam-
ics between households (i.e., employers) and their domestic
workers (i.e., employees), and how these power dynamics
affect, and reflect household-worker relationships, and their
privacy concerns, rights and practices. We further break down
this category into the following themes:

5.1.1 Contextual Power Dynamics

Smart Home Social Power Map. Previous studies [47,59,78]
discuss power-control theory and the relative power fathers
have in patriarchal households, and how these inequalities are
reduced in egalitarian households. Supporting these studies,
our findings identified different levels of social power within
households in Jordan; the highest first social power level is
attributed to the family-head (usually the father). Our house-
holds argued that the family-head has the ultimate power in
the home, and the final say in terms of home activities: partic-
ularly decisions related to smart devices and hiring domestic
workers [H01]. However, they added that –in some cases –
the head of the household could be the mother or the elder son
[H01]. Moreover, our findings uncover that in many cases the
family-head is neither the administrator of the smart devices,
nor the direct recruiter of the domestic worker [H05].

The second social power level is attributed to household
members who recruit the worker, and/or who administer smart
devices [H03]. The third social power level is attributed to
smart home visitors. This user group has limited power in the
home, and receives more respect compared to other bystanders
such as domestic workers. [H04] explained: “in Jordan, we
have to respect our visitors, we do not record them, we must

inform them about our cameras”. The lower social power
level is attributed to domestic workers, who usually are unable
to discuss working conditions or enforce privacy preferences.
[W07] explained: “they [households] do not discuss with us
[workers] about devices and how they use them”. However,
we found that skilled or educated workers receive more re-
spect than illiterate workers, [H02] explained: “you cannot
treat educated nurses like illiterate maids”.

Household Privileges. Our findings suggest that house-
holds perceive themselves as having authority over data col-
lection decisions within their smart homes. We observe that
the privacy concerns and practices of users are influenced
by contextual social norms and their past experiences with
data collection through smart technologies. Domestic work-
ers recognize that households, as the owners of the home,
hold the privilege to determine the purpose of using smart
devices (e.g., safety, security, entertainment), and the manage-
ment of collected data [W01]. Both households and workers
argue that households, as the employers of domestic work-
ers, possess the right to establish work rules, conditions, and
maintain records of workers’ activities [H04, W05]. Workers
also emphasize that households, as both employers and home-
owners, possesses additional power in deciding about devices
and data collection [W02]. Furthermore, workers argued that
households can collect data about them as they are consid-
ered strangers within the home environment [W03]. However,
workers acknowledge that privacy expectations in the home
may differ from those in a non-domestic workplace, indi-
cating their potential acceptance of video recording without
audio [W06]. Activists argued for data protection regulations
that address the overlapping privacy expectations between
home and workplace settings, facilitating clearer demarcation
between the two settings [A03].

Contextual Norms and Religious Background Influence
Users’ Relations and Privacy Considerations. This sec-
tion presents how social norms and religious backgrounds
influence users’ relations, privacy concerns, practices, and
considerations with smart devices in Jordan. Regulators ar-
gued that contextual norms and religion both influence user
relationships and privacy practices. [R04] said: “some house-
holds treat their workers well, and in good ways. As Muslims,
[households] have to be good with their workers. They are
employees not slaves”. Moreover, regulators discussed that
households assume Muslim workers are trustworthy [R02];
however, another regulator argued that households assume
non-Muslim workers are more professional and disciplined
[R03]. Regulators also mentioned that social norms and reli-
gious beliefs influence positive privacy practices [R02], and
households argued that religiously committed households will
inform workers about the devices they use [H06]. From their
side, workers believe that Muslim households will treat them
well, and will respect their privacy [W03]. Moreover, findings
uncover that households showed Autocratic Practices in Jor-
dan, as households believe that they are free to do whatever
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they see fit inside their home [H03]. Regulators affirmed that
household autocracy is part of the Jordanian culture [R02].
Despite displaying autocratic practices against workers, ac-
tivists noted that households do not deny workers’ basic rights
(i.e., shelter, salary, and food). Activists argued that this is a
cultural issue, and limiting household power inside the home
will require cultural transformation [A05].

Women Experience Reduced Power and Rights. Reg-
ulators and activists argued that women are a marginalized
group in MAME region [A02,R01], and activists explained
that because of this, foreign female workers experience re-
duced rights and freedom in the home [A02], and also have to
compromise privacy rights “to survive” the contract period
[A02]. One female foreign worker said that she was not al-
lowed to express herself, to go out of the home on her own,
or to talk to outsiders, and she was required to wear loose
clothes, and hijab15 [W06]. Activists argued that many peo-
ple in MAME region consider women a symbol of honor16,
and some households consider female workers’ honor part of
their own honor. [W04] said: “my employer does not allow
his wife to sit with visiting men, and he asked me not to talk
to men”. Regulators also argued that women are protected
through social norms, and religious beliefs in Jordan [R01].

5.1.2 Economic Power Dynamics

Differences in economic status between workers and house-
holds represents one of the key power dynamics between the
two groups, which can result in undermining workers’ ability
to defend or discuss their rights with their employers.

Imbalanced Economic Power Dynamics. Activists ar-
gued that domestic workers come from low economic soci-
eties, thus they accept hard working conditions [A03], and
noted that worker-household relations are shaped by these
economic imbalances [A04]. Workers confirmed this [W02],
and households argued that workers have to accept and respect
the rules of the home [H06]. Adding more details, regulators
highlighted that wealthy households tend to be more auto-
cratic and stringent with their workers due to the economic
disparity between the two groups [R07], “I believe rich fami-
lies put a big load on their maids, and they do not talk with
them about anything other than the jobs they do”. Supporting
this, workers argued that it is more comfortable to work for
average income households compared to higher income ones
[W03]. Activists also thought that the financial gap between
households and workers is huge, and results in households
undervaluing workers’ rights and freedom [A05].

Workers Compromise Privacy Rights. As discussed in
Section 5.1.1, our findings uncover that workers compromise
their privacy rights with smart devices and tend to normal-
ize co-living with them [W07]. Another worker argued that

15Hijab: Head covering worn in public by Muslim women.
16In MAME, female honor depends on chastity, fidelity, and modesty.

Breaching these undermines family and tribal honor.

she accepts devices as she wants to avoid conflicts, and to
maintain good relations with the household: “I find it easier
to accept that and to avoid conflicts with [the household]”
[W05]. Moreover, workers highlighted Difficulty in Finding
Jobs, and explained that they trade-off privacy rights and hard
work conditions to maintain jobs [W05]. From their side,
labour law experts discussed that jobs are becoming scarce,
and not easy to find, which results in workers making trade-
offs to maintain jobs [LE03], adding that workers tend to be
less concerned about privacy when salaries are good [LE03].
A foreign domestic worker [W04] said: “there are no jobs
in my country, I will not lose my job because of cameras”.
Moreover, workers explained that the socio-economic power
dynamics are not on their side, and they are unable to discuss
or enforce any preferences on households [W05].

5.1.3 Smart Devices Impact Users Relations

This section presents how qualities of household-worker rela-
tions (trust, respect, and comfort) are reflected in, and affected
by, the growing use of smart home devices in Jordan.

Privacy Concerns. Smart home devices are increasingly
used to collect, store and share different types of data about
populations in range. Whether these devices are used in-
tentionally or incidentally, they impact the dynamics of
household-worker relation from different angles. Worker
[W03] said: “they installed the cameras last year, and I feel
that my relation with [the household] is not like before”.
Households expressed that smart devices are becoming an
integral part of their daily life [H05], and argued that smart
devices could be helpful in mitigating safety and security
threats [H06]. Both households and workers highlighted that
they are mostly concerned about audio-visual data collection
[H01,W07]. Households, and workers mentioned that they
are not fully aware of what different types of smart devices
might be collecting about them, and where the collected data
stored [H02,W02]. Some also expressed uncertainty about
potential threats on privacy arising from non audio-visual
smart devices: [W02] said “I do not know how smart heating
system, or smart lights could affect me. I am not saying they
are not, but I really do not know how”.

Workers mentioned that they feel uncomfortable being the
target of monitoring [W01], and adopt compensatory practices
to protect their privacy such as avoiding devices, hiding their
face, switching-off devices, or blocking cameras. [W05] said:

“I avoid being close to camera (...) [the family] puts a smart
TV in my room, and I put a piece of gum on its camera”.
Workers also pointed out that they prefer working without
devices [W08], and claimed that finding jobs without devices
is increasingly difficult [W03]. One worker said that he tried
to trade-off working with devices for a higher salary, but the
family rejected [W03].

Strained Relationships. Our findings indicate that work-
ers have perceptions of distrust, disrespect, and lack of trans-
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parency in smart homes [W06]. Workers perceive household
use of smart devices inside the home as a sign of distrust
[W04], which is influenced by the purpose and location of de-
vices [W07]. Conversely, workers expressed their own distrust
towards households due to uncertainty about how collected
data is used, particularly when households conceal or refrain
from informing them about devices [W01]. Both households
and workers acknowledge that smart devices can serve as tools
to demonstrate worker trustworthiness and foster trust within
households. This can strengthen trust between workers and
households, lead to a gradual decrease in monitoring, and blur
the boundaries between home and workplace [H06,H07,W05].
On the other hand, households claim they use devices to mon-
itor their homes, rather than intentionally monitoring workers
[H02]. Furthermore, while workers feel uncomfortable with
smart devices [W04], households argue that they cannot sim-
ply turn off the devices to make workers more comfortable
[H04]. Workers clarify that they do not expect households to
switch off the devices entirely, but rather seek agreement on
when, where, and how households use the devices to create a
comfortable work setting [W01].

Smart Home Devices Reinforce Asymmetrical Power
Dynamics. Similar to what Bernd et. al. [18] discussed, we
found that smart devices reinforce power dynamics between
households and domestic workers as they provide households
with tools to monitor and control workers. Workers argued
that households can use collected data against them in many
ways (e.g., terminate their contracts, exploit, or defame them)
[W04]. However, regulators said that smart devices can be
good for the security of both households and workers, and
can provide evidence in case of any dispute [R04]. Workers
also argued that smart devices could be good as they provide
evidence of workers’ good attitudes and performance [W04].

5.1.4 Foreign Workers Suffer Contract Slavery

Findings demonstrate the strict practices imposed on work-
ers, with households considering the worker’s living quar-
ters as their workplace and disregarding their privacy rights
within the home [H03]. Some workers recounted instances
where households would use devices to record them without
seeking their consent [W01]. Workers argued that these ac-
tions constituted intrusive monitoring and made them feel
constantly surveilled and controlled [W05]. They cited ex-
amples of households using smart devices to monitor them
extensively, leading to discomfort and violations of privacy
[W05]. Furthermore, one worker expressed concerns that they
could be observed during private moments such as changing
clothes or removing their hijab15 [W05]. Another worker de-
scribed how the household remotely monitored her activities
through smart devices [W04]. These practices are indicative
of the limited rights of foreign domestic workers in Jordan,
and could be seen as signs of contract slavery. Expanding on
this, activists argued that foreign domestic workers in Jordan

face marginalization, reduced agency, and a lack of privacy
rights in their employers’ homes [A04]. Some workers said
they felt like slaves—particularly female workers [W06]. La-
bor law experts gave examples of wider mistreatment: some
households confiscate workers’ passports and Identity Cards,
deny vacations, restrict phone and internet access, and con-
fine them to the home for most of their contracts’ periods
[LE03]. Furthermore, activists highlighted the inability of
foreign domestic workers to terminate their contracts without
paying back the cost of recruitment to their employers [A02].
This practice sustains a cycle of contract slavery as work-
ers cannot afford these costs [W06]. Consequently, activists
explained that workers are forced to endure harsh working
conditions and limited rights [A03]. Workers also reported
that recruitment agencies in their home countries fail to clarify
the financial obligations related to contract termination before
their arrival in Jordan [W08].

5.2 Perspectives on Mitigating Smart Home
Power Dynamics

In this section we discuss our findings relating to how par-
ticipants thought the issues surrounding smart home power
dynamics should be addressed.

5.2.1 Privacy Rights and Data Protection

Labour law experts argued that workers do not have explicit
rights in the home, and are not in a position to discuss and
enforce any kind of privacy preferences. They added that
workers needed to respect natural household rights in the Jor-
danian context [LE01]. From their side, households argued
that workers have some private places in the home (e.g., bed-
rooms, and toilets) [H03]. However, workers clearly thought
that they do not have any rights in the home [W04].

Lack of Data Protection Regulation in Jordan. As pre-
sented in Section 2.4, we found that Jordan lacks explicit data
protection laws that address data protection of households,
and bystanders in smart homes. Regulators, labour law ex-
perts, and activists confirmed that Jordan lacks explicit data
protection regulation and policies [A05,LE02,R04]. More-
over, regulators argued that existing laws are outdated [R02],
and activists argued that “privacy is overlooked in existing
laws” [A04]. Regulators mentioned that Jordan applies its
cybercrime law3, and the penal code-Article 3485 [R04]. They
added that privacy – as a general concept – is expressed in the
Jordanian constitution6 [R06]; however, regulators noted that
how this relates to data protection is not explicitly addressed
in the constitution [R03]. Regulators mentioned that Jordan
is about to issue a new data protection law [R07], and argued
that the new law is inspired by the EU GDPR8, and will be
tailored to fit Jordanian context [R03].

Economic-Contextual Influences on Privacy Rights. As
discussed in Section 5.1.2, and Section 5.1.1, activists men-
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tioned some economic, contextual and religious influences
on privacy rights, and highlighted how contextual norms in
Jordan ensure the inviolability of home [A01]. Regulators ar-
gued that religious background and cultural norms encourage
households to inform bystanders (e.g., visitors, and domestic
workers) about smart devices, and do not allow households to
monitor their workers. [R05] said: “In my social culture and
in Islam it is not allowed”. In contrast to this, other regulators
said the existing culture tends towards an autocratic model,
a patriarchal power structure, women being dis-empowered,
and individuals in lower social and economic order being
disadvantaged [R06].

5.2.2 Balancing Power Dynamics

This section presents our participants’ strategies and aspira-
tions to balance smart home asymmetric power dynamics,
prevent exploitation, and improve privacy protection.

Awareness is Important For Protection. To mitigate the
negative effects of smart home asymmetrical power dynamics,
activists mentioned the importance of awareness of different
types of smart devices, and of privacy concerns [A04]. They
argued that improving awareness can mitigate imbalanced
socio-economic power dynamics [A03]. Regulators argued
that awareness is crucial to protection as it enables informed
attitudes and perspectives, and also emphasized that regula-
tions alone are not enough [R05]. Labour law experts argued
that providing social security coverage and health insurance
to workers, and educating them could empower them and help
mitigate unequal power dynamics [LE02]. When we asked
activists, labour law experts, and regulators about how to im-
prove awareness of smart devices and privacy protection, they
suggested a variety of channels: social media, mass communi-
cations advertisements, informing the education system, and
running awareness campaigns [LE02]. Regulators added that
both private and public sectors need to cooperate to improve
public awareness [R04]. Additionally, activists, labour law ex-
perts, and regulators emphasized the importance of awareness
guidelines to be available and accessible [A03,LE02,R04].

Consider Household-Workers Needs. Labour law experts
argued that using smart devices to monitor domestic workers
should be regulated as it is difficult to protect workers’ pri-
vacy without proper regulations that consider and balance the
needs of households and workers [LE02]. In contrast, regula-
tors argued that no law could be adopted that undermined a
household’s freedom [R03]. Our participants overall felt that
balancing the needs of both parties is fundamental to ensure
the safety and security of the home, to protect workers’ rights
and privacy, and to encourage healthy relationships between
them [R03,LE02,A02].

Regulation Modernization to Consider Smart Home
Power Dynamics in Jordan. As discussed in Sections 5.2.1
& 5.2.1, Jordan currently lacks explicit regulations for data
and privacy protection, despite the growing need due to the

growing adoption of smart devices18. Regulators show opti-
mism about the forthcoming law [R01], which is sharply in
contrast with the concerns raised by activists regarding its
effectiveness in addressing users’ privacy concerns [A01].

Regulators acknowledged the global socio-economic con-
text in shaping legislation in this field [R06], recognizing
that Jordan’s influence may not be significant enough to drive
modifications in smart device designs by vendors [R04]. Ac-
tivists and regulators emphasized the potential of international
cooperation to exert influence on large technology companies,
given that domestic regulations alone may not suffice in over-
coming their power [A05,R04]. One avenue discussed was the
introduction of legal liabilities to encourage manufacturers to
enhance smart device design [R05], or the establishment of a
global agreement that sets guidelines for manufacturers to im-
prove their designs [R02]. Regulators also stressed the global
nature of privacy protection as an overarching goal [R05], but
also noted that various different parties hold different views on
the direction and extent of privacy discussions and data laws
in Jordan [R02]. Pushing back against the notion of privacy
being negotiable, activists emphasized that data protection is
a fundamental human right [A04]. Regulators clarified that
the new law would be distinct from existing cybercrime legis-
lation3, while complementing the existing legal framework in
Jordan [R04,R06]. Additionally, both activists and regulators
argued that social norms and religious principles play a vital
role in regulating data protection and maintaining a balance
in smart home dynamics [A05].

Aspirations For Innovative Solutions. Activists argued
that innovation and novel regulation should be accompanied
by privacy protection for all users, and that new technologies
should aim to minimize the ability of users to breach others’
privacy [A03]. Labour law experts suggested using signs to
notify people about existing smart devices, and to get consent
from bystanders [LE02], and activists suggested agreeing on
a global sign or a mark to alert people about existing smart
devices [A01]. Moreover, activists said Artificial Intelligence
(AI) and new technologies could help support privacy protec-
tion [A04]. Critiquing the existing approaches for consent,
one of our household participants noted that devices request
consent only from the device administrator, who consents on
behalf of all other users (passive household members, and
bystanders) [H05], which can result in exposing bystanders
to devices’ data collection activities without their awareness.
Another activist suggested devising new ways for workers to
complain and report privacy violations [A02], and another
proposal was made for a hot-line for workers to report privacy
violations [LE01].

6 Discussion and Recommendations

Our findings show that power dynamics can affect and re-
flect household-worker relationships, and relate to contextual
norms, customs, religious background, and economic status
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of individuals. Here, we propose interventions to rebalance
power dynamics, to protect bystanders’ privacy, and to im-
prove their agency.

6.1 Summary of Findings
The findings were presented under two main categories. The
first category is Smart Home Power Dynamics (Section 5.1),
where we found that smart home power dynamics relate to the
Jordanian contextual norms, customs, religious background
of individuals, and their economic status, and how these af-
fect and reflect dynamics of household-worker relationships.
We found that domestic workers tend to compromise their
privacy rights for received benefits and to avoid conflicts, and
we found that foreign domestic workers can suffer contract
slavery and are a marginalized group in Jordan. Addition-
ally, we found that female workers experience reduced rights,
yet they have some social standing. Moreover, we found that
households, and workers are primarily concerned about audio-
visual data collection and about the purpose of using devices
(e.g., spying and/or controlling of workers). We also found
that they are concerned about the potential data gathering
activities of other smart devices (e.g., smart lights, smart door
locks, smart heating), however, they are not well-informed
about the specific categories of data that are being collected by
these devices, nor are they aware of the possible consequences
of these data gathering activities on their privacy.

The second category is Perspectives on Mitigating Smart
Home Power Dynamics (Section 5.2), where we found that
Jordan lacks explicit data protection laws, and we discuss
participants’ aspirations for mitigating and balancing asym-
metrical smart home power dynamics. As a result, we discuss
and we propose a set of recommendations for interventions
to mitigate imbalanced power dynamics in Jordanian smart
homes, protect privacy, empower domestic workers, and pre-
vent technology exploitation.

6.2 Contextual Interventions
We highlight in Sections 5.1.1 and 5.1.2 the negative impacts
of smart home power dynamics on workers’ agency and pri-
vacy. Given that households are both employers and owners
of the home and devices, they possess the greatest power to
determine how, where, and when to use these devices. Draw-
ing on the findings from Section 5.2.2, we explore contextual
considerations and propose interventions for mitigating smart
home power dynamics.

6.2.1 Consider Jordanian Context

Prior studies have shown contextual variations in privacy
concepts across different cultures and contexts, indicating
the limitations of applying Western research findings to non-
Western contexts such as Jordan [3, 80]. These variations

are evident in several aspects, including the centralization
of decision-making and power, reduced women’s rights, and
the collective nature of MAME societies compared to the
individualistic tendencies in Western societies [16, 79].

However, consistent with previous Western studies [19,
100], our study participants in Jordan emphasized various pri-
vacy concerns (e.g., invasive monitoring), while highlighting
the impact of socio-economic power dynamics on relationship
qualities (i.e., trust, respect, and comfort) between households
and workers. It was noted that Jordanian households adopt
autocratic practices that restrict workers’ agency and limit
their freedom of choice, leading workers to compromise their
privacy rights for received benefits (i.e., jobs, salary, and shel-
ter). Given these findings, it is imperative to address contex-
tual privacy concerns in Jordan, considering the influence of
social, religious, and cultural factors, to mitigate power im-
balances and minimize the risk of privacy violations against
vulnerable domestic workers. Therefore, we propose a set of
recommendations for policy makers and social entities, and
manufacturers for better consideration of this context.

Policy Makers to Consider Jordanian Context. As pre-
sented in Section 5.2.1, we found that Jordan lacks explicit
data protection regulation. Similarly, existing data protection
laws in certain countries (e.g., EU-GDPR8, USA-CCPA11,
Brazil-LGPD17) primarily focus on regulating data protection
with companies and service providers like Google, rather than
explicitly addressing the data protection of smart home users.
To address this, we propose for the upcoming regulation in
Jordan to leverage the social norms and religious background
of Jordanian society. Furthermore, we argue for a more inter-
national approach to data protection regulation, considering
the increasing adoption18 of smart technologies worldwide.
Achieving this global consensus requires collaborative ef-
forts between governments and international and regional
entities such as ITU19, GSMA20, TMForum21, Accessnow22,
and AADR23.

In addition to these international efforts, another proposal
is for new regulations in Jordan also to mandate privacy certi-
fications for smart devices entering local markets. Given the
dual nature of the smart home as both a workplace for domes-
tic workers and a residence, it is also imperative for Jordan
regulators and law-makers to address the specific needs of
marginalized user groups, with a specific focus on women. To
tackle this issue, we propose the establishment of a dedicated
“privacy advice channel” through concerned authorities and
societal entities in Jordan. This channel would provide a plat-
form for workers and household members to seek guidance

17LGPD-Brazil Data Protection Law
18GSMA Report-Realising the potential of IoT in ME
19ITU-The United Nations specialized agency for ICT
20For more details, see: The GSMA is a global ICT industry organisation
21TMForum-The global industry association for ICT service providers
22Accessnow-Organization defends the digital rights of communities at risk.
23AADR-The Arab Alliance for Digital Rights.
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on privacy matters, make recommendations on good practices,
and offer opportunities to report autocratic practices and pri-
vacy violations. In addition, we argue for future regulations in
Jordan to hold households accountable for their utilization of
user data and to establish guidelines for obtaining informed
consent, which is necessary for lawful data processing. To
serve both user groups effectively, we emphasize the impor-
tance of innovative regulations that provide manufacturers
with design guidelines that cater to users’ needs and concerns.
Finally, we note that collaboration among all stakeholders is
crucial, including policy makers, manufacturers, and societal
entities. Addressing these challenges requires not only reg-
ulatory measures, awareness campaigns, and technological
advancements but also a fundamental cultural shift towards
being more responsible with data.

Manufacturers to Consider Jordanian Context. Out-
side of the requirements imposed by regulation, it is also
important for manufacturers to actively engage with socio-
economic power dynamics and privacy concerns of the Jor-
danian context. Companies should engage more deeply with
the principles of privacy by design (PbD) [88] and actively
seek feedback from users in Jordan. Building on previous
studies [32, 74], we recommend international manufacturers
collaborate with local policy makers to establish design guide-
lines that align with the needs and expectations of users in
Jordan, ensuring the inclusion of vulnerable user groups. This
approach will help manufacturers strike a balance between
business interests, user expectations and contextual privacy
needs. Furthermore, companies can deepen their ability to
develop context-friendly devices [101] by enhancing their
designers’ understanding of the contextual concerns in Jor-
dan, and to meet the expectations of domestic workers while
enhancing their agency. We argue that there are substantial
business opportunities for manufacturers who can tailor their
offerings to different markets, including Jordan and wider
MAME areas, given the rapid growth of smart technologies18.

6.2.2 Balance Household-Worker Needs.

Ensuring that households in Jordan will prioritize the privacy
needs of domestic workers and create an environment that
encourages open communication is a significant challenge. In
achieving this, it is important for good practices to be devel-
oped for how households can be more respectful of workers’
privacy in the context of smart homes. To promote privacy-
respecting practices, targeted awareness campaigns should
be conducted for households. These campaigns should ed-
ucate households about privacy risks associated with smart
devices and emphasize the importance of understanding and
respecting workers’ privacy preferences. This will need to
be tempered with guidance to navigate the delicate balance
between workers’ privacy and the safety and security needs
of the home, together with accessing support from govern-
ment authorities and society organizations. Building on pre-

vious studies [37, 99], we suggest the leveraging of Jordan’s
unique social and religious norms – including the customs and
obligations relating to good hospitality or Muslim traditions
of morality (e.g., kindness, honesty, justice) – to shape how
household should engage in proactive communication with
workers regarding privacy. By promoting awareness and edu-
cation, these campaigns should aim to foster an environment
of mutual respect and trust, leading to healthier and more
equitable relationships within smart homes.

6.2.3 Domestic Workers’ Recruitment Agencies to In-
form Workers.

The agencies that facilitate the recruitment of domestic work-
ers should also be encouraged to inform and educate workers
about privacy risks with smart homes. This can be achieved
through tailored booklets and guidelines for workers from
different linguistic backgrounds (e.g., Philippines, Indone-
sia, Ethiopia, and Bangladesh).Recruitment agencies should
also provide comprehensive information about Jordanian cul-
ture, social norms, religious background, work conditions, and
workers’ privacy rights. Collaboration between recruitment
agencies, local policymakers, and concerned organizations is
recommended to develop simple guidelines that achieve a fair
balance between privacy of workers and the needs of house-
holds. Agencies should also obtain workers’ consent through
job contracts, provide tailored information to households, and
facilitate negotiations between workers and households to
mitigate power imbalances and promote healthy relations.

6.3 Technical Considerations & Interventions

Drawing upon the recommendations outlined in Section 6.2.1
and the findings presented in Section 5.2.2, this section dis-
cusses some technical considerations and interventions aimed
at rebalancing power dynamics.

6.3.1 Innovative Technologies & Multi-User Consent

We propose leveraging the outcomes of innovative technolo-
gies, such as Artificial Intelligence (AI) and Machine Learn-
ing (ML), to develop algorithms and statistical models that
enable smart devices to learn from data collected in the con-
text of application. This would enable the identification of
bystanders, decision-making, and actions to support privacy
protection and enhance user agency. AI-enabled smart devices
can learn to improve privacy over time, understand contextual
power dynamics and usage patterns, combine data protection
with users’ recognition technologies (e.g., user identification
and profiling), and hide or delete bystanders’ data. Further-
more, we argue for the empowerment of workers through the
provision of control over collected data. However, achiev-
ing this relies on either obtaining consent from the family or
implementing novel regulations in Jordan to enforce it.
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As pointed out in other studies [9,56], our findings (Section
5.2.2) highlight concerns arising from single-user consent af-
fecting passive users, which can result in unaware people sub-
jected to data collection. We argue that more research should
aim to develop and contextualise multi-user consent mecha-
nisms to fit Jordanian expectations and values. In addition, de-
vices should be designed to prioritize data management across
privacy settings, recognizing the challenges highlighted in pre-
vious studies [27, 49] such as granularity, complexity, user
awareness, interoperability, managing changes in privacy set-
tings, and transparency. One promising approach for this is to
adopt and tailor Information Flow Control techniques to mon-
itor the use of bystander data and enforce regulations [21, 31].

6.3.2 Semiotics of Privacy

To facilitate effective user-device communication, we pro-
pose leveraging Semiotics24 to enhance protection of users’
privacy. This involves using consistent signs and symbols
suitable for Jordanian users and comprehensible for foreign
domestic workers. Considering the complexities of accom-
modating diverse languages, education levels, religious and
cultural norms, as well as the potential of AI, ML, and natural
language processing, Semiotics can help to advance this do-
main. For example, smart devices can employ diverse commu-
nication channels (e.g., audio, visual) to convey their presence
or data collection capabilities to people nearby. Furthermore,
we suggest that smart devices could notify the devices or
mobile apps of bystanders. This could be achieved through
discovery protocols like UPnP25, SSDP26, or BLE27, however,
it is crucial to consider the security implications of revealing
such information.

6.3.3 Data Minimization and Perturbation Techniques

To enhance privacy protection, we propose the use of data min-
imization techniques [46] to ensure data is collected only for
specific purposes. By reducing the amount of data collected,
the risks associated with misuse, exploitation, and exposure
of sensitive information can be mitigated. However, it is cru-
cial to ensure that this reduction in data collection does not
adversely affect the performance or functionality of smart sys-
tems. Combining data minimization with giving bystanders
control over the collection and use of their personal data (see
Section 6.3.1) empowers workers to make informed decisions
and mitigates exploitation. This approach also facilitates a bal-
ance between the amount of data collected and the extent to
which bystanders are authorized to access and control it [46].

Prior research has shown the effectiveness of data per-
turbation techniques and differential privacy in protecting

24Semiotics-The study of signs, symbols, and their meaning
25UPnP- Universal Plug and Play
26SSDP- Simple Service Discovery Protocol
27BLE- Bluetooth Low Energy

datasets [29,30]. We propose to apply perturbation techniques
to bystander data by intentionally adding noise or modifying
the data to protect users’ privacy and prevent exploitation. For
instance, smart devices can collect various types of data from
the home, such as temperature, humidity, light levels, or audio-
visual data, which can be used to infer the presence and activ-
ities of users, including bystanders. However, we argue that
perturbation of bystander’s data makes it harder to accurately
infer information about them. Balancing perturbation of data
with household security and safety requirements is challeng-
ing, and perturbation techniques may not be effective against
all types of internal and external privacy breaches. Therefore,
we may need to combine them with other privacy protec-
tion techniques to ensure robust privacy protection [29, 30].
Finally, our overarching recommendation remains that design-
ing innovative smart technologies should follow established
principles of responsible innovation (RI) [63].

7 Conclusion

Our study explores smart home power dynamics between
households and their domestic workers in Jordan, and makes
a number of recommendations to help balance smart home
power dynamics, to prevent households from using smart tech-
nologies to exploit powerless domestic workers, to improve
domestic workers’ agency, and to protect their privacy.

The study identifies power differentials and household priv-
ileges, and how socio-economic power dynamics affect and re-
flect users’ relations qualities (i.e., trust, respect, and comfort)
in the home. The study reveals that foreign and women domes-
tic workers can suffer contract slavery, and are marginalized
group in Jordan. The study notes perceptions of privacy rights
and data protection, and presented aspirations for interven-
tions to address concerns. The study highlights the lack of
explicit data protection regulations in Jordan, and discusses
that this has left powerless workers unprotected and subject
to imbalanced socio-economic power dynamics in favour of
autocratic households who believe they can use smart tech-
nologies to monitor and record workers without permission.

Finally, the study proposes and discusses interventions
from a variety of contextual, technical, and legal perspectives
in Section 6 which taken together, are aimed at redressing the
balance of power in smart homes, and to help prevent using
smart technologies against powerless domestic workers and
similar user groups in the MAME context of Jordan.

Future work will aim to verify our research findings, and
to capitalize on them. Areas of interest include: a) studying
contextual dynamics and how to balance and leverage them, b)
protecting users from external privacy breaches, c) exploring
how designers can mitigate privacy risks for powerless users,
and d) investigating how policy makers can take into account
bystander concerns.
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Appendix 1 Demographic Information

Table 1: Demographic Information of Domestic Workers

P# Gender Age Group Education Nationality Job Type Competence
with Smart Devices Existing Smart Devices in Home

W01 Female 30-39 Diploma Philippines
Home Nurse, Full-Time,

Lives with Household Proficient Smart Camera, Smart Speaker

W02 Male 40-49 BSc Jordanian
Home Nurse, Part-Time,

Not Living with Household Novice
Smart Camera, Smart TV,

Smart Light

W03 Male 20-29 BSc Jordanian
Home Nurse, Part-Time,

Not Living with Household Proficient Smart Camera, Smart Door Lock

W04 Female 20-29 High school Philippines
Baby Sitter, Full-Time,
Lives with Household Novice Baby Camera, Smart Heating System

W05 Female 30-39 Diploma Jordanian
Baby Sitter, Part-Time,

Not Living with Household Novice Baby Camera, Smart Light

W06 Female 20-29 High school indonesian
Maid, Full-Time,

Lives with Household Novice
Smart Camera, Smart Security

System, Smart Light

W07 Female 20-29 High school Philippines
Maid, Full-Time,

Lives with Household Novice Smart Camera, Smart Speaker

W08 Female 30-39 High school Bangladish
Maid, Full-Time,

Lives with Household Novice Baby Camera , Smart Refrigerator

Table 2: Demographic Information of Households
P# Gender Age Group,

Head of Family (HoF)
Education

Job Used Smart Devices Competence with
Smart Devices

Domestic Worker
Job Type

Worker Nationality,
and Gender

H01 Female 40-49 (HoF) B.Sc.
Pharmacist

Amazon Echo Dot, Roku Smart
Camera, Samsung Smart TV Expert

Maid, Full-Time,
Lives with Household Bangladesh, Female

H02 Female 40-49 (HoF)
B.Sc.

No Job
Google Home, REOLINK

Smart Camera Proficient
Baby Sitter, Part-Time,

Not Living with Household Jordanian, Female

H03 Male 30-39 (HoF) B.Sc.
System Support Manager

Samrt Camera, LIFEX
Smart Light Expert

Baby Sitter, Part-Time,
Not Living with Household Jordanian, Female

H04 Male 30-39 (HoF) M.Sc.
Finance Manager

Hikvision Camera, Sifely
Smart Door Lock Expert

Maid, Full-Time,
Lives with Household Philippines, Female

H05 Female 20-29 (HoF)
M.Sc.

Mechanical Engineer Merkury Smart Camera Expert
Nurse, Part-Time,

Not Living with Household Jordanian, Male

H06 Female 40-49 (HoF)
B.Sc.

Teacher
REOLINK Smart Camera,

LG Smart TV Proficient
Maid, Full-Time,

Lives with Household Indonesian, Female

H07 Female 30-39 (HoF) M.Sc.
CEO & Business Owner

Amazon Echo Dot,
Hikvision Camera Expert

Maid, Full-Time,
Lives with Household Bangladesh, Female

Table 3: Demographic Information of Policy Makers & Activists
P# Gender Age Group Education Domain/Field Organization/Sector Experience Entity

R01 Male 46-50 M.Sc. Regulatory Expert Private - ICT Sector 12 years Mobile Operator
R02 Female 31-35 M.Sc. ICT Regulatory Manager Private - ICT Sector 8 years Mobile Operator
R03 Female 25-30 M.Sc. Regulatory Affairs Team Leader Private - ICT Sector 6 years Internet Service Provider
R04 Male 31-35 B.Sc. ICT Policymaker MODEE7 6 years Government - Ministry
R05 Male 41-45 B.Sc. Minister - MODEE MODEE 12 years Government - Ministry
R06 Male 46-50 B.Sc. ICT Regulation Manager MODEE 14 years Government - Ministry
R07 Female 31-35 M.Sc. ICT Regulation Advisor Telecom Regulatory Commission 6 years Government - TRC
A01 Female 46-50 B.Sc. Human & Civil Rights activist Jordan Open Source Association 8 years Society NGO Organization
A02 Female 31-35 M.Sc. Human & Civil Rights activist Jordan Open Source Association 5 years Society NGO Organization
A03 Female 36-40 B.Sc. Human & Civil Rights activist Amman Center for Human Rights 7 years Society NGO Organization
A04 Male 25-30 B.Sc. Human & Civil Rights activist Independent Activist 4 years Lawyer
A05 Male 36-40 M.Sc. Human & Civil Rights activist Independent Activist 8 years Lawyer

LE01 Male 46-50 M.Sc. Labour Law Expert Ministry of Labour 10 years Government - Ministry
LE02 Female 31-35 M.Sc. Labour Law Expert Ministry of Labour 12 years Government - Ministry
LE03 Male 46-50 B.Sc. Labour Law Expert Lawyer 15 years Government - Ministry
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Appendix 2 - Codebook

Table 4: Summary of Categories and Themes
Categories Themes Sub-Themes

Smart Home Social Power Map
Contextual Power Dynamics Household Privileges

Contextual Norms and Religious Background Influence Users’ Relations and Privacy Considerations
Women Experience Reduced Power and Rights

Economic Power Dynamics Imbalanced Economic Power Dynamics
Smart Home Power Dynamics Workers Compromise Privacy Rights

Smart Devices Impact Privacy Concerns
Users Relations Strained Relationship

Smart Home Devices Reinforce Asymmetrical Power Dynamics
Foreign Workers Suffer Domestic Foreign Workers Are Marginalized Group

Contract Slavery Stringent Practices Towards Domestic Foreign Workers
Privacy Rights and Lack of Data Protection Regulation in Jordan

Data Protection Economic-Contextual Influences on Privacy Rights
Perspectives on Mitigating Awareness is Important For Protection

Smart Home Power Dynamics Balancing Power Dynamics Consider Household-Workers Needs
Regulation Modernization to Consider Smart Home Power Dynamics in Jordan
Aspirations For Innovative Solutions

Figure 1: Visual Representation of Categories and Themes
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