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Abstract 1

Left ventricle functional analysis in 2D+t contrast

echocardiography within an atlas-based deformable

template model framework

Ramón Casero Cañas, Oriel College

For the degree of Doctor of Philosophy, Trinity Term 2008

Abstract

This biomedical engineering thesis explores the opportunities and challenges of 2D+t

contrast echocardiography for left ventricle functional analysis, both clinically and within

a computer vision atlas-based deformable template model framework.

A database was created for the experiments in this thesis, with 21 studies of contrast

Dobutamine Stress Echo, in all 4 principal planes. The database includes clinical variables,

human expert hand-traced myocardial contours and visual scoring.

First the problem is studied from a clinical perspective. Quantification of endocardial

global and local function using standard measures shows expected values and agreement

with human expert visual scoring, but the results are less reliable for myocardial thicken-

ing.

Next, the problem of segmenting the endocardium with a computer is posed in a stan-

dard landmark and atlas-based deformable template model framework. The underlying

assumption is that these models can emulate human experts in terms of integrating previ-

ous knowledge about the anatomy and physiology with three sources of information from

the image: texture, geometry and kinetics.

Probabilistic atlases of contrast echocardiography are computed, while noting from

histograms at selected anatomical locations that modelling texture with just mean inten-

sity values may be too naive. Intensity analysis together with the clinical results above

suggest that lack of external boundary definition may preclude this imaging technique for

appropriate measuring of myocardial thickening, while endocardial boundary definition is

appropriate for evaluation of wall motion.



2 Abstract

Geometry is presented in a Principal Component Analysis (PCA) context, highlighting

issues about Gaussianity, the correlation and covariance matrices with respect to physi-

ology, and analysing different measures of dimensionality.

A popular extension of deformable models —Active Appearance Models (AAMs)— is

then studied in depth. Contrary to common wisdom, it is contended that using a PCA

texture space instead of a fixed atlas is detrimental to segmentation, and that PCA models

are not convenient for texture modelling.

To integrate kinetics, a novel spatio-temporal model of cardiac contours is proposed.

The new explicit model does not require frame interpolation, and it is compared to previ-

ous implicit models in terms of approximation error when the shape vector changes from

frame to frame or remains constant throughout the cardiac cycle.

Finally, the 2D+t atlas-based deformable model segmentation problem is formulated

and solved with a gradient descent approach. Experiments using the similarity transfor-

mation suggest that segmentation of the whole cardiac volume outperforms segmentation

of individual frames. A relatively new approach —the inverse compositional algorithm—

is shown to decrease running times of the classic Lucas-Kanade algorithm by a factor of

20 to 25, to values that are within real-time processing reach.
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CHAPTER 1

Introduction

1.1 Overview

This thesis explores the opportunities and challenges of 2D+t echocardiography for Left

Ventricle (LV) functional analysis, both clinically and as a computer vision problem.

The problem I tackle in particular is automatically finding (or segmenting) smooth

approximations to the LV myocardial boundaries in 2D+t Power Modulation contrast

echocardiography cine loops. I then use those smooth boundaries to compute quantitative

measures of cardiac function such as Ejection Fraction, endocardial motion and myocardial

thickening. I discuss said quantitative measures and compare them to visual functional

scoring of each muscular segment, a qualitative measure commonly used by clinicians.

In this thesis, the problem of myocardial boundary segmentation is formulated in an

atlas-based deformable template model framework. This framework was chosen because

1) it is widely used and well understood in computer vision; 2) it allows to integrate prior

knowledge about image pixel intensities, cardiac geometry variability and cardiac kinetics;

and 3) it is fast compared to other segmentation methods (e.g. level sets).

9
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Within the standard formulation, prior knowledge about pixel intensities is encoded

into a fixed atlas. Prior knowledge about cardiac geometry variability is encoded into

a template, the parameters of a similarity transformation, and a Principal Component

Analysis (PCA) shape space.

Furthermore, I explore two extensions to the standard formulation. First, the Active

Appearance Model (AAM), very popular in the field, gives flexibility to the atlas intensity

values creating a PCA texture space. It has been assumed in the literature that such space

provides better segmentation than a fixed atlas, but I contend that this is not necessarily

the case. I also provide an exhaustive discussion of other key aspects of the AAM that is

missing in the literature.

And second, I propose a novel temporal extension to the standard formulation that

allows to integrate prior information about cardiac kinetics. I compare this extension, that

models time as an explicit variable, to an existing implicit formulation. I also evaluate the

improved performance when segmenting whole cardiac cycles with the temporal extension

compared to segmenting individual frames.

In terms of implementation, I discuss the speed up provided by the inverse com-

positional algorithm approach over the classic Lucas-Kanade algorithm. All automatic

segmentation results are validated against a database of hand segmentations traced by a

human expert.

To sum up, the main contributions of this thesis are a database of contrast echocardiog-

raphy cine loops, with expert hand segmentation of the myocardium and visual functional

scoring of each muscular segment; a novel temporal extension of PCA shape models; an

in-depth critique of AAMs; and the implementation of the extended shape model using

the inverse compositional algorithm.
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1.2 Motivation

The motivation for this thesis arises from the following scenario. The UK is one of the

regions in Europe with highest cardiovascular mortality rates [129]. Ischaemic Heart Dis-

ease (IHD) —caused by reduced blood supply to the myocardium or cardiac muscle—

alone accounted for 17% of all deaths in 2005 [66]. A widely used tool for non-invasive

diagnosis of cardiac disease is echocardiography —an imaging modality that uses ultra-

sound to display real-time images of the heart— due to its low cost, safety, availability

and ease of use.

Current guidelines for the clinical application of echocardiography state that the most

common recommendation is evaluation of Left Ventricle (LV) function [40], one of the

reasons being that LV diastolic disorders are an early indicator of coronary heart disease

[173]. Function is usually assessed visually or quantitatively from endocardial motion

and myocardial thickening. However, one of the main drawbacks of echocardiography is

image quality, as spurious echos render the endocardial border as a ‘blurred haze’ (e.g.

[12, sec. 1.1.1]) and in up to 20% of studies do not allow good enough visualisation (e.g.

[186]). So-called contrast agents can be injected into the vascular system, to safely improve

image quality. But even so, human expert evaluation requires extensive training [144], is

resource intensive, and is subject to error.

Therefore, availability of computerised tools that could help human experts in the eval-

uation of LV function from contrast echocardiography, like the tools studied in this thesis,

would be of great value. In this respect, automated segmentation and functional quantifi-

cation would make evaluation faster, cheaper, more widely available, more reproducible

and more robust. That in turn would enable earlier detection and better assessment of

IHD, information that would ultimately benefit a large number of patients.
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1.3 Breakdown by chapter

Ch. 2: Data

This chapter introduces the necessary background about two-dimensional Power Modu-

lation contrast echocardiography cine loops, and presents the database created for the

experiments in this thesis.

Echocardiography imaging basically consists in sweeping a region of interest in the

heart with a beam of ultrasonic waves, and processing and displaying the resulting echos

on a screen. To improve the image quality, a contrast agent can be injected into the pa-

tient. Contrast agents are gas-filled microbubble suspensions that amplify echos and sub-

stantially improve endocardial definition. Power Modulation is a technique that cancels

echos from tissue, further improving border definition. Moreover, it enables myocardial

perfusion visualisation. This feature gave rise to a clinical hypothesis tested in this thesis,

whether perfusion highlights the myocardium well enough to enable segmentation of the

LV external boundary.

The database contains 21 studies of Power Modulation contrast Dobutamine Stress

Echo B-mode cine loops of 1 cardiac cycle each, in all 4 principal planes —2-chamber (2C),

3-chamber (3C), 4-chamber (4C) and short axis (SAX) at the papillary muscles level.

The database includes clinical variables (age, sex, history of myocardial infarction, . . . ),

human expert hand-traced smooth approximations to the myocardial contours, anatomical

landmarks and visual functional scoring (normokinetic, hypokinetic, akinetic, dyskinetic).

The cine loop acquisition protocol is explained in its clinical context. Visual scoring

and hand tracing of myocardial boundaries were performed off-line by a Level 3 expert,

and used as the criterion standard (gold standard). Hand tracing took for two months to

complete, being by far the main limiting factor in the database size.

Contours were traced with a software application that allows to draw approximating

splines on ultrasound frames. Approximating splines were later converted to interpo-

lating splines, and interpolating splines were converted to configurations of anatomical
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landmarks and pseudo-landmarks, a convenient representation for the geometry models

used in the rest of this thesis.

Ch. 3: Clinical evaluation

Current scientific consensus highlights the importance of LV functional evaluation using

fundamental imaging echocardiography, whether to assess the health of the whole LV

(global function), or of individual myocardial segments (local function).

This chapter reviews clinical measures of LV function, and discusses how they can be

computed from smooth contours like those in the database. This sets the scene for the rest

of this thesis, that tackles the problem of automatically segmenting myocardial contours.

Clinical best practice for functional analysis is compiled from guidelines and standards

from the American College of Cardiology, American Heart Association and American

Society of Echocardiography.

Standard measures are computed for global (Ejection Fraction) and local (Fractional

Area Change) endocardial function, the latter on a standard 16-segment model. Local

function is evaluated from wall thickening too. Experiments compare these quantitative

measures to expert visual scoring.

Four issues are inspected: 1) Whether local functional evaluation is always better than

global evaluation; 2) whether Power Modulation contrast echo enables both endocardial

motion and wall thickening assessment; 3) merits and demerits of endocardial motion

and wall thickening assessment; and 4) limitations and caveats to translate functional

measures into diagnostic information about cardiac disease.

Finally, six patients with outlying EF measures are discussed in depth, illustrating the

limitations of contrast 2D echocardiography functional evaluation.
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Ch. 4: Cardiac segmentation and deformable models

Myocardial segmentation in contrast echocardiography cine loops is a hard problem.

Drawing inspiration from human experts, this thesis aims to integrate three sources of in-

formation into the segmentation algorithm: texture, geometry and kinetics. This chapter

focuses on texture and geometry, while kinetics will be dealt with in Ch. 5.

Ultrasound images are strongly textured with speckle, a deterministic interference

pattern. Training set images are aligned and warped to compute intensity histograms for

selected anatomical locations in the SAX plane, and discussed with regard to Gaussianity,

distribution tails, and the effect of the variance in the segmentation algorithm residuals.

As advanced in Ch. 2, myocardial geometry is represented with (continuous) smooth

interpolating splines and anatomical landmarks traced by an expert. The spline control

points provide the landmarks and pseudo-landmarks for a (discrete) point configuration

representation, without loss of information. Contours are aligned and mapped using

Procrustes analysis to a mean shape, so that location, size and rotational effects are

removed.

Principal Component Analysis (PCA) is introduced, as a popular method in the liter-

ature to compute a space of shape variability called the Point Distribution Model (PDM).

Dimensionality of the shape model is assessed under two criteria: the variance criterion

from PDM literature and the Generalised Information Criterion. The former uses an

arbitrary threshold, while the latter estimates the threshold from the noise level in the

data. I propose an anatomical/functional criterion that computes the threshold such that

the maximum approximation error for the model of the training contours is 1.5 pixels, as

myocardial thickness can typically be as small as 15 pixels in end diastole.

PCA assumes a multi-dimensional distribution of the data. This assumption is found

to be invalid for the shape data. I propose a method that gaussianises each shape variable

to improve the overall Gaussianity of the data. The validity of this method is checked in

terms of the compactness of the 2D shape model, and skewness and kurtosis measures on
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the PCA projections of the data.

The segmentation framework of deformable template models is presented, and differ-

ent templates are compared, for instance the Active Shape Model (ASM) and Border

Active Appearance Model (AAM) templates. In order to integrate previous information

about myocardial ultrasound texture, atlas-based deformable models are introduced. A

probabilistic atlas is a measure of a statistic for each sampling point in the template,

typically the mean. The statistic is computed with the same alignment and warp process

mentioned above for ultrasound histograms. Atlases for contrast 2D echocardiography

are computed and discussed with regard to the feasibility of endocardial and external wall

segmentation in Power Modulation contrast echocardiography.

AAMs are actually an extension of atlas-based models, where the atlas is allowed to

change within a PCA texture space. A review of AAM literature shows their popularity

in the field. The rest of sections in this chapter present an in-depth analysis of specific

components of deformable models, with special emphasis on AAMs.

First, intervolume intensity normalisation is reviewed. I propose to compute its pa-

rameters from the whole cine loop, instead of individual frames, to avoid the bias caused

by the larger number of bright pixels in end diastole than end systole.

Combining different types of variables in PCA models is examined next, and it is con-

tended that a simple PCA on combined variables is equivalent to PCA on the coefficients

of separate PCA models for each variable. These results will be useful to model kinetics

in Ch. 5.

PCA is usually applied to the covariance matrix of the data, but the correlation matrix

can be used too. The study of both cases illustrates physiological relationships between

landmarks and the role of variable scaling. The latter is used to propose a scaling factor

for combination of variables that will be used in Ch. 5 to model kinetics too.

A comparison between AAM and atlas-based segmentation is presented. While AAMs

have been used in the literature for over a decade as segmentation algorithms, I could

not find published experimental evidence that they perform better than atlas-based de-
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formable models. Based on the discussion of the projected-out formulation for the AAM,

and segmentation experiments, I contend that atlas-based segmentation actually may

outperform AAM segmentation.

A further problem with AAMs is the feasibility of computing texture models in prac-

tice. The dimensionality of shape data is low enough for reasonably sized training data

sets, but texture vectors are at least one or two orders of magnitude larger. Practical re-

quirements to build PCA texture models are examined, in terms of time, human resources

and computing power.

Based on the results from this chapter, segmentation will be formulated as an atlas-

based deformable model algorithm in Ch. 6.

Ch. 5: Temporal extension of cardiac PCA shape models

This chapter presents the integration of prior information on cardiac kinetics by extending

the PCA 2D shape model to 2D+t.

Previous 2D+t implicit models tackled this problem by interpolating all data volumes

to the same number of frames, and concatenating the shape vectors from each frame in

a cine loop together. In addition, concatenation reduces the size of the training data set

while increasing the number of variables to model.

To overcome those issues, I propose an explicit 2D+t cyclic shape model, that generates

shapes as a function of shape coefficients and time. Linear time is mapped to two temporal

variables in quadrature to obtain a cyclic model. This is also explained from a Kernel

PCA (KPCA) perspective as data linearisation in feature space. Shape and temporal

variables are combined with the scaling factor from Ch. 4.

I propose an extension of 2D Procrustes alignment to 2D+t, so that pose and scale

are still removed, but kinetic effects are preserved. I also propose a reparameterisation of

time to reflect asymmetries in the cardiac contraction cycle.

The model is assessed visually, in terms of its physiological plausibility. It is also
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evaluated quantitatively and compared to the implicit model under two different scenarios:

1) all frames have different shape vectors and 2) all frames from a volume share the same

shape vector.

Finally, two observed deviations from the expected behaviour that the 2D+t model

does not accommodate are studied: out of plane data, and the effect of functional abnor-

malities on the temporal variable.

Ch. 6: Atlas-based deformable model segmentation

This last chapter poses the segmentation problem in an atlas-based deformable model

framework. A review of implementation schemes from the original forward additive Lucas-

Kanade to the most recent inverse compositional algorithm is outlined. The inverse com-

positional algorithm allows to precompute expensive steps in the Gauss-Newton iterative

optimisation algorithm, and thus, it is much faster.

Hierarchical schemes are introduced to explain the separate formulation of a similarity

transformation and a warp for the template deformation.

The 2D segmentation algorithm is extended with the explicit 2D+t cyclic shape model

from Ch. 5. The 2D+t model imposes a smoothness constraint, and thus, segmentation

of the whole volume is expected to be more robust than frame by frame. To test this

hypothesis, segmentation results from three methods are compared: 1) individual frames

with the inverse compositional algorithm; 2) whole volumes with the forward additive

algorithm; and 3) whole volumes with the inverse compositional algorithm. The three

approaches are evaluated in terms of convergence, accuracy and speed.
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CHAPTER 2

Data

2.1 Echocardiography

Echocardiography is a non-invasive diagnostic tool widely used for the assessment of heart

disease. It basically consists of sweeping a line, plane or, lately, volume, with a linear beam

of ultrasonic waves, in the order of MHz, that intersects the heart in a region of interest.

When the beam crosses an interface between two media (tissue, vessels, blood plasma,

red blood cells) with different acoustic impedance, part of the ultrasonic wave is transmit-

ted, and part reflected. The reflection is specular (the angle of incidence equals the angle

of reflection) for interfaces larger than the wave length, or scattered (in all directions) for

smaller interfaces. Backscatter is the signal reflected back on the transducer. Backscatter

from the specular echos is processed by the ultrasound machine to display the real-time

fundamental image of the heart on a screen. A typical ultrasound system image formation

diagram is displayed in Fig. 2.1.

Some advantages of echocardiography over other cardiac imaging procedures are its

low cost (3 to 20 times cheaper than the others) [139], rapid evaluation, safety, that it is

19
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Figure 2.1: Typical ultrasound system diagram. (Adapted from Mulet Parada [125,
Ch. 3].)

non-invasive, it does not require a special room with magnetic or radiation isolation, the

echocardiography machine can be taken to the patient’s bedside, or into the operation

theatre, and its power consumption is like that of a computer system, while e.g. an MRI

system needs around 100KW. The main problem with 2D echocardiography is poor image

quality in patients with a bad acoustic window, but image quality can be improved with

contrast agents, as discussed below. The second problem is misalignment. In apical

planes, misalignment occurs when the interrogation plane does not lie on the long axis,

and this causes apical foreshortening, which in turn introduces errors in global and local

measures (e.g. [96, 134]). In SAX planes, misalignment occurs when the interrogation

plane is not orthogonal to the long axis. Misalignment is no longer an issue with 3D

echocardiography, because the whole volume is captured instead of just a plane, but 3D

technology is out of the scope of this thesis.

2.2 Contrast echocardiography

In normal fundamental imaging interrogation, echos produced by red blood cells can be

1,000-10,000 times weaker than those produced by tissue. Thus, blood image areas are

sensitive to interference from spurious echos, effectively rendering the endocardial border

as a ‘blurred haze’ [12, sec 1.1.1]. To overcome this problem, contrast agents have been

developed over the last 40 years [128].

Echocardiographic contrast agents are gas-filled microbubble suspensions that are in-
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troduced into the vascular system. Microbubbles produce strong echos, and hence improve

the signal to noise ratio in the image.

The clinical indication of first generation contrast agents (Albunex, Echovist, Levo-

vist) was to linearly amplify the blood backscatter, but the development of the second

generation of contrast agents (SonoVue, Optison, Luminity/Definity), with smaller and

more persistent bubbles, enabled new imaging techniques such as harmonic imaging [128].

Harmonic imaging exploits non-linearities in the propagation media that produce the

emission of echos at multiples of the fundamental frequency (harmonics), in addition to

the fundamental frequency echos. Contrast harmonic imaging makes use of the strong

non-linear response of microbubbles in an acoustic field with approx. peak pressure be-

tween 100 kPa and 1 MPa [12, sec 1.3.1]. This non-linear response is much weaker in

tissue, so band-pass filtering the second harmonic produces an image where regions with

contrast agent appear much brighter. Especially the blood pool is highly contrasted from

the myocardium (opacified), and thus the endocardial border definition is significantly

enhanced [40, sec. V.A] [128, 133, 186]. This is known as Left Ventricle Opacification

(LVO), and is the principal indication second generation contrast agents have been ap-

proved for, in Europe, the USA and other countries [20, 128] [12, sec. 1.2.2]. The safety

and tolerance of contrast agents are extremely favourable [75, 178]. Currently, contrast

agents are recommended by the American Society of Echocardiography (ASE) for studies

where the endocardial definition is suboptimal —when at least 2 segments1 of the LV

cannot be visualised [186]. This is typically the case with obese patients and those with

lung disease, who comprise 10% to 20% of all echocardiography examinations [128]. But

contrast agents can be useful to improve border definition and image alignment (it helps

to avoid off-axis scanning) even in studies with good image quality [133].

LVO can be further improved using new low power techniques such as Power Modula-

tion, that prevent bubble destruction and artifacts produced by second harmonic imaging

[133, 177]. Power Modulation consists in sending a sequence of pairs of pulses, the first

1Left Ventricle segment models will be presented in section 3.3.1.
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with a small amplitude A, and the second with an amplitude A/2. Both pulses have the

same shape when leaving the transducer, and are reflected by tissue and microbubbles.

At the receptor, the second reflection is multiplied by 2, and substracted from the first

reflection. As tissue is assumed to behave linearly for a small A, the substraction is almost

zero. Microbubbles, on the other hand, behave non-linearly, change the pulse’s shape and

thus, the substraction returns a harmonic signal (see e.g. [192, Ch. 2]).

Power Modulation, in effect, removes tissue backscatter and so enhances the endocar-

dial border definition by increasing the contrast between the blood pool and the muscle.

In addition, it enables Myocardial Contrast Echocardiography (MCE) for perfusion evalu-

ation, because the small pulse amplitude minimises microbubble destruction. A downside

to Power Modulation is that the frame rate is lower (16-25 Hz) than for second harmonic

imaging, but it is still fast enough for functional evaluation. In a very recent review,

myocardial perfusion has been found to have the same diagnostic accuracy as radionu-

clide imaging for the detection of CAD, while being cheaper, more portable and safer

[20]. Therefore, it can be expected that perfusion evaluation will receive increasing in-

terest in the near future. Our contrast DSE database studies were obtained using Power

Modulation, but perfusion evaluation is beyond the scope of this thesis.

Instead, the reason for using Power Modulation in this thesis was the clinical hypothesis

that myocardial perfusion would help segmentation by highlighting the muscle area thanks

to intramural and epicardial vessels. The merit of this hypothesis will be criticised in

section 3.4.2.

2.3 Contrast DSE database

A contrast Dobutamine Stress Echocardiography (DSE) database was built for this thesis.

DSE is a clinical test where the drug dobutamine is slowly injected into the patient.

Dobutamine stresses the heart, making it beat faster and allowing the clinicial to assess

Ischaemic Heart Disease (IHD) in a controlled environment.
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Cine loops were recorded at baseline (rest or no stress), intermediate and peak stress

levels. Only baseline data was used in my experiments, as stress analysis is beyond the

scope of this thesis. The reason to obtain the baseline data from DSE studies is that as

stress echocardiography always requires optimal image quality and image quality decreases

with stress [133], contrast is used more frequently. For example, contrast is used in 60%

of all stress examinations in the John Radcliffe Hospital, Oxford [13].

The database contains 2D Power Modulation contrast echocardiography loops from

21 patients, acquired at the John Radcliffe Hospital by Prof. Harald Becher and Dr.

Jon Timperley (both Level 3 echocardiographers2). The reason for the limited size of

the database has more to do with the time and resources constraints imposed by hand

segmentation of the myocardium than with the capacity of the hospital to acquire cine

loops. This will be explained in more detail in section 2.4.

Each cine loop is gated at end diastole and contains 1 cardiac cycle. Images were

acquired with a Philips Sonos 5500 (also known as HP or Agilent Sonos 5500) echocar-

diography system, and saved to computer files in the proprietary format Agilent DSR

TIFF. Each file contains a stack of JPEG-compressed YBR-coded greyscale 2D images

with 256 levels of grey in the ultrasound window, but for the electrocardiogram (ECG,

see Fig. 2.3b), that is green.

Each patient was imaged in the 4 principal planes, as illustrated by Fig. 3.2a: 2-

chamber (2C), 3-chamber (3C), 4-chamber (4C) and short axis (SAX) at the papillary

muscles level. The standard protocol used at the John Radcliffe Hospital was followed

[178]. Examples of the frames in the database are shown in Fig. 2.2. To help with the

interpretation of the images, end diastole frames from each plane are labelled in Fig. 2.3.

The contrast and stress agents used were Bracco SonoVue (0.8 ml/min) and dobutamine,

respectively. The contrast and stress agents were injected through a intravenous (IV)

cannula connected to two pumps —one for each agent— through a three way tap. The

contrast pump is specific for SonoVue; it provides constant agitation and can be prepared

2The competence description of Level 3 echocardiographers is presented in section 4.2.
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2 min prior to the study, and started by the sonographer with a remote control.

The clinical history of all patients was tabulated, and visual local function scoring

for each segment was performed by Prof. Becher. Local function and visual scoring will

be explored in detail in the next chapter in section 3.3. Myocardial contours were hand

traced for all frames, as explained below in section 2.4.

A Java wrapper was coded around proprietary legacy C/C++ code owned by Mirada

Solutions Ltd. (now Siemens Molecular Imaging) to read the DSR TIFF image data,

anonymise it and save it to standard-compliant DICOM files using the US Multi-Frame

Image Module [130, A.7.4], so that it can be easily loaded from Matlab or other software

applications. In Matlab, all frames were converted to greyscale. The last frame of each

cardiac cycle only contains half the number of rows of previous frames. Those missing

rows were interpolated so that all frames have the same size.
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(a) 2C end diastole. (b) 2C end systole.

(c) 3C end diastole. (d) 3C end systole.

(e) 4C end diastole. (f) 4C end systole.

(g) SAX end diastole. (h) SAX end systole.

Figure 2.2: Examples of Power Modulation contrast frames, in end diastole and end
systole, for the four principal planes: 2C, 3C, 4C and SAX.
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(a) 2C end diastole. (b) 3C end diastole.

(c) 4C end diastole. (d) SAX end diastole.

Figure 2.3: Commented Power Modulation contrast frames, in end diastole, for the four
principal planes: 2C, 3C, 4C and SAX. LV: Left Ventricle. RV: Right Ventricle. LA: Left
Atrium. ECG: Electrocardiogram.
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2.4 Contours and landmark configurations

Endocardial and epicardial contours were initialised by Dr. Timperley using a custom

built software application with a Graphical User Interface (GUI), called Quamus (Mirada

Solutions Ltd.). The GUI displays a frame of an echocardiography loop and allows the

expert to draw continuous contours adding control points with the mouse, and then save

them to a text file. These contours will be called Quamus contours. In brief, they are

closed quadratic approximating splines; control points do not lie on the contour and there

is no correspondence between them from contour to contour (see Fig. 2.4a for an example,

and Appendix A for details).

Quamus contours were corrected by Prof. Becher, by dragging control points with

the mouse on a computer. This took for 1+ hour almost everyday for 2 months. Hand

segmentation is very slow for three reasons: 1) Human experts are extremely busy and

have a great amount of responsibility at the hospital, so it is hard for them to allocate

time for hand tracing; 2) image quality is poor and makes the expert browse back and

forth through the cine loop to extrapolate contour points; and 3) clicking and dragging

points with the mouse on a computer screen, frame by frame, is a painstaking process.

Due to the slowness of the process, it was not feasible to include more studies in the

database.

Quamus contours were sampled with a constant number of points, and a natural

interpolating cubic spline3 was fitted to them. The reason to use interpolating, rather

than approximating, splines is that for interpolating splines, control points belong to the

contour, while for approximating splines, control points are external to it. I will propose

in section 4.4 that a convenient representation of the geometry for cardiac contours is a

configuration of landmarks and pseudo-landmarks that belong to the contour and define

a sparse correspondence between curves. This configuration of landmarks and pseudo-

landmarks can be easily obtained from the control points of interpolating splines, but not

3Natural cubic spline fitting is implemented in Matlab by function cscvn(), using centripetal
parametrisation for the knot vector [102].
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from the control points of approximating splines.

While it is true, in general, that interpolating splines could be susceptible to ringing

(large oscillations of the interpolated contour around the true myocardial border), in

practice this is not an issue for our data. The myocardial representation used in this

thesis is very smooth, and distance between control points is large enough to preclude

ringing.

In apical planes, the base segment was then removed, as it does not correspond to

any anatomical feature. Sampling points were placed on anatomical landmarks and at

(a) Quamus approximating quadratic
splines, 19 and 20 control points endo-
cardium and epicardium, respectively.

(b) Natural interpolating cubic splines,
25 control points for both endocardium
and epicardium.

Figure 2.4: Difference between approximating and interpolating splines. 2C endocardial
(◦) and epicardial (×) contours and control points.

equidistant arc lengths between them: in apical planes, there is 1 anatomical landmark

at the apex, and 2 at both sides of the mitral valve; in SAX planes, 1 at the infero-septal

beginning of the RV. Thus, sampling points are a collection of landmarks and pseudo-

landmarks. The difference between Quamus approximating splines and the resampled

natural cubic interpolating splines is illustrated in Fig. 2.4. To assure that no relevant

information was lost with the sampling, the number of control points was increased until

the distance between the Quamus and the cubic contour was less than 1 pixel, as illustrated
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by Fig. 2.5. It was found that apical and SAX contours can be conveniently represented

by 25 and 15 pseudo-landmarks, respectively.

To sum up, cubic interpolating splines fulfil 3 conditions: 1) they approximate expert

hand-traced contours to an arbitrarily small error with an increasing number of sampling

points, that in practice has been found to be small; 2) the sampling points become control

points of the spline, so landmarks and pseudo-landmarks become the minimum set of

points that contains all the information about the spline; and 3) the sampling points

establish a sparse correspondence between contours. Table 2.1 summarises the comparison

between Quamus contours and cubic interpolating splines.

Quamus quadratic approximating
spline

Natural cubic interpolating spline

Hand traced by expert Approximation to Quamus con-
tour to arbitrarily small error

Uniform knot vector Centripetal parametrisation knot
vector

Control points /∈ contour Control points ∈ contour
3 or 1 landmarks 25 or 15 (pseudo) landmarks
Control points 6= landmarks Control points = (pseudo) land-

marks
No sparse correspondence be-
tween landmarks

Sparse correspondence between
(pseudo) landmarks

Table 2.1: Comparison of Quamus contours to natural cubic interpolating splines.
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(a) 3 sampling points (3
anatomical landmarks).

(b) 9 sampling points (3
anatomical landmarks, 6
pseudo-landmarks).

(c) 15 sampling points (3
anatomical landmarks, 12
pseudo-landmarks).

(d) 36 sampling points (3
anatomical landmarks, 36
pseudo-landmarks).

Figure 2.5: Approximating the natural interpolating cubic spline (dashed) to the Quamus
contour (solid). The natural cubic spline is interpolated from different number of points
sampled from the Quamus contour. Sampling points are placed on anatomical landmarks
and at equidistant arc lengths between them: in apical planes, there is 1 anatomical
landmark at the apex, and 2 at both sides of the mitral valve; in SAX planes, 1 at the
infero-septal beginning of the RV.
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Clinical evaluation

3.1 Background

Current guidelines for the clinical application of echocardiography were published in 2003

by Cheitlin et al. [40], and state that the most common recommendation is evaluation of

Left Ventricle (LV)1 systolic function [40, sec. V]. The LV is important because oxygen-rich

blood is pumped out from it at high pressure into the systemic circulation, LV diastolic

disorders are an early indicator of coronary heart disease [173], and it is also most con-

veniently positioned near the ultrasound probe. This evaluation can be performed using

linear measurements (M-mode), but the principal non-invasive method is 2D echocardio-

graphy, as it enables assessment of global and regional systolic function [40, sec. V], both

visual and quantitative.

Standard recommendations by the American Society of Echocardiography (ASE) for

quantification of LV systolic function in 2D echo have been available for almost 20 years

[152, 153] and they are continually updated. These recommendations were updated and

1Right ventricle evaluation is more problematic due to ‘its heavy trabecular pattern and to the difficulty
in obtaining standardised imaging planes’ [40, sec. V.B.1.g].

31
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extended to other chambers by Lang et al. [96] in 2005. In the following sections, meth-

ods for the assessment of global and local function are presented, followed by special

considerations about contrast echocardiography. Finally, the methods are discussed using

experimental results from our database of 21 patients.

3.2 Global function

For global function, the recommended and best validated quantitative measure is Ejection

Fraction (EF) [96], defined as

EF =
VED − VES

VED

(3.1)

where VED, VES are the end-diastolic volume and end-systolic volume, respectively. EF

can be assessed by experts using visual estimation, but quantitative methods may be more

reproducible [40, sec. V.A]. The most common way of quantifying LV volumes is applying

the biplane method of disks (modified Simpson’s rule) [96].

The biplane method of disks assumes that the endocardial boundaries for the 2C and

4C planes are known. The method comprises the following steps [152, 153]: First, the

mitral annulus mid-point is computed. The apical long axis is defined as the segment that

links the mitral annulus mid-point and the apex. Sections are computed perpendicular

to the long axis, under the assumption that corresponding sections in 2C and 4C form

an elliptical cylinder or disk. It is common to use N = 20 sections. The extra section at

the base has triangular form. Note that some details on how to compute volumes were

not specified by [152, 153]. Specifically, I approximated the volume of the extra section

at the base with an equivalent rectangle with height the distance between the mitral

annulus mid-point and the first disk. I also used the numerical integration midpoint rule

to compute the diameters of each disk, d2C, d4C. For the extra section at the base, I used

as diameter the length of the first disk boundary. The method is illustrated in Fig. 3.1. In

order to include the base section, I had to tweak the definition from [152, 153] to express
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the total volume V as

V =
πLmid

4
d2C,0d4C,0 +

π(Lapical − Lmid)

4

N∑
i=1

d2C,id4C,i (3.2)

where Lmid is the distance from the mitral annulus mid-point to the first section boundary,

Lapical is the length of the apical long axis, d2C,0d4C,0 are the equivalent diameters for the

base section, and d2C,id4C,i are the diameters of the i-th disk, i = 1, . . . , N .

(a) 2C end diastole (ED). (b) 2C end systole (ES).

(c) 4C end diastole (ED). (d) 4C end systole (ES).

Figure 3.1: Biplane method of disks (modified Simpson’s rule) for Patient 001.
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3.3 Local function

Global function evaluation is limited, as usually functional abnormalities are local. The

severity of local abnormalities can be underestimated in a global measure, or even com-

pletely masked by a functional increment in the rest of the myocardium. Thus, it is of

great interest to develop an evaluation methodology for local function. Nonetheless, the

2003 Guidelines admitted that despite the availability of many useful methods, it is still

controversial which one is optimal [40, sec. V.B].

3.3.1 Segment model

To evaluate LV local function, the myocardium is partitioned into imaginary segments.

There are many partitions used in different modalities, the more standard being the 16-

segment model proposed in 1989 by the ASE [153], and updated by the American Heart

Association in 2002 to the 17-segment model in Fig. 3.2a [37] by adding a segment for

the apical cap. But in fact, the 16-segment model is more appropriate for functional

assessment, as the apical cap does not move in the normal apex [96].

The reasons behind the 16-segment model were [153]: ‘1) Anatomic logic. 2) Easy

identification of the segments using internal anatomical landmarks. 3) Relationship of

the segments to known coronary arterial supply. 4) A uniform scoring system for grading

the severity of segmental wall motion abnormalities’. Points 3) and 4) are discussed in

sections 3.3.2 and 3.3.3, respectively.

3.3.2 Coronary artery supply

Despite being a reason for the 16-segment model, unfortunately the relationship between

segments and coronary arteries is not straightforward. It is generally accepted that there

is a connection between Coronary Artery Disease (CAD) and regional wall-motion abnor-

malities (RWMAs), but this connection has noteworthy limitations that are not always

acknowledged in the literature. First, partial/total occlusion of a major coronary artery
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(a) Segmental analysis of LV walls.

(b) distribution of coronary arteries.

Figure 3.2: 17-segment model of LV walls and distribution of coronary arteries: Right
coronary artery (RCA), left anterior descending (LAD) and Circumflex (CX). (Reprinted
from Lang et al. [96] with permission).
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can result in ischemia/infarction and thus RWMA in the segments it feeds, but if the

myocardium is fed by secondary arteries, the problem in the major artery may remain

inconspicuous. Second, RWMA may arise from a variety of causes (e.g. left bundle branch

block), and not only CAD (e.g. [160]). Finally, Lang et al. [96] proposed Fig. 3.2b as a

good first approximation for the typical distribution of coronary arteries, but noted that

arterial distribution varies between subjects. In fact, different publications do not agree

in the coronary artery distribution for certain segments, as shown in Table 3.1.

Segment Plane [96] [37] [151] [16]

Basal inferoseptum 4C RCA RCA RCA RCA
Mid inferoseptum 4C RCA/LAD RCA LAD RCA
Apical septum 4C LAD LAD LAD LAD
Apical lateral 4C LAD/CX CX LAD LAD

3C LAD CX N/A LAD
Mid anterolateral 4C LAD/CX CX CX CX
Basal anterolateral 4C LAD/CX CX CX CX

Basal inferior 2C RCA RCA RCA RCA/CX
Mid inferior 2C RCA RCA RCA RCA/CX
Apical inferior 2C LAD RCA RCA LAD
Apical anterior 2C LAD LAD LAD LAD

3C LAD LAD N/A LAD
Mid anterior 2C LAD LAD LAD LAD
Basal anterior 2C LAD LAD LAD LAD

Basal inferolateral 3C RCA/CX CX CX RCA/CX
Mid inferolateral 3C RCA/CX CX CX RCA/CX
Mid anteroseptum 3C LAD LAD LAD LAD
Basal anteroseptum 3C LAD LAD LAD LAD

Table 3.1: Assignment of segments to coronary arterial territories from different authors:
Lang et al. [96] (the most recent and authoritative), Cerqueira et al. [37], Sawada et al.
[151], Beleslin et al. [16]. RCA = Right Coronary Artery, LAD = Left Anterior Descend-
ing, CX = Left Circumflex Coronary Artery, N/A = Not available.

3.3.3 Scoring system

Local function evaluation in the clinical setting usually employs a qualitative scoring

system. The scoring system assigns one of the following values to each segment, after visual

inspection [96, 153]: 1 = normokinesis or hyperkinesis, 2 = hypokinesis, 3 = akinesis,
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4 = dyskinesis (paradoxical systolic motion), 5 = aneurysmal (diastolic deformation).

Dyskinetic segments are asynchronous with the rest, i.e. they increase the size of the

cavity in systole, while the rest of segments decrease it. When building the contrast DSE

database, scoring of dyskinetic segments was split into 2 sub-scores: A = asynchronous

normokinesis, B = asynchronous hypokinesis.

While the scoring system provides a standardised framework for expressing a qualita-

tive assessment of regional LV function, research has also focused on finding quantitative

measures, mostly derived from endocardial motion, myocardial thickening and myocardial

perfusion.

3.3.4 Endocardial motion

In 2D echocardiography, LV endocardial motion is easier to assess than thickening, because

the blood/myocardial boundary is better imaged than the external boundary (formed by

the epicardium and the Right Ventricle’s endocardium). There are several reasons: the

epicardial interface is less echogenic, the RV endocardium is heavily trabeculated, and

sometimes part of the myocardium falls outside the ultrasound window or is occluded by

a rib shadow2.

Segmental endocardial motion can be quantified using line or area measurements.

Using ventriculograms from 34 patients, Gelberg et al. [69] found that area measures

are more sensitive and specific to detect abnormalities than radial (from the wall to the

centroid) or chord (from wall to wall) line measures. Carstensen et al. [35] compared

several Fractional Area Change (FAC) measures. Centroid methods partition the cavity

area as illustrated by Fig. 3.3a. FACext is computed using floating external reference

points to create the partition in Fig. 3.3b. Centroid methods can be fixed (FACfix, using

the ED centroid for all frames) or floating (FACfloat, computing a different centroid for

2H. Becher and J. Timperley (John Radcliffe Hospital) noted that rib shadows were a major obstacle
for epicardial segmentation when we were creating the contrast DSE database. This was later confirmed
by M. Mulet-Parada in a personal communication, from his own experience while writing his DPhil Thesis
[125] on LV segmentation and tracking.
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each frame). Carstensen et al. did not find significant differences between centroid and

external reference methods. Floating reference systems were found to introduce error in

the measure, but are better suited when there is substantial intrathoracic motion of the

heart. Jacob et al. [83, 84] proposed measuring endocardial excursion as the distance

from a landmark at ES and ED in a Principal Component Analysis (PCA) shape model3,

and computed the excursion for each segment as the average excursion of 4 landmarks.

The measure was normalised by the largest excursion of all segments. Experiments were

run on 4 patients and 1 patient, respectively, so the results are inconclusive. Caiani

et al. [32] used a FACfloat method in SAX contours obtained from MRI images. Bermejo

et al. [18] used contrast echocardiograms to validate semi-automatic segmentation of the

endocardium. Endocardial motion was measured on 27 patients using radial shortening,

i.e. change in the distance from myocardial points to their Nearest Neighbours (NNs) on

the long axis (a similar idea to FACext, but without integrating the area and using internal

reference points). Radial shortening values showed noticeable overlapping between normal

and abnormal, although when thresholds to identify RWMA were adjusted to the typical

endocardial excursion of each segment, discrimination accuracy was very high (area under

the ROC = 0.87).

3.3.5 Myocardial thickening

Myocardial thickening is recommended by the ASE as a complement to improve func-

tional evaluation [96]. Endocardial motion evaluation alone can underestimate RWMA,

if ischemic or infarcted myocardium is dragged by healthy tissue; or it can overestimate

it, if healthier adjacent regions are affected by ‘tethering, disturbance of regional loading

conditions, and stunning’ [96].

Evaluating myocardial thickness in 2D echocardiography with linear measures can be

seen as a sparse or dense correspondence problem between the endocardial and external

boundaries. Different approaches to measuring wall thickness are reviewed and discussed

3Principal Component Analysis (PCA) shape models will be explained in detail in Ch. 4.
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(a) Using a centroid. (b) Using external refer-
ence points.

Figure 3.3: Fractional Area Change (FAC) measure methods. (Reprinted from Carstensen
et al. [35] with permission).

in the rest of this section, taking into account that there are no standard clinical recom-

mendations.

Radial shortening (e.g. as used for wall motion by [18]) could be extended to wall thick-

ening, but it has been shown that wall deformation follows directions towards different

centres, and that assuming a single centroid introduces evaluation errors [185]. Dumesnil

et al. [59] traced endocardial and epicardial contours on ventriculograms from 32 patients.

Noting that the shortest distance between both contours is not necessarily the true wall

thickness, they preferred the term ‘wall dynamics’ rather than ‘wall thickness’, but the

latter is commonly used in the literature. The authors computed thickness as the distance

between endocardial points and their Nearest Neighbours (NNs) on the epicardium, and

averaged values within the same segment. Similarly to EF, they defined Wall Thickening

(WT) as

WT =
TES − TED

TED

(3.3)

where T is thickness, and found that even though mean values for normal and abnormal

segments were statistically significantly different (p < 0.2), the overlap between both dis-

tribution was large. NNs provide a reasonable approximation to wall thickness when both
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myocardial boundaries are parallel to the long axis, but not in basal and apical segments,

as illustrated by Fig. 3.4a. Mizushige et al. [123] used M-mode echocardiography orthog-

onal to the wall to measure WT on 28 patients, and found a significant correlation with

coronary stenosis. Jacob et al. [83, 84] extended their wall motion measure (see above)

to compute WT, and applied it to a few case studies. This assumes a correspondence

between the endocardium and external boundary through the shape space that has no

known anatomical interpretation. A popular method in medical literature is the centreline

method proposed by Sheehan et al. [162], illustrated in Fig. 3.4c. Von Land et al. [185]

noted that the centreline method suffered from chords crossing each other, and that in or-

der to compute the centreline, a correspondence must already be known. They proposed

an iterative algorithm that at each step uses the current correspondence to recompute

the centreline, and vice versa; the algorithm also avoids crossings and smooths sudden

curve changes. A similar solution, the iterative average curve method, was later and in-

dependently proposed by Chalana and Kim [38], but it does not prevent chord crossings.

The evolution of the algorithm is illustrated by Fig. 3.4c and 3.4d. Papademetris et al.

[135, 136], independently proposed the Symmetric Nearest Neighbour (SNN) correspon-

dence algorithm. This algorithm avoids the need for iterations. The SNN idea is, in fact,

similar to that used by von Land et al. [185] to find reliable correspondences. Examples

for the SNN correspondence algorithm are shown in Fig. 3.4 for apical and SAX planes.

3.3.6 Myocardial perfusion

Finally, myocardial perfusion is defined as tissue blood flow at the capillary level (e.g. [20]).

Perfusion is a relatively new measure of regional function, thanks to the introduction

of new generation contrast agents and imaging techniques. Perfusion evaluation was

mentioned briefly in section 2.2, but it is beyond the scope of this thesis.



Chapter 3. Clinical evaluation 41

3.4 Experimental results

3.4.1 Global function experiments

Baseline studies from the Power Modulation contrast DSE database were used to evaluate

global function in 21 patients (10 normal, 11 abnormal). Endocardial contours from 2C

and 4C planes were used. The frames with the largest and smallest areas were labelled as

ED and ES, respectively. LV volumes (ED and ES) were computed applying the biplane

method of disks to the 2C and 4C planes contours, as described in section 3.2. EF was

computed using Eq. (3.1).

Fig. 3.5a shows box-and-whisker plots for EF stratified as normal and abnormal pa-

tients. Overlapping notches indicate lack of evidence to reject the null hypothesis that

the medians of the two groups are equal at the 5% significance level. That is, there is

no evidence that median EF is statistically different in normal and abnormal studies and

thus, diagnosis would not be possible with this measure and criterion. But lack of sta-

tistical significance does not mean lack of clinical interpretation. The failure of the null

hypothesis test can be attributed to the large EF variance in the abnormal group. To

overcome this problem, another experiment was run where EF was corrected for mean

scoring (computed as the average scoring for all 12 segments in 2C and 4C). The results

suggest a linear decrease of EF with increasing scoring values, as shown in Fig. 3.5b.

Comparing the corrected EF to the severity of abnormality intervals recommended by the

ASE [96, Table 6] suggest that this experiment’s results slightly overestimate EF. The

corrected EF graph also allows easier identification of 6 outliers. Information about the

outliers has been summarised in Fig. 3.6. Each case is discussed in the rest of this section,

as it can help to understand the limitations of global function evaluation from contrast

echocardiography.

Patient 006: (∇, Fig. 3.6a) This patient is severely abnormal. Scoring reflects an

akinetic apex, dyskinesis in the inferior wall and hypokinesis in the lateral and antero-

lateral walls. The EF=44% looks abnormal enough, but when corrected with the mean
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scoring, it is overestimated by approx. 10%-15%. The myocardial contours indicate that

the reason is a large displacement in the anterolateral endocardial wall in 4C (expected

to be hypokinetic to akinetic). Given that the apical endocardium’s lack of movement in

2C agrees with the scoring, and that the patient has a history of myocardial infarction,

the large displacement in 4C could be attributed to failed hand tracing or to a shift in

the interrogation plane halfway through the cycle. The latter argument is supported by

jump in epicardial motion visible in the cine loop.

Patient 012: (©, Fig. 3.6b) This patient is hypokinetic in 3 segments, but his EF is

high (EF=69%). One of the hypokinetic segments is basal inferoseptal in 4C. The normal

excursion in this segment is very small, so even if it is hypokinetic, its impact in the EF

is negligible. The other 2 segments are part of the anterior wall in 2C. The apical lateral

segment has reduced excursion, but the mid lateral segment seems to be dragged by the

healthy basal lateral segment.

Patients 022, 038 and 039: (�, ♦ and +; Figs. 3.6c, 3.6d and 3.6e). These patients

have large EFs, between 70% and 90%. Inspection of their corresponding contours suggest

that the interrogation plane is off-axis, mostly in the 2C plane. This causes an apparent

large movement of the external wall, apical foreshortening and overestimation of the EF.

Patient 040: (4, Fig. 3.6f) Visual inspection of the 2C images suggest insufficient

LV opacification, that is worse towards the base. Hand tracings of the endocardium

and inferior wall at the base actually intersect (this is anatomically unfeasible). Thus,

endocardial tracings in 2C cannot be trusted in this case. This patient is particularly

outlying because both her EF and mean scoring are simultaneously too large. The large

mean scoring can be explained by the two dyskinetic septal segments. They contribute

as hypokinetic segments in terms of EF, but with values of 4 to the mean scoring value.
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(a) External NNs to endocardial points
(2C).

(b) External NNs to endocardial points
(SAX).

(c) AC (initialisation). (d) AC (after 5 iterations).

(e) SNNs (2C). (f) SNNs (SAX).

Figure 3.4: Line measures of wall thickness. NN: Nearest Neighbour, computed as closest
external boundary point to each endocardial point. SNN: Symmetric Nearest Neighbour
correspondence by Papademetris et al. [135, 136]. AC: Average curve method by Chalana
and Kim [38], an improvement on the centreline method by Sheehan et al. [162], but
without the chord crossing correction of von Land et al. [185]. (c) and (d): Reprinted
from Chalana and Kim [38] c©1997 IEEE, with permission.
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Figure 3.5: Global function assessment with Ejection Fraction (EF) and mean scoring.
(a) Stratification as abnormal/normal shows significant overlap and makes it harder to
spot outliers. Overlapping notches indicate lack of evidence to reject the null hypothesis
that the medians of the two groups are equal at the 5% significance level. (b) Plotting
EF vs. mean scoring in 2C and 4C shows EF within a reasonable interval for normals and
a roughly linear relationship for abnormal. Inlying data points are marked with symbol
‘×’. Outlying data points are marked with the symbols in the legend. Mean scoring was
computed as the average scoring for all 12 segments in 2C and 4C, using the following
scale: 1 = normokinesis or hyperkinesis, 2 = hypokinesis, 3 = akinesis, 4 = asynchronous
normokinesis, 5 = asynchronous hypokinesis. Horizontal dashed lines show the severity
of abnormality intervals recommended by the ASE [96, Table 6]: Reference range (A),
Mildly abnormal (B), Moderately abnormal (C), Severely abnormal (D). Some outlying
patients are discussed in the main text: 039 (+), 038 (♦), 022 (�), 012 (©), 040 (4),
006 (∇).



(a) Patient 006 (∇), EF=44%, SC=2.5.
SC2C = 2, 2, 3, 3, 1, 1. SC4C = B, B, 3, 3, 2, 2.

(b) Patient 012 (©), EF=69%, SC=1.2.
SC2C = 1, 1, 1, 2, 2, 1. SC4C = 2, 1, 1, 1, 1, 1.

(c) Patient 022 (�), EF=71%, SC=1.1.
SC2C = 1, 1, 2, 1, 1, 1. SC4C = 1, 1, 1, 1, 1, 1.

(d) Patient 038 (♦), EF=82%, SC=1.0.
SC2C = 1, 1, 1, 1, 1, 1. SC4C = 1, 1, 1, 1, 1, 1.

(e) Patient 039 (+), EF=88%, SC=1.0.
SC2C = 1, 1, 1, 1, 1, 1. SC4C = 1, 1, 1, 1, 1, 1.

(f) Patient 040 (4), EF=75%, SC=1.6.
SC2C = 1, 1, 1, 2, 1, 1. SC4C = 1, A, A, 1, 1, 1.

Figure 3.6: Suspected Ejection Fraction outliers. Expert hand tracing of LV myocardial contours. Solid: external boundary.
Dashed: endocardium. Each box displays the 2C (left) and 4C (right) views. SC2C, SC4C: Scoring for each of 6 segments in 2C
and 4C (clockwise). SC: Mean scoring value for both planes. Scores: 1 = normokinesis or hyperkinesis, 2 = hypokinesis, 3 =
akinesis, A = asynchronous normokinesis, B = asynchronous hypokinesis.

45
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3.4.2 Local function experiments

Evaluation of local function from the contrast DSE database is more limited than global

function. Because of functional heterogeneity and the lack of a general contractility model,

each segment needs to be treated separately. The lack of a general contractility model will

be addressed in Ch. 5 —with some preliminary visual results about functional heterogene-

ity presented in Fig. 5.5. While incidence of global abnormality is high in the database

(11 of 21 patients), incidence of local abnormalities for a given segment is much lower, as

abnormal patients usually have several normokinetic segments too. In addition, 2 of the

abnormal patients have dyskinetic segments. Thus, there is not enough data to perform

a similar analysis to the previous section.

This notwithstanding, local functional analysis in the database is still interesting and

illustrates the methods discussed in section 3.3. In particular, the following local function

measures were implemented and tested: Fractional Area Change for endocardial wall

motion, with fixed and floating centroids (FACfix and FACfloat, respectively), as explained

in section 3.3.4; and Wall Thickening (WT) for myocardial thickening, using the SNN

correspondence method to measure distances, as explained in sec. 3.3.5.

The results are presented with box-and-whisker plots in Figs. 3.7 to 3.10. Each page

corresponds to one plane (2C, 3C, 4C, SAX), each row to an evaluation method, and

each column to a segment. The 16-model explained in sec. 3.3.1 is used. Segments are

numbered from 1 to 6 clockwise; in SAX planes, the first segment is the inferoseptal.

In broad terms, endocardial motion measures (FACfix and FACfloat) are similar to

each other. Likewise, myocardial thickening measures (WT and FAC myocardium) are

similar to each other too.

Endocardial motion measures appear to discriminate better between normal and ab-

normal segments than myocardial thickening. The dataset is too small to show any

statistically significant differences, but this observation is not merely speculative, as it is

consistent throughout the 4 planes. This result is not expected after the discussion in
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section 3.3.5. This could be explained because when FACfix and FACfloat are normalised

by the area value at ED, this area is maximum (expanded cavity). On the contrary, when

WT and FAC myocardium are normalised by the distance or area value at ED, those mag-

nitudes are minimal (myocardium is thinnest). Hence, myocardial thickening measures

are in principle less robust against noise and errors.

But a more interesting explanation can be developed from the imaging technique

limitations. As discussed in sec. 2.2, Power Modulation was chosen to further improve

endocardial delineation through better LV opacification, and under the hypothesis that

perfusion would highlight the myocardium. However, visual inspection of the studies

shows that perfusion backscatter is not strong enough, and that the external boundary is

virtually invisible in large areas of the image. Manual tracing of the external wall required

a lot of interpolation from the experts, for instance using part of the apex and the base

to extrapolate the middle section of the external wall, or using signals from epicardial

vessels to approximate its location. It is possible that errors in the hand tracing of the

external wall are large enough to preclude Power Modulation contrast echocardiography

as an appropriate technique to measure myocardial thickening. Further research is needed

to substantiate this claim.



48
C

h
ap

ter
3.

C
lin

ical
evalu

ation

1 2 3
30

40

50

60

70

80

F
A

C
 (

%
)

Scoring

(a) FACfix blood (S 1).

1 2 3
30

40

50

60

70

80

F
A

C
 (

%
)

Scoring

(b) FACfix blood (S 2).

1 2 3

30

40

50

60

70

80

F
A

C
 (

%
)

Scoring

(c) FACfix blood (S 3).

1 2 3

20

40

60

F
A

C
 (

%
)

Scoring

(d) FACfix blood (S 4).

1 2 3

20

40

60

80

F
A

C
 (

%
)

Scoring

(e) FACfix blood (S 5).

1 2

30

40

50

60

70

80

F
A

C
 (

%
)

Scoring

(f) FACfix blood (S 6).

1 2 3

30

40

50

60

70

80

F
A

C
 (

%
)

Scoring

(g) FACfloat blood (S 1).

1 2 3

30

40

50

60

70

F
A

C
 (

%
)

Scoring

(h) FACfloat blood (S 2).

1 2 3
20

40

60

80

F
A

C
 (

%
)

Scoring

(i) FACfloat blood (S 3).

1 2 3

20

30

40

50

60

F
A

C
 (

%
)

Scoring

(j) FACfloat blood (S 4).

1 2 3
20

40

60

80

F
A

C
 (

%
)

Scoring

(k) FACfloat blood (S 5).

1 2
20

40

60

80

F
A

C
 (

%
)

Scoring

(l) FACfloat blood (S 6).

1 2 3

200

400

600

800

W
T

 (
%

)

Scoring

(m) WT myocar. (S 1).

1 2 3

100

200

300

400

500

W
T

 (
%

)

Scoring

(n) WT myocar. (S 2).

1 2 3

200

400

600

800

W
T

 (
%

)

Scoring

(o) WT myocar. (S 3).

1 2 3
50

100

150

200

250

W
T

 (
%

)

Scoring

(p) WT myocar. (S 4).

1 2 3
50

100

150

200

250

300

W
T

 (
%

)

Scoring

(q) WT myocar. (S 5).

1 2

100

150

200

W
T

 (
%

)

Scoring

(r) WT myocar. (S 6).

1 2 3

200

400

600

800

1000

F
A

C
 (

%
)

Scoring

(s) FAC myocar. (S 1).

1 2 3

100

200

300

F
A

C
 (

%
)

Scoring

(t) FAC myocar. (S 2).

1 2 3
0

200

400

600

800

1000

F
A

C
 (

%
)

Scoring

(u) FAC myocar. (S 3).

1 2 3
50

100

150

200

250

F
A

C
 (

%
)

Scoring

(v) FAC myocar. (S 4).

1 2 3
50

100

150

200

250

F
A

C
 (

%
)

Scoring

(w) FAC myocar. (S 5).

1 2

80

100

120

140

160

F
A

C
 (

%
)

Scoring

(x) FAC myocar. (S 6).

Figure 3.7: Local function measures for 2C. 21 patients. Scoring: 1 = normokinesis or hyperkinesis, 2 = hypokinesis, 3 = akinesis,
4 = asynchronous normokinesis, 5 = asynchronous hypokinesis.
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Figure 3.8: Local function measures for 3C. 21 patients. Scoring: 1 = normokinesis or hyperkinesis, 2 = hypokinesis, 3 = akinesis,
4 = asynchronous normokinesis, 5 = asynchronous hypokinesis.
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Figure 3.9: Local function measures for 4C. 21 patients. Scoring: 1 = normokinesis or hyperkinesis, 2 = hypokinesis, 3 = akinesis,
4 = asynchronous normokinesis, 5 = asynchronous hypokinesis.
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Figure 3.10: Local function measures for SAX. 21 patients. Scoring: 1 = normokinesis or hyperkinesis, 2 = hypokinesis, 3 =
akinesis, 4 = asynchronous normokinesis, 5 = asynchronous hypokinesis.
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3.5 Summary and conclusions

Current scientific consensus highlights the importance of Left Ventricle (LV) functional

evaluation using fundamental imaging echocardiography, whether to assess the health of

the whole LV (global function), or of individual myocardial segments (local function).

This chapter discussed functional measures obtained from smooth approximations to

the LV myocardial boundaries in 2D+t Power Modulation contrast echocardiography

cine loops. This discussion, as well as the conclusions presented in this section, set the

scene for the rest of this thesis, that tackles the problem of automatically segmenting the

aforementioned LV smooth contours.

The recommended and best validated quantitative measure for global function is Ejec-

tion Fraction (EF), usually computed using the biplane method of disks (modified Simp-

son’s rule). Information provided by EF is limited, though, as local function abnormalities

can be underestimated or masked in a global measure.

To tackle this problem, the myocardium can be conveniently partitioned into 16 imagi-

nary segments, and each segment evaluated separately. Local measures are more sensitive

than global measures, but they have some limitations too. For instance, there is a connec-

tion between Coronary Artery Disease (CAD) and Regional Wall-Motion Abnormalities

(RWMAs), but CAD ; RWMAs, RWMAs ; CAD, and not all coronary arteries map to

the same myocardial segments in all subjects. Those limitations notwithstanding, local

function evaluation is of great clinical value.

Local function evaluation in the clinical setting usually employs a standard qualita-

tive scoring system, with categories such as normokinetic, hypokinetic, etc. There is no

scientific consensus on which quantitative measures are optimal, though. For endocardial

motion, I selected Fractional Area Change (FAC). For myocardial thickening I selected

FAC and Wall Thickening (WT), computed from the Symmetric Nearest Neighbour (SNN)

correspondence.

For endocardial motion, FAC was computed with respect to fixed (FACfix) and floating
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(FACfloat) centroids, but both methods showed similar results. Likewise, results for

myocardial thickening using WT or FAC were similar.

Global evaluation results suggest that it is hard to build a normal/abnormal classifier

based on EF alone, due to the wide range of EF values for abnormal subjects. Correcting

global EF values with mean local scoring values, though, showed better separability and,

more importantly, allowed for the detection of outliers. EF outliers had several expected

causes:

• Shifts in the interrogation plane halfway through the cycle, or the interrogation

plane being off-axis. These are problems intrinsic to 2D imaging, and will not be an

issue with 3D imaging.

• Hypokinetic segments being dragged by healthy adjacent muscle. This is related to

the physiology, and illustrates the limitations of global and local endocardial motion

evaluation.

• Errors in hand tracing due to very poor image quality produced by lack of con-

trast, as not even contrast agents can currently make all studies valid for functional

evaluation.

As mentioned above, it has been assumed that local function evaluation supersedes global

function evaluation. But experiments in this chapter found some drawbacks of local eval-

uation, as functional heterogeneity and the lack of a general contractility model force each

segment to be treated separately. Thus, many more studies are required to characterise

local function than global function. Our database of 21 patients does not contain enough

cases with the different levels of local function abnormalities in each segment for this type

of analysis. Moreover, given its cost and slowness, it is clear that enlarging the database

to an appropriate size by expert hand segmentation would be unfeasible in practice.

This problem highlights another important application of automatic segmentation of

smooth approximations to the LV myocardial boundaries sought by this thesis. Not only
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will fast automatic segmentation help with quantitative clinical evaluation, but it will also

help to compile databases large enough to build statistical models of normal and abnormal

local function measures.

Finally, this chapter discussed the ASE recommendation of using myocardial thick-

ening as a complement to improve functional evaluation. Results from my experiments

measuring WT and FAC suggest that myocardial thickening values are not reliable. On

the one hand, this could be due to myocardial thickening measures being less robust

against noise and errors. On the other hand, this could mean that our clinical hypothesis

was incorrect. Power Modulation was chosen assuming that perfusion would highlight the

myocardium. However, visual inspection of the studies shows that perfusion backscatter

is not strong enough, and that the external boundary is virtually invisible in large areas of

the image. Therefore, it is possible that errors in the hand tracing of the external wall are

large enough to preclude Power Modulation contrast echocardiography as an appropriate

technique to measure myocardial thickening. Further research is needed to substantiate

this claim.



CHAPTER 4

Cardiac segmentation and deformable models

4.1 Introduction

The previous chapter showed the interest of finding or segmenting smooth myocardial

boundaries for functional evaluation of the Left Ventricle (LV), but hand tracing is a

tedious and time consuming task unfit for the clinical setting. Availability of computer

algorithms that can segment myocardial boundaries in the echocardiography image would

help human experts make faster, more reproducible and accurate diagnoses.

This chapter analyses a segmentation framework to find myocardial boundaries on the

Power Modulation contrast echocardiographic 2D+t cine loops. First, section 4.2 presents

the segmentation problem, the difficulties it meets, and the pieces of information available

to human experts and computers: texture, geometry and kinetics. To analyse texture,

section 4.3 presents histograms with the distribution of intensity values in the contrast

echo image. Next, section 4.4 reviews ways to represent the geometry of cardiac contours

as configurations of landmarks, and how they can be mapped using Procrustes Align-

ment to obtain so-called shapes (geometries where location, size and rotational effects

55
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are removed). Section 4.5 explains Principal Component Analysis (PCA) as a method

to compute shape spaces, or spaces of shape variation. The next two sections study spe-

cific aspects of the PCA shape space: section 4.6, its dimensionality; and section 4.7, the

importance of the Gaussianity assumption in the 2D shape model. Section 4.8 explored

atlas-based deformable template models. In particular, this section studied how these

models integrate a probabilistic atlas (texture) and a template (geometry) in a segmen-

tation algorithm with a border search region. Integration of kinetics was left for Ch. 5.

An extended version of atlas-based deformable models are Active Appearance Models

(AAMs). A historical review and a description of AAMs are presented in section 4.9.

The next sections analyse specific aspects of AAMs: intervolume intensity normalisation

in section 4.10, how to combine shape and texture variables in section 4.11, the meaning

of the correlation and covariance matrices in section 4.12, and how to compute a scaling

factor for combination of variables in section 4.13. Section 4.14 notes that AAMs and

atlas-based segmentation have not been compared in the literature, even though the for-

mer is an extension of the latter, and proceeds to evaluate their performance. Section 4.15

discusses the feasibility of computing PCA shape and texture models, considering realis-

tic lengths of the corresponding vectors, and of training data sets. Finally, section 4.16

summarises the findings and conclusions from this chapter.

4.2 The segmentation problem

Contrast echocardiography data (see examples in Fig. 2.2) is inherently hard for myocar-

dial segmentation, both for edge detection and texture based approaches.

Edge detection methods find that there are not clearly defined edges because the image

is heavily textured, the echo depends on the local orientation of the contour to the beam,

the endocardium is trabeculated, and the epicardial interface returns at best a weak echo.

Besides, there are some well-known artifacts: the papillary muscles come in and out of the

image plane and create edges as strong as for the endocardium; ribs and the lung obstruct
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the beam and mask out the actual cardiac border while at the same time creating a new

strong edge at the boundary of the shadow; and intramural arteries produce strong edge

signals within the myocardium.

Texture based approaches, on the other hand, find that intensity distribution is non-

Gaussian, an assumption in many methods, e.g. PCA and other least-squares model fitting

approaches; it does not reflect the physical properties of the imaged material; papillary

muscles have similar texture to the myocardium; and rib and lung shadows can remove

texture almost completely from a large region of the image [114].

An artifact common to both approaches is the attenuation field. Ultrasound images are

created from a linear array of ultrasound beams, that are attenuated differently depending

on their propagation path. Thus, the response at a certain depth is a function of the

reflector’s echogenicity as well as the previous history of the beam (for attenuation field

estimation methods see e.g. [80, 189]). This problem is exacerbated in contrast ultrasound,

due to the high acoustic impedance of microbubbles [114].

Another artifact characteristic of contrast echo is swirling, caused by bubble destruc-

tion near the probe, so that contrast is lost in the near field [114]. The opposite problem

is having too much contrast, so intensity levels are saturated, and detail is lost near the

apex.

There are two reasons why human experts can dismiss artifacts and fill in missing

information. First, they combine many sources of information, e.g. patient data and

medical history, several cardiac views, and temporal evolution of edges and texture on

the image. And second, they use their experience and knowledge to interpret all the

data. A Level 3 echocardiographer (the highest level of training), at the very minimum,

has trained for 12 months, performed 300 transthoracic two-dimensional and Doppler

echocardiograms, and interpreted 750, plus 500 annually for maintenance of competence,

besides completing specific training for contrast and stress echo [144]. That is, human

experts have learned temporal models of shape and texture, so they can recognise and

ignore an intramural signal, or interpolate a segment of a contour in a blackout area using
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information outside the shadow.

The scope of this thesis is limited to contrast echo functional analysis of the LV (as

opposed to, for example, fundamental imaging or Doppler echo). There are 3 main pieces

of information that human experts extract from the images:

Texture: The texture in the myocardium is not only darker than in the blood pool,

and lighter than outside the heart, but it also has a visibly characteristic textural

pattern.

Geometry: Analysis is simplified assuming that endocardium and epicardium are smooth

continuous boundaries.

Kinetics: Images are visualised as a movie, rather than as individual frames; this not only

shows whether the myocardium is contracting correctly, but also helps to identify

artifacts.

The rest of this chapter analyses texture and geometry, and the integration of both sources

of information, whereas the integration of kinetics is left for Ch. 5.

4.3 Texture

Ultrasound images are strongly textured with so-called speckle. Speckle is a deterministic

interference pattern that originates in the image because the transducer acts as a coherent

source and as a non-coherent detector which is much bigger than the wavelength. It

is the same pattern that appears in Synthetic Aperture Radar (SAR) or lasers. The

ultrasound beam is reflected by many scatterers with uncorrelated phases per resolution

cell, so that the received signal is the superposition of many small incoherent contributions.

This can be modelled as a complex Gaussian random variable with independent and

identically distributed (i.i.d.) real and imaginary components. An envelope detector

removes the phase information and the image is formed as pixel intensity from the squared

magnitude of each resolution cell, usually modelled with a Rayleigh distribution [57].
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The image formation system has several non-linear processing stages too, typically Time

Gain Compensation (TGC), log compression, several gain controls that can be manually

adjusted by the operator, and bilinear interpolation of the scan-lines. The diagram of

a typical ultrasound system was shown if Fig. 2.1, and more details about the image

formation process can be found, for example, in Mulet Parada [125, Ch. 3, Appendix A].

Unlike other image modalities, e.g. X-rays, speckle does not present a simple relation-

ship between physical properties of reflectors (tissue, blood and boundaries) and intensity

levels. In the mid-1980s it was generally agreed that speckle was an annoyance that

reduced resolution, and thus diagnostic accuracy, and much effort has been devoted to

filter it out (e.g. [9, 31]). More recently, Speckle Tracking Echocardiography has taken

advantage of the fact that the size and distribution of scatterers produce unique speckle

patterns on the myocardium, that can be tracked throughout the cardiac cycle to evaluate

strain (see e.g. [142, 166] for recent publications).

Availability of ultrasound texture models is limited. Tao et al. [176] made a brief review

of available theoretical non-contrast speckle models, but noted that they are referred to

the transducer, and do not take into account the full image formation process in the

ultrasound machine, which is often unknown because manufactures do not make details

available (Fig. 2.1 is just a basic diagram). Kaplan and Ma [87] proposed a log-compressed

Rayleigh pdf to model intensity values in B-mode ultrasound images, taking into account

logarithmic compression performed by the machine. This model has not been tested

with actual echocardiography data, neither includes Time Gain Compensation (TGC),

harmonic imaging or other factors that could arguably affect the intensity pdf. Tao

et al. [176] studied models empirically, testing normal, lognormal, Weibull and gamma

distributions for Goodness of Fit (GoF) in regions of interest (tissue and blood) of B-mode

SAX frames, and found that none of them fitted the data with statistical significance.

Histograms of regional intensity visually suggested left-skewed distributions, nonetheless

[176].

To my best knowledge, there are no models for pixel intensity distribution in contrast
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Figure 4.1: Four sampling points in a sample SAX frame: dark region left of LV (O), RV
blood pool (X), tissue between RV and LV (+), LV blood pool (?).

echocardiography, so the following experiment was performed to illustrate the texture

information. A mean SAX contour was computed from the hand traced contours of 316

SAX frames (all frames from 21 patients). Frames were aligned with a similarity transfor-

mation (see section 6.3), and warped with a thin-plate spline (TPS), using landmarks from

the myocardial contours and the shapel model’s mean contour to define the mappings.

Intensity values from aligned images were sampled with a triple-mask.

Details on the similarity transformation can be found in section 6.3, whereas details

on the TPS warp can be found in Appendix C. For the moment, just assume that we have

a way to sample each ultrasound frame so that each given sampling point represents the

same anatomical location in all frames. That is, we can study the intensity distribution of

each anatomical location over a population of size 316 frames, as opposed to the intensity

distribution of a block of pixels in a single frame (e.g. as in [176]). Fig. 4.1 displays

four sampling points that were selected to illustrate the differences in the distributions of

different regions of the image. Fig. 4.2 displays the histograms for each pixel. To evaluate

whether the intensity distributions depend on the image scale, the original 256x360 frames
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were scaled down by a factor of 0.2. The resulting histograms are plotted in Fig. 4.3.

The histograms illustrate that the distribution of a pixel does not change very much

over scales, and that tissue pixels in one region are similar to tissue pixels in another

region. Similarly, pixels in blood regions are similar. In addition, the variance of the

distribution increases with the mean value. This is consistent with the linear relationship

observed by Tao et al. [176] in non-contrast regions. Fig. 4.2d presents a distribution that

looks quite symmetric. Kadour1 noted that this could be due to saturation in the image,

i.e. the distribution is not really symmetric, but the right tail (very bright values) has

been clipped off as the maximum intensity value is 255. Likewise, while Fig. 4.2a suggests

an exponential distribution, it could also be that the left side of the distribution has been

clipped off due to underexposure. Kadour’s observation is consistent with the findings

of [176], who had to remove from their study all frames with underexposed or saturated

values in order to compute parametric texture models.

The discussion above has outlined some of the issues to be tackled for texture modelling

in Power Modulation images. In-depth texture modelling is beyond the scope of this thesis,

but still two observations can be made.

First, pixel intensities do not have a Gaussian distribution. The AAM texture ap-

proach that will be discussed in section 4.11 is based on a PCA space computed from

pixel intensity values. But sections 4.14 and 4.15 will argue against the convenience of

using PCA texture models altogether, so intensity gaussianisation has not been tackled

in the main body of this thesis. Nonetheless, some preliminary results are presented in

Appendix E.

And second, histograms in Fig. 4.2 strongly suggest that residuals variances will not

be similar for different regions of the image in the segmentation algorithm’s least-squares

optimisation presented in Ch. 6. That is, the least-squares solution will be sub-optimal

in the Gauss-Markov theorem sense, and the solution will depend mostly on the brighter

areas (larger intensity values). But as these areas contain most of the signal in the image, it

1M. Kadour. Medical Vision Laboratory, University of Oxford, UK. Personal communication.
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Figure 4.2: Histograms for contrast ultrasound intensity distributions of selected locations
in SAX view. Note that the locations are illustrated on a specific frame in Fig. 4.1, but
the histograms are computed from the intensity values of that location sampled in every
frame of the database.
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Figure 4.3: As in Fig. 4.2, but frame size scaled by a factor 0.2.
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will be assumed that the segmentation algorithm will still be guided in the right direction.

4.4 Geometry, Procrustes alignment and shape

The idea of finding geometric models for the Left Ventricle (LV) is well-established. Yet-

tram and Vinson [191] reviewed papers from 1952 to 1977 that approximated the LV as an

ellipsoid, and proposed a non-ellipsoidal 3D finite element model painting with a marker

on a plaster figurine sculptured using two plywood templates as a reference. In a review

of computer vision in LV segmentation during the second half of the 20th century, Suri

[174] noted that there had been ‘an explosive growth of model-based LV segmentation

and its modelling’ from the late 1970s. For a review of 3D models for cardiac functional

analysis see Frangi et al. [67].

Bookstein [24] introduced the description of shape based on configurations of land-

marks (points with a biological correspondence) from morphometrics to computer vision

in the mid-1980s, to explain geometry and deformations. A configuration of landmarks is

a vector s

s = [X11, . . . , XP1, X12, . . . , XP2]> (4.1)

where [Xi1, Xi2] are the Cartesian coordinates of the i-th landmark (there are P land-

marks in total). Kendall [90] noted that this was an approximation to his own work, and

worded his original definition of shape [89] as ‘Shape is what remains when location, size,

and rotational effects are filtered out’. Statistical shape analysis was a mature field by the

late-1990s (e.g. Dryden and Mardia [58]). The location, size and rotational effects are the

components of a similarity transformation, and are usually filtered out using Procrustes

analysis. Gower [71] proposed the Generalised Procrustes analysis method to compute

iteratively the translation, scaling and rotation transformations that minimises the dis-

tance between a set of configurations or discrete sets of 2D landmarks and maps them
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onto a reference coordinate frame. The method also computes the mean configuration

s̄ =
1

M

M∑
i=1

si (4.2)

Rohlf and Slice [146] modified the scaling part of the algorithm and called it Least-

Squares Fit Generalised Orthogonal Procrustes Analysis (LSFGOPA). The method in

[146] contains an error that causes the iterative alignment to diverge sometimes. I propose

a fix and also reformulate some operations to speed them up in Appendix B.

Landmarks provide an anatomical intra- and intersubject correspondence that is ex-

ploited in this thesis to model the relationship between geometry, shape variations and

kinetics. To explain endocardial geometry, a combination of anatomical and pseudo-

landmarks is necessary. Our experts could identify 3 anatomical landmarks in apical

planes (1 at the apex, and 2 at both sides of the mitral valve) and 1 in the SAX plane

(at the infero-septal beginning of the RV). For functional assessment, endocardial trabec-

ulations are smoothed out as in Fig. 3.2 and the papillary muscles left inside the cavity.

Hence, myocardial boundaries can be modelled with simple continuous curves. Our clini-

cal experts proposed sampling at equidistant arc length between anatomical landmarks.

Continuous curves based on B-splines have been used in computer vision from early

on [19], and have several interesting properties: easy interactive design; local support;

easy and accurate evaluation; they are continuous and can be smooth, but can also con-

tain corners by duplication of interior knots. In addition, they allow the representation

of continuous curves as sets of landmarks, thus bridging continuous and discrete shape

models. For instance, Baumberg and Hogg [10] used spline control points as landmarks.

However, curves in [10] were approximating splines (i.e. the control points are not curve

points) and in practice finding the control points is cumbersome and does not provides

an intuitive set of landmarks for the correspondence between contours. This is the same

problem that was found for Quamus contours in section 2.4. Alternative approaches have

used as landmarks the coefficients of other basis decompositions, instead of B-splines. For
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example, the Discrete Cosine Transform (DCT) [72] or a Wavelet Transform (WT) [55].

Two points from those publications are worth mentioning. Hamarneh and Gustavsson

[72] claimed that using DCT coefficients ‘eliminate[s] the need for point correspondence’.

This is not the case, as in order to compute the DCT, curves need to be parameterised,

and this in fact implies solving a dense correspondence problem. Davatzikos et al. [55]

obtained better segmentation results using WT coefficients, but only for data sets with

many fewer training shapes than landmarks.

I propose using the control points of periodic interpolating cubic splines, as described

in section 2.4. This way no information of the continuous curve is lost, and control points

are landmarks or pseudo-landmarks that define a sensible anatomical correspondence.

4.5 PCA space of shape variations or shape model

Staib and Duncan [167] noted that segmentation of natural objects found in biomedical

images is ‘doomed’ if local information is not constrained by a space of shape variations,

or shape model, that should be as ‘specific as possible’ and be incorporated ‘explicitly,

specifically, and early in the analysis’. That is, the LV geometry discussed in section 4.4

requires to be embedded into a shape model.

Principal Component Analysis (PCA) [77, 138], also known as the Karhunen-Loève

transform, is one of the most popular methods in Statistics for modelling, dimensionality

reduction and denoising. It was introduced by Sirovich and Kirby [164] in computer vision

literature as a dimensionality reduction method for face images in the late-1980s.

PCA finds a basis of orthonormal vectors that span the data set. The first vector has

the direction of maximum variance of the data. The next component has the direction of

maximum variance amongst those orthogonal to the first, and so on. Cootes et al. [47]

proposed computing a shape space applying PCA to landmark configurations, and called
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it the Point Distribution Model (PDM)

s = s̄+ V b (4.3)

where s̄ is the mean shape, V is the shape space matrix, and b is the coefficient or Principal

Components (PC) vector. In this model, s is the configuration of P = n/2 landmarks

vector in Eq. (4.1). In terms of statistical analysis, s is a vector with n random variables.

The model is learned from a training set of M examples S = [s1, . . . , sM ]. The mean

shape s̄ is given by (4.2). The eigenvectors or loading vectors V = [v1, . . . , vM ] are

computed using PCA; that is, as solutions to the eigenproblem

Cv = λv (4.4)

where λ is an eigenvalue, and C is the covariance matrix

C =
1

M

M∑
i=1

(si − s̄)(si − s̄)> =
1

M
S̃S̃> (4.5)

of the centred training set S̃

s̃i = si − s̄ (4.6)

If there are more variables than training vectors, i.e. n > M , then (4.4) is solved faster

using Multidimensional Scaling (MDS) (e.g. [150], writing vi as a linear combination of

training vectors2

vi =


S̃a′i/

√
λ′i, λ′i 6= 0

0, λ′i = 0

(4.7a)

λi = λ′i/M (4.7b)

2With this definition, both ‖vi‖2 = 1, ‖ai‖2 = 1.
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where ai are called the coefficient eigenvectors. In matrix form

V = S̃A′Λ′1/2 (4.8)

where Λ′ is a diagonal matrix with λ′i as the i-th element in the main diagonal. It can be

shown (e.g. [158]) that left multiplying by S̃, and substituting C by (4.5) and v by (4.7),

the eigenproblem (4.4) is equivalent to

K̃a′i = λ′ia
′
i (4.9)

where

K̃ = S̃>S̃ (4.10)

4.6 Dimensionality of shape models

Dimensionality is a measure of the flexibility or degrees of freedom of a model. Selecting

the dimensionality of a shape model can be seen as a compromise between Goodness of

Fit (GoF) (how well the model fits the data) and parsimony (how simple the model is).

In the PDM, this compromise is achieved keeping only the k ≤ n eigenvectors of V with

the largest eigenvalues. When the shape model is used in segmentation, other consider-

ations are relevant too, e.g. whether more flexible shape models increase the number of

local minima in the target function, and so impair the convergence of the optimisation

algorithm. This will be discussed in more detail in section 6.2.

In this section, three approaches to compute the model dimensionality based are pre-

sented. 1) The ratio of explained variance is an empirical method that is widely used, but

without a straightforward connection to clinical measures. 2) The Generalised Informa-

tion Criterion is a family of theoretical methods that attempt to identify the cut-off point

where eigenvectors model noise instead of data. 3) I propose, as an application specific

heuristic, an anatomical criterion based on the approximation error of landmarks.
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PDM literature regarding dimensionality selection is very limited. Cootes et al. [47]

originally proposed the variance criterion, that selects k so that a certain proportion fv

of the total variance VT =
∑

i λi of the data is explained by the model

k∑
j=1

λi ≥ fvVT (4.11)

Cootes and Taylor [46] mentioned, but did not try, using an estimate of noise variance or

the approximation error in a leave-one-out scheme too. Recent publications (e.g. [103])

use the ratio of explained variance to fix the dimensionality of the model. Values selected

for fV have been e.g. 90%, 92%, 97% [15], 95% [50, 97, 98, 168], 96% [47], 98% [42, 48, 62],

90%-95% [1], without justification, or relating them to any useful anatomical criterion.

To my best knowledge, Stegmann [170, sec. 7.5] analysed alternatives for computing k for

the first time in PDM literature: cross-validation, bootstrapping and a data permutation

version of parallel analysis, deciding to use the latter. Stegmann warned, however, that

Monte Carlo simulation was necessary, and that experiments were ‘done with replacement

due to the massive effort involved in keeping track of the permutations’. Very recently,

Mei et al. [116] used resampling techniques and measured the stability of PCA eigenvector

directions3 to compute the intrinsic dimensionality of the model, i.e. the number of modes

that explain anatomical variation as opposed to noise. Their results strongly suggest

that the 95%VT rule is unreliable, but it is worth noting two issues. First, that they

replaced the arbitrary threshold fV = 95% by another arbitrary threshold —a significance

level of 5%— neither of which can be easily related to a measure related to anatomy or

physiology. And second, that their t-test is heterodox, as they set as the null-hypothesis

H0 : ξ(α1) > ξ(ai), where ξ is a mode instability measure, and α1, ai are noise and data

terms. Canonically, the null-hypothesis should be H0 : ξ(α1) = ξ(ai), and the alternative

hypothesis, H1 : ξ(α1) > ξ(ai). However, Mei et al.’s paper was published too close to

3Mei et al. [116] based their measure of eigenvector stability on the correspondence among PCA modes
computed from different bootstrap replicates.
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submission of this thesis to discuss their methodology in depth.

Model selection techniques exist in Statistics literature, but a systematic review is

beyond the scope of this thesis. Nonetheless, I will focus on a family of widely used

criteria that can be obtained from an alternative formulation of PCA, the Information

Criteria, and that are very fast to compute.

Tipping and Bishop [179] showed that finding the intrinsic dimensionality of a PCA

model can be formulated as a Factor Analysis problem where the error term is isotropic.

This is known as Probabilistic PCA (PPCA) [180]. In more detail, the training data

is modeled as a function of a loading matrix A, latent variables y and isotropic noise

e ∼ N (0, σ2I)

s = Ay + e (4.12)

The model parameters A, σ2 are estimated so that they maximise the log likelihood

function

L(Â, σ̂2) = −M
2

ln |ÂÂ> + σ̂2I| − M

2
tr
(
C(ÂÂ> + σ̂2I)−1

)
(4.13)

where M is the sample size, C is the covariance matrix given by (4.5), and

σ̂2 =
1

n− k

n∑
i=k+1

λi (4.14a)

Â = Vk
(
Λk − σ̂2I

)1/2
(4.14b)

where Vk, Λk are the first k columns of the V, Λ matrices, respectively. While non-

singular covariance matrices are positive definite and, thus, have all eigenvalues λi > 0, it

should be noted that C is an estimate subject to sampling error and small violations of the

underlying hypotheses, e.g. Gaussianity or independence. In practice, this can produce one

or more small negative eigenvalues, a problem not acknowledged in the PDM literature,

but studied for the equivalent Factor Analysis [184] and MDS [101] formulations. In

case the negative eigenvalues have a small modulus, they can be attributed to noise

and disregarded. Within the PPCA framework, finding the optimal k is formulated as
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minimising the Generalised Information Criterion (GIC) [78, 159]

kopt = min
k
J(Â, σ̂2, k) (4.15)

The GIC can be expressed as

J(Â, σ̂2, k) = −2L(Â, σ̂2) + C(M)D(k) (4.16)

where D(k) is the number of free parameters or dimensionality of the model

D(k) = nk + 1− k(k − 1)

2
(4.17)

and C(M) is a weighting factor. That is, a compromise is found between how well the

model represents the data (L) and the model complexity (D). Depending on C(M), the

GIC is known by different names: Akaike’s Information Criterion (AIC), Consistent AIC

(CAIC) or Bayesian Information Criterion (BIC) (for pointers see e.g. [78])

C(M) =


2, AIC

ln(M) + 1, CAIC

ln(M), BIC

(4.18)

To improve the performance of AIC, the unbiased version of AIC, the finite sample cor-

rected AIC (AICc), was defined as [81]

AICc = AIC +
2(D(k) + 1)(D(k) + 2)

n−D(k)− 2
(4.19)

However, Hu and Xu [78] found that AIC tends to overfit the model, so it is to be

expected that AICc actually performs worse. Hu and Xu [78] also found that CAIC tends

to underfit the model, while BIC is more accurate. Minka [120] used the PPCA framework
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to compute the posterior probability density of the training dataset S given the model

and proposed Laplace’s Information Criterion (LIC) as

p(S|k) ≈ p(U)

(
k∏
j=1

λj

)−M/2

v̂−M(n−k)/2(2π)(m+k)/2|AZ |−1/2M−k/2 (4.20)

where

m = nk − k(k + 1)

2
(4.21)

p(U) = 2−k
k∏
i=1

Γ

(
n− i+ 1

2

)
π−(n−i+1)/2 (4.22)

v̂ =

∑n
j=k+1 λj

n− k
(4.23)

|AZ | =
k∏
i=1

n∏
j=i+1

(
λ̂−1
j − λ̂−1

i

)
(λi − λj)M (4.24)

λ̂i =


λi, i ≤ k

v̂, otherwise

(4.25)

Values in (4.20) can be larger than floats, so to avoid overflowing the ln(p(S|k)) is com-

puted instead4. The intrinsic dimensionality of the model kopt is given by

kopt = max
k

ln(p(S|k)) (4.26)

Minka [120] also proved that BIC is an approximation of LIC when the terms that grow

with M are dropped. Synthetic experiments suggested that LIC outperforms BIC.

To illustrate the differences among the above approaches, the optimal dimensionality

for each criterion was computed on a training dataset of 20 baseline studies in 2C. The

results are displayed in Fig. 4.4 and Table 4.1. Computing times are very small, so time

differences are not significant in practice. To place dimensionality values in anatomical

4T. Minka. Media Laboratory, MIT, USA. Personal communication. T. Minka’s implementation of
LIC can be downloaded from http://research.microsoft.com/~minka/papers/pca/.

http://research.microsoft.com/~minka/papers/pca/
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context, the following mean landmark distance error was used

dmean =
1

P

P∑
i=1

‖X(i)−X ′k(i)‖ (4.27)

where P is the number of landmarks in a contour, X(i) is the i-th landmark, and X ′k(i) is

the approximation to X(i). A good choice of distance units is pixels, as all images have

the same size but different spatial resolution. In brief, to compute the approximation X ′k,

landmarks are first projected onto the first k eigenvectors of the shape space and then

back to input space. This process is explained step by step in the rest of this section.

Rewriting the definition of the configuration vector s from Eq. (4.1), so that it matches

the notation above

s = [X(1)1, . . . , X(P )1, X(1)2, . . . , X(P )2]> (4.28)

where X(i) = [X(i)1, X(i)2]. From the definition of the PDM in Eq. (4.3), that I

reproduce here for convenience

s = s̄+ V b

the shape space V is truncated so that only the first k eigenvectors are kept. The truncated

space will be called Vk. The projection bk of s onto Vk is

bk = V >k (s− s̄)

The back projection onto input space is

s′k = s̄+ Vkbk (4.29a)

= s̄+ VkV
>
k (s− s̄) (4.29b)

If and only if all eigenvectors have been kept and Vk is full rank, then VkV
>
k = I, s′k = s.
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95% VT 98% VT Anat. CAIC BIC LIC AIC AICc
kopt 8 10 10 48 51 51 51 51
time (ms) 4.5 4.5 N/A 83.1 84.5 39.5 85.0 82.4
median dmean (pix) 2.2 1.3 1.3 1.1e-2 4.3e-15 4.3e-15 4.3e-15 4.3e-15

Table 4.1: Quantitative measures from Fig. 4.4. Time values correspond to computations
on a PC with a Xeon Dual CPU 2.66GHz and 2GB of RAM.

From Table 4.1 and Fig. 4.4, information criteria (CAIC, BIC, LIC, AIC, AICc) results

suggest that almost all 52 variables are significant to explain the data. But while the

dimensionality chosen by information criteria may be optimal in a noise or redundancy

sense, it is too high from a practical point of view. Fig. 4.4 shows that subpixel accuracy

is possible with as few as 15 eigenvectors. Lowering the shape model’s dimensionality

as much as possible is important, because a too flexible shape model could impair the

convergence of the segmentation algorithm, as it was pointed out at the beginning of this

section.

The dimensionality obtained by the variance criterion is even smaller than 15, but

as discussed above, there is no reliable method to fix the threshold. For 95% VT , the

optimal dimensionality is 8 eigenvectors, and the median dmean is 2.2 pixels. For 98% VT ,

the optimal dimensionality is 10 eigenvectors, and the median dmean is 1.3 pixels, a 41%

decrease.

To overcome the limitations of both the information and variance criteria, I propose as

an anatomical/functional criterion the dimensionality k that makes the median dmean ≤

1.5 pixels, as myocardial thickness can typically be as small as 15 pixels in end diastole.

The dimensionality for the anatomical criterion is 10 eigenvectors in the example above.

This value matches the value of the 98% VT criterion in this instance, but we have no

reasons to assume that it will do so in all cases.
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Figure 4.4: Endocardial 2D+t model dimensionality according to several criteria discussed
in the main text. The 2D+t model is the explicit cyclic model proposed in section 5.2.
The curvy graph corresponds to dmean (Dashed: 95% CI. Solid: Median). Vertical lines
correspond to kopt values. The horizontal dotted line corresponds to the anatomical cri-
terion threshold of 1.5 pixels. Data set from 20 patients, 334 frames, 50 spatial variables
(25 points) and 2 temporal variables. Quantitative measures are available in Table 4.1.
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4.7 Gaussianising shape vectors

PCA assumes that the data has a multidimensional normal distribution. When this is

not the case, the resulting model may not be able to describe the data correctly. Bosch

et al. [26] pointed out this problem for ultrasound intensity data, but the same ideas can

be applied to shape vectors. They proposed aggregating all intensity variables as a single

variable g and applying the gaussianising transformation T : R 7→ R

ĝ = T (g) = F−1
Z (Fg(g)) (4.30)

where FZ is the theoretical Cumulative Distribution Function (CDF) of a standardised

Gaussian variable, Z ∼ N (0, 1) and Fg is the estimated CDF of the variable to be

gaussianised. Although not mentioned by Bosch et al. [26], it can be shown that T is

optimal in the sense that the Kullback-Leibler divergence between the normal distribution

and the distribution of ĝ is minimal (e.g. [41, 149]). Gaussianisation has been explored

as a multidimensional problem too. For example, Chen and Gopinath [41] proposed

an iterative method where in each iteration Independent Component Analysis (ICA) is

used to separate the input variables into least dependent components. Then a mixture of

Gaussians is used to approximate Fg and each component is gaussianised. The aggregated

approach of [26] is too naive, as it assumes that all variables have the same distribution.

The method in [41] is computationally expensive and does not provide a simple way to

invert the gaussianisation transformation.

I propose a method sharing the best features of [26] and [41]. To avoid the iterative

procedure of [41] and have an easy way to degaussianise the data, it can be hypothesised

that the individual gaussianisation of input variables would gaussianise the PCA compo-

nents. This hypothesis has two theoretical limitations. First, PCA uncorrelates the input

variables, a necessary but not sufficient condition of independence, so not even Gaussian-

ity of the components guarantees Gaussianity of the input variables. And second, input

variables are a linear transformation of the PCA components. If we had Gaussian and
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independent components, then the input variables would be normally distributed as well

(see e.g. [147]), but not necessarily vice versa.

To gaussianise each input variable, Fg can be estimated using parametric models, e.g.

Gaussian mixture models [41]; normal, log normal, Weibull, gamma [176]. But the clipping

of the distribution tails observed in section 4.3 can be a problem for the estimation of

the parameters. In addition, for Gaussian mixture models it is necessary to determine

the number of Gaussians with model selection techniques. Thus, in practice it is more

convenient to use a non-parametric estimator like the empirical CDF (ECDF), e.g. [26,

149].

In addition, the mean intensity level and variance characterise the underlying ma-

terial in textures, and the mean coordinate value and its variance contains important

information about the shape, so FZ in (4.30) will not be standardised, i.e. FZ,i is the

distribution of a normal variable Zi ∼ N (µi, σi) where µi, σi are estimated from gi. The

non standardised normal CDF can be formulated as

FZ(z) =
1

2

(
1 + erf

(
z − µ
σ
√

2

))
(4.31)

where erf is the error function

erf(z) =
2√
π

∫ z

0

exp(−t2)dt (4.32)

Using (4.31) in (4.30) the gaussianised texture is

ĝ = σ
√

2 erf−1(2Fg(g)− 1) + µ (4.33)

However, it should be noted that FZ has infinite tails and that the tangent quickly tends

to 0, while the ECDF of Fg has finite tails. This means that in practice, only values

within the domain and range of the ECDF should be gaussianised, and outside values

should be scaled linearly to avoid small perturbations in the gaussianised data producing
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large errors when the gaussianisation is inverted.

To assess the proposed gaussianisation method, it is necessary to define a Goodness of

Fit (GoF) measure. Originally, Sirovich and Kirby [164] proposed a measure in the spirit

of the Signal to Noise Ratio (SNR)

√
‖s− s′k‖2

‖s‖2
(4.34)

where s is the shape vector and s′k is the approximation with k eigenvectors as defined

in section 4.6. This measure is not easily related to clinical values, though. Instead, it is

more informative to use the mean distance dmean in pixels of Eq. (4.27), and the maximum

distance dmax

dmax = max
i
‖X(i)−X ′k(i)‖ (4.35)

where P is the number of landmarks, and dmax is the Hausdorff distance.

The effect of the proposed gaussianisation method on the model dimensionality is

illustrated with an example using 21 studies in the 2C plane with different number of

frames. The contours of 20 studies were used to generate a PCA shape space (100 vari-

ables, 335.2 frames on average per training data set). The data of another patient (100

variables, 16.8 frames on average per testing data set) was used to evaluate the approxima-

tion error. Fig. 4.5 suggests that the PCA model is more compact and generalises better

when the data is gaussianised. The approximation error plateaus after 10 eigenvectors for

non-gaussianised models5, while it decreases consistently for gaussianised models.

The effect of the gaussianisation method on the multi-dimensional probability distri-

bution can be partly assessed from its effect on the distribution of the data projected on

the PCA eigenvectors. From the definition of the PDM in Eq. (4.3), the projections are

the shape coefficients b

b = V >(s− s̄) (4.36)

5While in theory the eigenvalues are an orthonormal basis of R2P , and thus, the approximation error
should be zero for k = 50, in practice the few eigenvectors with tiny positive or negative eigenvalues can
produce numerical errors and are removed from the shape space.
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Figure 4.5: Approximation error for increasing number of eigenvectors k. 2D endocardial
model. Results obtained from 21 studies in 2C view, with a leave-one-out rota. Solid:
Median. Dashed: 95% CI.
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If the multi-dimensional probability distribution is Gaussian, the distribution of each

projection bi will be Gaussian too. Deviation from Gaussianity for the data of the previous

experiment was evaluated from the skewness and kurtosis (similarly to Appendix E).

To get a better idea of the whole deviation from Gaussianity, the incremental skewness

deviation ∆sk for the k-th shape coefficient was computed as

∆sk,k =
k∑
i=1

|ski| (4.37)

The absolute value in Eq. (4.37) ensures that positive and negative skewness values do not

cancel out. If all distributions were Gaussian, sk = 0, and thus, ∆sk,k = 0, ∀k. The graph

in Fig. 4.6a shows that, after gaussianisation, the projected distributions are less skewed.

The incremental kurtosis deviation ∆kr for the k-th shape coefficient was computed as

∆kr,k =
1

3k

k∑
i=1

kri (4.38)

If all distributions were Gaussian, kri = 3, and thus, ∆kr,k = 1,∀k. The graph in Fig. 4.6a

shows that, after gaussianisation, the projected distributions have a kurtosis closer to the

Gaussian’s as more eigenvectors are considered.

Assuming that the behaviour of the projections in Fig. 4.6 reflects that of the whole

data distribution, these results seem to support the hypothesis formulated above. Gaus-

sianisation of the shape variables si makes the underlying multi-dimensional distribution

of the data more Gaussian, and this has a noticeable effect on the compacteness of the

PCA model, as shown in Fig. 4.5.

4.8 Atlas-based deformable template models

Deformable template models (deformable models for short) were introduced in computer

vision in the early 1970s, and received renewed interest after the introduction of Active

Contour Models (snakes) by Kass et al. [88]. Geometric modelling in computer vision
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Figure 4.6: Gaussianisation effect on the PCA projections. The incremental deviations
for (a) skewness and (b) kurtosis are the ∆sk and ∆kr defined in Eqs. (4.37) and (4.38).
Deviations were computed before and after applying the gaussianisation method proposed
in this section.

was a mature field by the late 1980s (see the review by Besl [19]). By the mid-1990s

deformable models were already intensively used in medical imaging (see the review by

McInerney and Terzopoulos [115]). In essence, deformable models combine a geometric

model (or template) that outlines an object with a space of variation for that geometry and

a mechanism to fit the model to the image data. In medical imaging, segmented objects

are usually organs (e.g. lungs), parts of organs (e.g. the LV of the heart or the brain

ventricles), vessels (e.g. coronary arteries), tissue, or structures (e.g. cells). A particular

type of deformable model, called Active Appearance Model (AAM), and its extensions,

are discussed in more detail in section 4.9.

The terminology for deformable models is a bit confusing in the literature. For exam-

ple, the review by Jain et al. [85] considered deformable template models to include both

free-form models (e.g. snakes) and parametric models (e.g. Active Shape Models), while

Blake and Isard [21, section 2.2] did not consider snakes as deformable template models.

Matthews and Baker [111] pointed out that things get even more confusing for certain

types of deformable template models, e.g. linear shape and appearance models, especially
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because the fitting algorithm is often included as part of the model. To emphasise the

difference between model and fitting algorithm, the latter is studied in Ch. 6.

It is not computationally efficient to evaluate the fitting algorithm on the whole image

in each iteration (e.g. [21, Ch. 5]), so a search region is defined within or around the

template. It will be convenient to see the search region as a sampling mask or configuration

of sampling points, as illustrated by Fig. 4.7. Typically, snakes or ASMs sample the search

region along normals to the contour, as in Fig. 4.7a, but a more regular sampling mask

can be obtained. For instance, in the original AAM formulation, sampling points were

on a regular grid contained within the convex hull of the mean shape [48, 62]. Stegmann

[168] noted that if the texture inside the mean shape is homogeneous, then the algorithm

‘sometimes tends to lie inside the real object’, and called it the shrinking problem. Tao

et al. [175] independently noted a similar problem with the active contour segmentation

formulation. The reason for the shrinking problem is that any patch of texture inside the

object will have roughly the same texture as the whole object and this creates many local

minima. To overcome this difficulty, Stegmann [168] proposed the Border AAM, which

is like a normal AAM but where intensity values are sampled only around the shape, as

in Fig. 4.7b. Bosch et al. [26] combined both types of masks, sampling both the inside of

the shape and a band around it, but I find more convenient to follow [168].

Depending on the sampling space, deformable template models can be split into two

categories: Feature-based deformable templates and template matching.

Feature-based deformable templates pre-process the image with a ‘feature’ detector,

e.g. an edge-detector (e.g. [21]) and use the output to look for saliency in the image,

without previous knowledge of the general appearance of the object.

What confusingly enough is called template matching or template tracking [107, 108,

112], is a deformable model extended with an image of the object we are looking for. For

example, a picture of a car is provided, and it has to be tracked in each frame of a video

sequence. But to achieve automatic segmentation of the myocardium, it has to be assumed

that an initial segmentation of the muscle is not available, thus template matching is not



Chapter 4. Cardiac segmentation and deformable models 83

(a) Active Shape Models (snakes). (b) Border Active Appearance Models.

Figure 4.7: Comparison of search region between Active Shape Models and Border Active
Appearance Models for a 2C plane. Each ‘×’ is a point sampled in the segmentation
algorithm.

possible. Instead, prior information about the target can be provided using a probabilistic

atlas6 deformable model. In this approach, an atlas or average image is used instead

of an actual segmented picture of the target, as the former is a good compromise in

terms of prior knowledge when the general anatomy of the organ is known. This is the

atlas-based deformable model segmentation method presented in detail in Ch. 6. In the

probabilistic atlas, intensity or texture statistics are computed for each sampling point in

the mask. This removes the need for materials to have uniform properties all across the

image, as statistics are computed locally. For instance, myocardial tissue near the apex

and near the base can have different intensity distributions in the atlas. Probabilistic

atlases were developed mostly for other modalities, especially 3D brain imaging (see the

review by Mazziotta et al. [113]); in the last few years, atlas-based segmentation has been

applied, under that name, to cardiac Magnetic Resonance (MR) [100, 104–106]. Atlas-

6Matthews et al. [112] called template to the intensity values. I use template for the geometry, and
atlas for the intensity values.
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based segmentation has been applied to fundamental imaging echocardiography too, but

under the guise of AAMs. To my best knowledge, no atlas for contrast echocardiography

has been published to date. To fill this gap, Fig. 4.8 provides probabilistic atlases for

2C, 3C, 4C and SAX planes. Atlases were computed as in section 4.3, for every pixel in

the image, computing the mean and standard deviation values from each histogram. The

results are displayed in Fig. 4.8.

In section 3.3.4, it was noted that endocardial motion is easier to assess than wall

thickening. Likewise, most models for echocardiography have been aimed at endocardial

border identification (see the reviews by Hammoude [73] and Noble and Boukerroui [131]).

It is apparent that the atlases in Fig. 4.8 display good contrast between the blood pool

and myocardium, while the external boundary is less conspicuous at best, and unseeable

in large regions of the image. These results are in agreement with the conclusions of Ch. 3,

that suggested that external boundary segmentation and, thus, wall thickening evaluation,

may not be possible using Power Modulation contrast echocardiography. They also cast

a shadow of doubt on the reliability of expert hand traced external contours.
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Figure 4.8: Probabilistic atlases for Power Modulation contrast echocardiography studies.
Frames were scaled by a factor 0.75. Grey levels were represented using a colour map for
better visual assessment. Atlases computed as in section 4.3, for every pixel in the image.
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4.9 Active Appearance Models

Active Appearance Models (AAMs) are atlas-based deformable models where both the ge-

ometric template and a probabilistic atlas of mean intensities are allowed to vary within a

PCA space. They were developed mostly as an independent type of algorithms, although

Lorenzo-Valdés et al. [105] and Lapp et al. [100] referred to them as atlas-based deforma-

tion models. Deformable models can be forward or inverse depending on the formulation

of the least-squares problem they solve. This will be explained in depth in section 6.1, but

for the sake of comprehensiveness of this section, it is worth noting that AAMs have been

formulated since their inception as inverse algorithms: ‘To build a statistical model of the

grey-level appearance we warp each example image so that its control points match the

mean shape (using a triangulation algorithm)’ [48]. In this section, I provide a historical

overview of AAM development, as well as details about the model itself. In depth discus-

sion of specific aspects of AAMs is presented in the remaining sections of this chapter.

AAMs are an extension of Appearance Models (AMs) [44, 60, 61, 97–99]. Cootes

and Taylor [44] proposed statistical models of shape and texture to link texture sampling

points with shape point coordinates, and originally used a Genetic Algorithm for the

optimisation process. AAMs were formally defined when Edwards et al. [62] and Cootes

et al. [48] proposed 1) sampling the texture from a reference frame instead of the shape

configurations, following Craw and Cameron [51], and 2) using iterative model parameter

refinement with a prediction matrix computed with multivariate linear regression (MLR)

[168] for the fitting algorithm. Cootes et al. [50] replaced the MLR method by a more

efficient ad hoc algorithm. It should be noted that although it was not acknowledged in

the early AAM literature, 1) is in fact the formulation of an atlas-based segmentation

method, as advanced above. Details for 2) were not available in the original publication,

but were later provided by Stegmann [170]. For a comprehensive presentation of the

classic formulation of AAMs, see Stegmann [168–170, 172]. Matthews and Baker [111]

superseded the classic formulation noting that the assumptions of the ad hoc optimisation
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algorithm in 2) were incorrect, and proposed an efficient gradient descent alternative that

requires shape and texture to be modelled independently. AAMs have been extended from

2D to 2D+t [26], pseudo-3D [14], 3D [122] and 3D+t [171]. Current temporal extensions,

and a new approach (also published in Casero and Noble [36]), are discussed in Ch. 5.

A summary of deformable models for some key publications relevant to this thesis is

presented at the end of this chapter in p. 109, Table 4.3. For pointers to algorithms

similar to AAMs and other variations, see Matthews and Baker [111] and Cootes and

Kittipanya-ngam [42].

In the AAM literature, texture refers to grey level intensity, i.e. only the mean value of

the probabilistic atlas is used. Texture vectors g are created by sampling the image with

the sampling mask, e.g. Fig. 4.7b, and concatenating the intensity values into a column

vector

g = [g1, . . . , gL]> (4.39)

Procrustes Analysis removes variability from the geometry data s that should not be

modelled by the shape space. Similarly, intensity normalisation removes variability from

the intensity data that should not be modelled by the texture space. Methods for intensity

normalisation of g are discussed in section 4.10.

The main idea behind AAMs is to combine shape and texture variables into an appear-

ance vector a = [s>, rg>]>, where r is an scaling factor. The appearance vector approach

will be discussed in section 4.11. The scaling factor will be discussed in section 4.13.

4.10 Intervolume intensity normalisation

Cootes et al. [48] proposed minimising the effect of interframe changes in global illumina-

tion to improve the performance of AAMs. In ultrasound data, the equivalent of global

illumination is due to offset u1 and amplification u2 settings in the machine that affect

all pixels gi in the same way, namely giu1 + u2 (related to TGC and attenuation). Some

authors have considered the problem of compensating the attenuation field on the image,
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e.g. [27, 80, 189], but as intraframe normalisation rather than interframe normalisation.

To compensate for global illumination, Cootes et al. [48] iteratively normalised the inten-

sity vectors g so that the elements of ḡ had mean 0 and variance 1. Later publications used

the same scheme, e.g. [26, 170]. Similarly, Cootes and Taylor [46] proposed to standardise

intensities

ĝi =
gi − ḡ
std(ḡ)

(4.40)

so that

Var(ḡ) = 1 (4.41)

It should be noted that these methods remove important information, though. In the

training phase, all intensity vectors correspond to the same anatomical region, so the

normalisation is appropriate. However, when the fitting algorithm is running, the above

range normalisation removes the mean and standard deviation information from the sam-

pled intensities, i.e. both a sampling of the blood pool or of the outside of the heart

will be normalised to similar values. Global illumination normalisation for all frames is

problematic too, as end diastole frames have more blood pixels and, thus, are brighter

on average. To illustrate this problem, Fig. 4.9a shows the mean intensity curves for the

ultrasound window7 of 20 patients in 2C view. The curves were interpolated to 20 frames.

The corresponding median intensity and 90% Confidence Intervals (CI) are displayed in

Fig. 4.9b. The median intensity value has a variation of 76.0 - 57.4 = 18.6 grey levels.

In this thesis I compute intensity normalisation on the whole spatio-temporal volume

instead of frame by frame, and from the whole ultrasound window instead of the sampling

area only. The normalisation parameters used in this thesis are the intensity mean and

standard deviation computed for the whole volume, µvol,i, σvol,i. Sampled intensity values

7By whole ultrasound area I mean the fan-shaped area with ultrasound signal in the ultrasound frame,
as opposed to the black edges where some data like the patient’s name is displayed.
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gi are normalised to match the average parameters of the training set, µ̄vol, σ̄vol

ĝi = (gi − µvol,i)
σ̄vol
σvol,i

+ µ̄vol (4.42)
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(a) Mean intensity of each frame for 21 patients.
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(b) Median (solid) and 90%-CI (dashed) of in-
terpolated mean intensities across all patients.

Figure 4.9: Global intensity of contrast ultrasound 2D+t volumes. 20 baseline patients,
2C view, pixels within ultrasound window only.

4.11 Combining different types of variables

A crucial aspect of AAMs is the combination of different types of variables into the

model, traditionally shape coordinates and pixel intensities to produce an appearance

vector. Edwards et al. [60] proposed combining variables as illustrated in the diagram

of Fig. 4.10a; PCA models are computed independently for shapes and intensities. Then

the training vectors are projected onto their respective models, intensity coefficients bg

weighted and concatenated to shape coefficients bs, and a new PCA computed. There are

two objections to this scheme, that are discussed in this section.

The first objection is whether the combination of PCA models into another PCA model

is necessary. Stegmann [168] observed (without proof) ‘that another feasible method to

obtain the combined model is to concatenate both shape points and texture samples into
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(a) Appearance as a combination of PCA models from Edwards et al. [60].
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(b) Appearance as a combination of variables, as noted but not
used by Stegmann [168].

Figure 4.10: Approaches to compute combined PCA models (for appearance in this case).

one observation vector from the start and then perform PCA on the correlation matrix

of these observation. [. . . ] We regard the reason for two separate PCAs as being partly

historical’. Despite his observations, Stegmann used Edwards’ scheme himself [168, 170],

and this is the method consistently used in the literature, even in recent publications, e.g.

[74, 103]. Stegmann’s alternative follows the diagram in Fig. 4.10b. This method will be

used in Ch. 5 to propose a novel spatio-temporal model, so in the rest of this section I

show that both approaches produce the same result when all eigenvectors are considered8.

Let s, g be the shape and texture vectors, and r a scaling factor. Computing PCA

8A formal proof for the case when the shape and texture spaces are truncated is beyond the scope
of this thesis. This notwithstanding, it should be noted that truncating the eigenvector spaces crops
the data coordinates, but does not change the main directions of variability. Thus, truncating Vg, for
example, should be equivalent to reducing r, as the corresponding subspace of texture would contribute
less variance to the combined model. Testing this hypothesis is left as a future line of work.
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models for s and g independently, and concatenating the results, leads to the linear system

 s
rg

 =

 s̄
rḡ

+

 Vs bs
Vg rbg

 (4.43)

where bs, bg are coefficient vectors. Computing a joint PCA model Vc on the combined

coefficient vectors, the following equivalent model is obtained (see e.g. [48])

 s
rg

 =

 s̄
rḡ

+

Vs Vc,s
Vg Vc,g

 bc (4.44)

where bc is another coefficient vector. Using simple block matrix operations Eq. (4.44) is

equivalent to  s
rg

 =

 s̄
rḡ

+

Vs 0

0 Vg

Vcbc (4.45)

As Vs, Vg are orthonormal matrices, then

Vs 0

0 Vg

 is orthonormal too. That is, the

2 independent PCAs are equivalent to a rotation or rotoinversion in appearance space.

In general, this orthonormal transformation is not optimal in the Hotelling [77] sense of

variance maximisation for the appearance vectors. To find the optimum in the variance

maximisation sense, another rotation or rotoinversion is needed, and that is the role of

Vc. This shows that computing Vs, Vg is an unnecessary step, because the multiplication

of two orthonormal matrices is another orthonormal matrix, and thus

Vs 0

0 Vg

Vc is the

unique solution in the variance maximisation sense for the appearance vectors. Instead,

the optimal rotation or rotoinversion can be computed in one step as the PCA solution
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to the appearance vector a = [s>, rg>]> data set, i.e.

 s
rg

 =

 s̄
rḡ

+ Vaba (4.46)

where the eigenvectors in Va are the same as in

Vs 0

0 Vg

Vc except perhaps for the sign.

The second objection is more profound, as it argues against the convenience of the

combined model itself. Matthews and Baker [111] contended that the combined model

precludes orthonormal shape and texture vectors, and that it makes the fitting algorithm

less efficient because more parameters are updated in each iteration of the algorithm. This

is the approach followed in this thesis.

4.12 Covariance vs. correlation matrix

Section 4.5 presented the PCA shape model as the solution to an eigenproblem defined

by the covariance matrix. The possibility of using the correlation matrix instead of the

covariance matrix has been acknowledged in the literature too, e.g. [165, 168]. The corre-

lation matrix is equal to the covariance matrix once the variables have been standardised.

If all variables have the same variance (as it is the case with standardised variables), then

PCA looks for high values of the Pearson correlation coefficient ρ [137]9, that indicate

linear relationships between variables

ρij =

∑M
k=1(si(k)− s̄i)(sj(k)− s̄j)

(M − 1)σsi
σsj

, −1 ≤ ρij ≤ 1 (4.47)

If standardised variables are weighted up, they get larger loadings on the first eigenvector,

i.e. they become more important in the model. When the weights are the standard

9Pearson called it the Galton function or coefficient of correlation, denoted by r; it is generally accepted
that it was Galton the first to propose a measure of correlation in that sense, i.e. [68], although it was
Pearson who gave it mathematical rigour.
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deviation of each variable, then the usual PCA on the covariance matrix is obtained. In

other words, PCA takes into account both the linearity of relationships between variables

and their variance.

Computing the correlation matrix is useful to visualise relationships between variables.

As an example, Fig. 4.11 displays the value of the correlation matrix for the gaussianised

shape coordinates of 21 studies in 2C. The matrix suggests very strong positive linear

relationships between coordinates of blocks of 10 consecutive points, which corresponds

to points on the same side of the wall boundaries. These results have a physiological

interpretation, as displacements of nearby points are expected to be proportional. There

is also a strong negative linear relationship between endocardial points on opposite sides

of the endocardium. The physiological explanation is that when the cavity is expanding or

contracting, both sides of the endocardium have to move in opposite directions. However,

computing the shape model from the correlation matrix is not convenient, as information

about the relative mobility of landmarks is lost.
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Figure 4.11: Correlation matrix for the gaussianised shapes of 21 studies in 2C. The 50
first variables correspond to u-coordinates, and the last 50 to v-coordinates. Within each
group, 25 are endocardial and 25 epicardial landmarks, all clockwise.
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4.13 Scaling factor for combination of variables

Once the role of correlation and variance is understood, it is easier to tackle the prob-

lem of computing the scaling factor r. Apart from linearising the relationships between

variables, the other possible way to influence the model is by scaling some variables with

respect to the others, so that they contribute more or less variance to be explained by the

eigenvectors. This is an analogous situation to a zero sum game, in the sense that if some

variables are scaled up, the rest are implicitly scaled down. Variable scaling was proposed

in early stages of the AAM [48] to account for the ‘difference in units between the shape

and grey models’. To compute r, each shape coefficient bs in each training sample was

computed and displaced ∆bs. Then the corresponding change ∆g was measured, and the

i-th shape coefficient scaled by

ri =

√√√√ 1

M

M∑
j=1

(
∆g

∆bs,j(i)

)2

(4.48)

Later publications have used the same r [49, 100, 121, 122, 171] or no inter-variable scaling

[26]. Cootes and Taylor [46] proposed as a simpler alternative

r =

√
Var(g)

Var(s)
(4.49)

where all s and g variables are aggregated together. They also stated ‘In practise the

synthesis and search algorithms are relatively insensitive to the choice of [the weighting

factors]’. I think that as per the discussion above in this section, the scaling factor r has

a central influence in the model, that steers it for a better representation of a group of

variables instead of others.

With Eq. (4.48), shape variables can get different scaling factors, which changes the

information about the importance of each shape variable relative to each other. Eq. (4.49)

prevents this from happening, but it does not take into account the number of variables
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in each group. The more variables in a group, the more variance the group contributes

for the model to explain. This is especially noticeable when the number of variables is

one or more orders of magnitude different, as is the case with shape and texture vectors.

In this thesis, I propose that when variables are combined in a PCA model, then each

group of interest should contribute the same variance to the model. For example, suppose

that we want to combine shape s, texture g and time t variables, then texture and time

should be scaled by rg, rt respectively

rg =

√∑ns

i=1 Var(si)∑ng

i=1 Var(gi)
(4.50a)

rt =

√∑ns

i=1 Var(si)∑nt

i=1 Var(ti)
(4.50b)

Considering that the eigenvalues provide the variance in each eigenvector direction, this

is equivalent to the approach proposed by Stegmann et al. [172]

rs =

√∑ng

i=1 λg,i∑ns

i=1 λs,i
(4.51)

4.14 Comparison between AAM and atlas-based seg-

mentation

AAMs were proposed and have been used in the literature as segmentation algorithms

for over a decade. Validation results available from the literature have focused on the

following issues: convergence of the algorithm after perturbation of the ground truth pose

[48, 50, 111, 171], ground truth shape parameters [111]; convergence of the algorithm

to acceptable solution [26, 74, 122]; effect of image scale on convergence [48, 169]; error

from the algorithm solution to ground truth: landmark/curve/surface distance [42, 48–

50, 74, 100, 121, 122, 169], endocardial area [26, 121, 122], endocardial volume [74, 100,

122, 171], epicardial volume [74, 122, 171], EF [26, 74, 171], myocardial mass [122], relative
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overlap error: area [15], volume [100]; texture/reconstruction/matching error in single

AAM [42, 49, 50, 62] and in AAM vs. a hybrid AAM/ASM [121]; colour vs. grey-scale

appearance models [169]; segmentation error vs. intra- and inter-human expert variability

[26, 122]; temporal error of border positioning [122]; comparison of fitting algorithms

[111].

But to my best knowledge, the dependence of segmentation results on the dimension-

ality of texture space has not been discussed. Only Stegmann [169] noticed a modest

improvement in the landmark error when instead of 28 modes for texture, 9 modes were

used, but attributed the results to overfitting of the 95%VT criterion. Atlas-based segmen-

tation is equivalent to an AAM with 0 texture eigenvectors, so ultimately, considerations

about the dimensionality of the texture space lead to the question ‘Are AAMs better

than atlas-based segmentation algorithms?’. Matthews et al. [112] argued that in a tem-

plate tracking problem, the target picture needs to be updated along the sequence for

better segmentation, and this is possibly the underlying motivation behind the texture

space in AAMs too. To discuss this point, it will be convenient to reproduce below the

project-out approach proposed by Matthews and Baker [111]. Let the AAM least-squares

optimisation problem be formulated as

popt, bg,opt = min
p, bg

1

2

∑
z

(
T (z) + Vg(z)bg − I(W (z; p))

)2

(4.52)

The least-squares problem is explained in more detail in section 6.3. Briefly, p are some

segmentation (pose and image transformation) parameters, Vg is the matrix of texture

eigenvectors, bg are the texture space coefficients, z are the template pixel coordinates, T

is the mean atlas, I is the image, and W is an image transformation and warp. Matthews

and Baker [111] showed that Eq. (4.52) is equivalent to

popt, bg,opt = min
p, bg

1

2

{
‖T (z)− I(W (z; p))‖2

span(Vg)⊥

+ ‖T (z) + Vg(z)bg − I(W (z; p))‖2
span(Vg)

} (4.53)
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Hence, the AAM optimisation process can be run in two independent stages: Stage 1)

the segmentation parameters popt are found by projecting out the atlas and image onto

span(Vg)
⊥ —the orthogonal complement of the texture space— and solving iteratively a

standard atlas-based segmentation problem. Stage 2) Once the segmentation is solved,

the atlas is projected onto the image to obtain bg,opt in one step. Matthews and Baker [111]

confirmed experimentally that the performance of the project-out approach was the same

as the classic AAM formulation (e.g. [45]), while being computationally more efficient.

In the rest of this section, I comment on implications of the project-out approach not

discussed by Matthews and Baker [111]. The project-out approach indicates, in fact, a

trade-off between updating the template and updating the atlas. At one end, Vg = ∅

corresponds to atlas-based segmentation. That is, the texture space has zero eigenvectors

and the atlas is fixed

g(z) = T (z) (4.54)

Thus, the template is updated in Stage 1, but the atlas does not change, as Stage 2 does

not take place. At the other end, Vg is an orthonormal basis. That is, Vg has all the

eigenvectors to be square and full rank, and the atlas has absolute flexibility to change

and match any image.

g(z) = T (z) + Vg(z)bg (4.55)

Hence, the template is not updated, because Stage 1 does not need to take place, as in

Stage 2, the atlas changes to exactly match the image under the initial sampling mask.

In all intermediate cases (Vg 6= ∅ and Vg does not have full column rank), Stage 1 updates

the template removing the texture model components from the error image, and Stage 2

is not directly relevant for the quality of the segmentation result. (Stage 2 improves the

intensity matching error, not the segmentation error.)

To assess the effect of adding texture eigenvectors to an atlas-based segmentation

algorithm, first I segmented a study with a fixed atlas and the project-out approach

implemented using Matlab’s least-squares non linear optimisation function lsqnonlin().
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For simplicity, the algorithm optimised the similarity transformation parameters only.

When the algorithm stopped, the segmentation error was measured with dmean, between

the optimised contour and the expert hand traced contour, as defined in section 4.6.

Then the texture model Vg from 20 patients was computed. Segmentation was run

on another patient (leave-one-out approach), but this time the atlas was allowed to vary

with the first texture eigenvector from Vg. The segmentation error dmean was computed

and written down. This process was repeated for the first 2 texture eigenvectors from Vg,

then the first 3 texture eigenvectors from Vg, and so on until the whole Vg matrix was

used.

The experiment was repeated 21 times, each time leaving a different patient out to

compute the texture model on all the frames in 2C, 3C, 4C and SAX planes (the frames

were scaled by a factor 0.25 to a size of 69x90 pixel). All 4 planes showed similar results, so

for clarity, only the graphs for 3C are presented here (the remainder graphs are presented

in Appendix D).

Fig. 4.12a shows the median dmean error and the 95%-CI for all experiments. The

results suggest that using a low number of eigenvectors makes the algorithm diverge in

many cases. A zoom-in into the graph for the lower number of modes is provided by

Fig. 4.12b. It is worth noting that the atlas-based approach (0 texture eigenvector) is

always convergent, but adding just 1 or 2 texture eigenvectors significantly worsens the

results. If failed segmentations are removed from the results, Figs. 4.12c and 4.12d suggest

that for successful segmentations, atlas-based results are best, and they worsen slightly

with increasing number of texture eigenvectors. A possible explanation is that the image

error term has substantial Principal Components even in the lowest modes of texture

space, and so the optimisation algorithm fails when that information is projected out.

The area of divergent segmentations in the plot could be attributed to the projected out

error leading the parameter updates in directions orthogonal to the correct ones. The

posterior plateau area could be explained by misleading information being removed from

the image error too. The horizontal lines in Figs. 4.12c and 4.12d outline the median
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and 95%-CI for the segmentation error at iteration 0 of the algorithm, i.e. for the initial

mean contour. The graphs suggest that AAMs achieve segmentation improvement in the

plateau area; this would justify their successful use in past publications.

However, the experimental results and discussion above also suggest that simple at-

las based segmentation (the graphs in Fig. 4.12 evaluated at 0 texture modes) actually

outperforms AAM segmentation. This observation, together with the discussion in sec-

tion 4.15 about the feasibility of computing texture models, justify that the segmentation

problem in Ch. 6 is formulated using an atlas-based deformable template model, instead

of an AAM.

This notwithstanding, my results are limited to specific hard-to-segment ultrasound

data and a similarity transformation. Further research is necessary with other implemen-

tations and data sets to better assess the performance of AAM compared to atlas-based

algorithms. In addition, the similarity transformation is only meant as a first approx-

imation, as shown by the median dmean in the order of 4 pixels. Optimisation of the

shape parameters (which allows for a non-rigid deformation of the template) is left as

future work. The formulation of the corresponding segmentation algorithm is presented

in Appendix G as preliminary work.

4.15 Feasibility of computing PCA shape and texture

models

Discussion on the size of the training data set has been quite limited in Point Distribution

Model (PDM) literature. This could be attributed to the usual presentation of Principal

Component Analysis (PCA), as in section 4.5, where two methods to compute models

are available, one for n ≤ M and one for n > M , where n is the number of variables

and M the number of training samples. The latter case —the MDS approach— allows to

compute a PCA space when the training data set is too small, but this does not mean that
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pixel. Zoom into (c).

Figure 4.12: Segmentation error vs. dimensionality of texture space. Number of texture
modes = number of texture eigenvectors from Vg. See main text for details. Mean distance
error dmean: Median (solid graph) and 95%-CI (dashed graphs). Leave-one-out 2D model
with 21 patients, 3C view. The horizontal straight lines in c) and d) show the median
and 95%-CI for the segmentation error at iteration 0.
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the computed PCA space is representative of the data. Even though linear models suffer

relatively little from the curse of dimensionality problem, Henry et al. [76] estimated that

in order to start obtaining significant results with PCA, the number of training samples

M should be in principle

M > 30 +
n+ 3

2
(4.56)

where n is the number of variables. For example, for a typical apical plane and 25

endocardial landmarks, n = 50, and the data set should have M ≥ 57 training vectors.

For 50 myocardial landmarks, M ≥ 82. Our contrast DSE database has e.g. M = 352

sample vectors in 2C from 21 patients, well above the minimum, although it has been

pointed out that the temporal correlation between frames could reduce the effective size

of the data set10. On the other hand, Mei et al. [116] found that M = 300 samples were

sufficient to model 3D LV surfaces with n = 1581, while Eq. (4.56) suggests M > 822; this

could indicate intra-landmark correlation that reduces the effective number of variables.

Although further work is necessary to address those issues, it seems that our data set size

is sufficient for 2D models.

The situation is worse for texture models. Table 4.2 presents typical sizes of the

sampling mask in endocardial and myocardial models. Even if the images are resized by

a factor 0.25, there are in the order of 2 to 5 times more texture variables to be modelled

than training vectors. For images at full size, there are 30 to 90 times more variables than

training vectors. The problem of having too large intensity vectors has been acknowledged

in the literature before. Yang et al. [190] proposed a method called two-dimensional PCA

(2DPCA) to reduce the dimensionality of vectors used to describe whole images, and

preserve the neighbourhood structure of the pixels. However, it has been shown that

2DPCA is simply PCA applied to the concatenated rows of all training images [92, 187].

That is, dimensionality is reduced because each column is modelled with a single variable.

While there are more samples and less variables, in ultrasound data this approach would

10Anonymous reviewer for Casero and Noble [36]. Personal communication.
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2C 3C 4C SAX
Scale 1.00 13,885 13,180 13,973 11,055
Scale 0.25 865 823 877 685

(a) Mask: 15 pixel distance to endocardium.

2C 3C 4C SAX
Scale 1.00 26,893 25,518 27,532 16,839
Scale 0.25 1,680 1,598 1,728 1,678

(b) Mask: 15 pixel distance to endocardium + all pixels
inside of cavity.

2C 3C 4C SAX
Scale 1.00 29,705 27,848 28,655 27,378
Scale 0.25 1,842 1,734 1,796 1,717

(c) Mask: 15 pixel distance to myocardial contours.

2C 3C 4C SAX
Scale 1.00 30,556 27,981 29,065 29,238
Scale 0.25 1,905 1,743 1,819 1,832

(d) Mask: 15 pixel distance to external contour + all pix-
els within myocardium + all pixels inside of cavity.

Table 4.2: Typical sampling mask sizes, in number of pixels, for 2D echocardiography
models. 2 models are considered: Endocardial and myocardial. For each model, 2 sam-
pling masks are considered: A border model with a search region of 15 pixels around the
contours (see Fig. 4.7b), and a combined model that also includes all pixels within the
convex hull of the contours. At scale 1.00, the image measures 256x360 pixel. At scale
0.25, the image measures 64x90 pixel.
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force each input variable to represent different regions of tissue and blood pool.

Thus, with the current technology PCA texture modelling requires much larger datasets

than what we have. But segmenting a dataset by hand is a very tedious and time-

consuming task, as reported in section 2.4. Acquiring this amount of data is not only a

matter of time, but also finding a medical expert willing to spend months or years col-

lecting it and doing segmentations. Frangi11 suggested using an ultrasound simulator to

generate synthetic examples to create a large enough data set. To my best knowledge,

there is no simulator that can generate contrast echocardiographic data. But even if it

was possible to find and hand trace, or simulate, a big enough data set, solving the eigen-

problem on a very large matrix would still be an issue. In addition, section 4.3 showed

that intensity data is highly non-Gaussian. Gaussianisation of shape data was tackled in

section 4.7, but intensity data poses new challenges, as discussed in Appendix E.

To illustrate the problem created by the length of intensity vectors, the experiments of

section 4.7 were repeated for intensity data. Similar results were obtained for all 4 planes,

so for clarity, only the results for 2C are presented next. Figs. 4.13a and 4.13b show the

approximation error dmean (pixel intensity has no units) decreasing with increasing number

of eigenvectors for the image size scaled by a factor of 0.25, and a sampling mask within 15

pixel of the endocardium. As shown in Table 4.2, the intensity vector has approximately

865 variables. Eq. (4.56) requests 464 training vectors, but the leave-one-out data sets

have around 290 frames only. Thus, even using all eigenvectors the median approximation

error decreases to dmean = 15.2, with median values of dmax = 35.9. Figs. 4.13c and 4.13d

display the results for the full size image. The training data sets have the same size,

but now the intensity vectors have lengths of approximately 13,885 variables. It is worth

noting that the median dmean increases by 50%, from a minimum of 15.2 to 22.8. But

the median dmax increases by 231%, from 35.9 to 120.3. This can be explained by higher

frequency intensity components in the full size image, and the inability of a model trained

11A.F. Frangi. Universitat Pompeu Fabra, Barcelona, Spain. Personal communication. I have been
unable to find a published reference implementing this idea.
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with too little data to fit them.

To sum up, the results in this section suggest that there are two reasons that make

working with PCA texture models unfeasible in practice: the required size for the data

set to train the model, and computation of the eigenanalysis on the correspondingly large

covariance matrix.
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Figure 4.13: Approximation error in the texture model. Computed from 21 patient data,
leave-one-out, 2C plane. At scale 1.00, the image measures 256x360 pixel. At scale 0.25,
the image measures 64x90 pixel. Sampling mask: 15 pixel distance to endocardium.
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4.16 Summary and conclusions

In this chapter, I argued that segmentation of myocardial boundaries on the contrast

echocardiographic cine loops should combine knowledge from 3 sources: texture, geome-

try and kinetics. This chapter and the following are devoted to the analysis of a framework

that combines previous knowledge from those 3 sources of information to solve the seg-

mentation problem. Texture and geometry were studied in this chapter, while kinetics

are the main focus of Ch. 5.

Starting with texture, section 4.3 suggested that the distribution of intensity values

in an anatomical location has a left-skewed distribution and clipped off tails, with a

variance that increases with the median value. The former violates the assumption of

Gaussianity for PCA, and the latter makes the segmentation algorithm depend more

heavily on the brighter areas the image. This chapter argued against the convenience of

using PCA texture models altogether, so gaussianisation was addressed in Appendix E.

The study of whether a scaling of intensity values to balance residuals variances improves

the segmentation results is proposed as future work.

Section 4.4 presented landmark models as a convenient representation of the geome-

try of myocardial contours, in particular using interpolating cubic splines control points

as landmarks and pseudo-landmarks. This allows to discretise the problem and, thus,

represent continuous curves as point configurations. The Least-Squares Fit Generalised

Orthogonal Procrustes Analysis was corrected and used to map the LV geometry point

configurations to shapes, i.e. point configurations without the location, size and rotational

effects.

Section 4.5 presented PCA as a method to compute spaces of shape variability, and

noted that the formulation that has been presented in the literature as a computational

trick to ease the calculation of spaces for long vectors is, in fact, the formulation of Mul-

tidimensional Scaling (MDS), a dual of PCA. This observation will be used to propose a

spatio-temporal model in Ch. 5. Section 4.6 introduced a long discussion on dimension-
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ality of the shape model, a topic that has received little attention in the literature. In

agreement with recent results from other authors, the variance criterion was found to be

inadequate for dimensionality selection. A family of data-driven criteria, the Generalised

Information Criterion (GIC), was presented and discussed. The results suggested that

GIC may be a useful criterion to determine the optimal number of landmarks to represent

the data, but at the same time overestimates the practical dimensionality of the shape

model. I proposed an anatomical/functional criterion for dimensionality selection below

1.5 pixels. This criterion takes into account that myocardial thickness can typically be as

small as 15 pixel in end diastole. Section 4.7 illustrated the poor performance of 2D shape

models if the Gaussianity assumption is not met. It was hypothesised that, theoretical

limitations notwithstanding, gaussianisation of each input variable using the empirical

CDF (and being careful with the tails of the distribution) would gaussianise the underly-

ing data distribution. Experimental results supported this hypothesis, as gaussianisation

of shape variables substantially improved the compactness of the 2D shape model.

Section 4.8 gave an overview of atlas-based deformable template models as a framework

that integrates a probabilistic atlas (texture) and a template (geometry) with a border

search region for segmentation optimisation. For the first time, probabilistic atlases of the

mean intensity and standard deviation for Power Modulation contrast echocardiography

in the four principal planes were computed. These atlases will be used in the segmentation

algorithm of Ch. 6. Further research could evaluate the performance of atlases based on

the mean compared to other statistics, e.g. the median or mode.

A historical review and description of so-called Active Appearance Model (AAM) was

presented in section 4.9. AAMs were developed as independent algorithms, and they

have been shown to use suboptimal ad hoc optimisation methods based on incorrect as-

sumptions. But in the last few years the literature has identified them as an extension to

atlas-based deformable models, and their ad hoc optimisation methods have been replaced

with standard least-squares gradient descent methods. The following sections studied par-

ticular aspects of AAMs in detail. Section 4.10 contended that intensity vectors should not
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be standardised, to avoid losing fundamental information, and instead proposed intensity

normalisation on the whole cine loop. Section 4.11 proved that computing PCA models

on vectors with heterogeneous variables (e.g. shape and texture) produces the same result

as the classic approach in AAMs of computing a PCA model for shape, a PCA model

for texture, and another PCA model of the combined coefficients. It was also noted that

other authors have argued against combined shape and texture models, because it impairs

the fitting process. Nonetheless, combined models will be a useful tool for the integration

kinetics in Ch. 5. Section 4.12 discussed the role of the correlation matrix in identifying

linear relations between variables with a physiological meaning. For example, horizontal

coordinates of endocardial landmarks on one side of an apical plane have a strong positive

linear correlation amongst them, and a strong negative linear correlation with landmarks

on the other side. The observation that linear correlations are weighted by variance esti-

mates in the covariance matrix led to section 4.13, where a scaling factor was proposed

with the aim of balancing the total variance contribution of heterogeneous variables in a

combined model.

This chapter closed with two critiques of AAMs. First, section 4.14 noted that compar-

isons between the performance of AAMs and atlas-based segmentation have been missing

in the literature. It has been implicitly assumed that AAMs should perform better than

atlas-based methods, because a texture space adds flexibility to a fixed probabilistic atlas.

My experimental results agreed with published results in that the AAM reduces the seg-

mentation error of the initial contour when it converges, i.e. the AAM works. However,

experiments and theoretical considerations based on the project-out formulation suggested

that, in fact, important information for the segmentation process may be lost when using

a PCA texture space. This may be the cause of AAM high rate of divergence, but even

when convergence was achieved, the AAM was less accurate and diverged more often than

atlas-based segmentation.

And second, section 4.15 discussed the feasibility of computing PCA shape and texture

models in practice. While vectors for shape data seemed small enough to be modelled with
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a 21 patient data set, texture vectors were 2 orders of magnitude longer at full scale, and 1

order of magnitude if the image size is reduced by a factor of 0.25. Typical approximation

errors for the texture model remained substantial even when all eigenvectors were used.

Interestingly, maximum approximation errors increased much more sharply that median

errors as texture vectors got longer, suggesting that increased resolution in the image adds

high frequency components that the model cannot explain.

To sum up, the results in the chapter justify formulating the segmentation problem as

an atlas-based deformable template model, rather than an AAM, in Ch. 6. The reasons

are better performance of the former, and unfeasibility of computing appropriate PCA

texture models for the latter.



Kass et al. [88] Chalana et al. [39] Cootes and Taylor [43]
Name Active Contour Model (snake) Multiple Active Contour Model Active Shape Model
Data preprocessing None None Procrustes alignment of shapes
Data dimensionality 2D/2D+t 2D+t/3D 2D
Geometry 2D spline Surface spline Fine sampling of the shape
Model Implicit in regularisation id. PCA
Shape constraints 1st and 2nd derivative curve regulariser id. Truncated PCA model + Mahalanobis distance

to training set
Sampling mask Normals to spline id. id.
Image features Edges id. id.
Warp Displacement along normals to spline id. id.
Warp direction T 7→ I id. id.
Optimisation type Local minimum id. id.
Optimisation variables Coordinates of spline fine sampling id. Pose, shape coefficients
Number of modelled variables O(102)-O(103) id. O(102)
Number of opt. variables O(102)-O(103) id. O(10)
Optimisation method Iterative solution to Euler equations in matrix

form
id. Least squares solution of system of proposed dis-

placements for all points at each iteration

(a) Shape models.

Cootes et al. [48] Cootes et al. [50] Matthews and Baker [111]
Name Active Appearance Model id. id.
Data preprocessing Procrustes alignment of shapes id. id.
Data dimensionality 2D id. id.
Geometry Landmark and pseudo-landmark points id. id.
Model Coupled PCA id. Decoupled PCA
Shape constraints Truncated PCA model id. id.
Sampling mask Uniform grid within mean shape id. id.
Image features Normalised pixel intensities (loss of mean inten-

sity information)
id. Pixel intensities

Warp Piece-wise affine? Not specified Piece-wise affine
Warp direction I 7→ T id. id.
Optimisation type Local minimum id. Local minimum (pose, shape), least squares (ap-

pearance)
Optimisation variables Pose, appearance coefficients Pose, global illumination, appearance coefficients Pose, appearance coefficients
Number of modelled variables O(104) id. 4 pose, ≈ 140 shape?, unspecified for appearance
Number of opt. variables O(102) id. 4 pose, 3 shape, 9 appearance
Optimisation method Multilinear regression to solve system of linear re-

lations between intensity errors and model param-
eters

Ad hoc, solving a least squares system to make the
intensity error equal to 0; numerical estimation of
the Jacobian matrix

Gauss-Newton Inverse Compositional Algorithm
w/o line search (pose, shape), least squares (ap-
pearance); analytical computation of Jacobian
matrix

(b) Appearance models.

Table 4.3: Schema of deformable models from a selection of publications, as referenced from section 4.9. id.: Same as in column
to the left.
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Bosch et al. [26] Rueckert and Burger [148]
Name Active Appearance Motion Model TPS Geometrically Deformable Template (GDT)
Data preprocessing Procrustes alignment of shapes, volume reslicing

to same number of frames, Gaussian subsampling
of images

none

Data dimensionality 2D+t/3D 2D+t/3D+t
Geometry Landmark and pseudo-landmark points, concate-

nated frames
Landmark points

Model Coupled PCA Implicit in regularisation, solution in i-th frame
initialises tracking in i+ 1-th frame

Shape constraints Truncated PCA model Implicit in minimisation of TPS bending energy
Sampling mask Uniform grid within mean shape Uniform grid on image
Image features Pixel intensities, gaussianised as an aggregate

(loss of mean intensity information)
Edges

Warp Not specified 2D/3D TPS
Warp direction I 7→ T T 7→ I
Optimisation type Local minimum Quasi global minimum (segmentation) + local

minimum (tracking)
Optimisation variables Affine pose, global illumination, appearance coef-

ficients
Coordinates of landmarks, TPS bending energy

Number of modelled variables Not specified; my guess is O(104)-O(105) 32-64 (2D), 512-1024 (3D)
Number of opt. variables Not specified 32-64 (2D), 512-1024 (3D)
Optimisation method Multilinear regression to solve system of linear re-

lations between intensity errors and model param-
eters

MAP Simulated annealing (segmentation) +
MAP Iterated Conditional Modes (tracking)

(c) Other.

Table 4.3: Schema of deformable models from a selection of publications (cont.).



CHAPTER 5

Temporal extension of cardiac PCA shape

models

5.1 Background

Echocardiography depends strongly on temporal information for clinical evaluation and

segmentation, as was advanced in section 4.2. Main contributions of this thesis are a novel

spatio-temporal model for cardiac contours, and an extension to Procrustes alignment that

removes pose and subject size variability while maintaining dynamic effects. The shape

model and alignment method are proposed and discussed in this chapter, part of which

has very recently been published by Casero and Noble [36]. The shape model is proposed

in section 5.2. The alignment method is proposed in section 5.3.

PCA shape models have been extended to accommodate temporal information. The

position of a 2D contour in a frame can be used to define an area of probability where

the contour can be found in the next frame using a Bayesian framework [56]. 2D active

contours can be extended to 2D+t introducing a time variable in the energy term [39, 93].

111
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This in practice means that the active contour has a global smoothing term for the cardiac

sequence that forces a smooth deformation between frames. 2D+t echocardiography data

has been processed as a 3D volume using isotropic (same spread in spatial and temporal

coordinates) 3D filters for feature detection [126, 127]. This way, features that appear in

consecutive frames produce a stronger response than feature-like artifacts. A Kalman filter

formulation can be used to update the coefficients of a PCA shape model [22, 23]. The

Kalman filter implements a motion model that makes a prediction on the PCA coefficients

based on the 2 previous frames. This approach was used to track myocardial borders in

echocardiographic sequences [82–84].

In this thesis, the main interest are other type of models that can be readily integrated

within a deformable template scheme for segmentation of a full cardiac cycle. In particular,

implicit time extensions were proposed to 2D and 3D PCA models by Bosch et al. [26] and

Stegmann and Pedersen [171], in order to extend shape models with temporal information.

Such models are implicit because instead of adding a time variable, they are built from

the concatenation of shape vectors

simplicit 2D+t = [s1>
2D, s

2>
2D, . . . , s

F>
2D ]> (5.1)

where si2D is the shape at time t(i). Shapes are obtained from landmark configurations

applying a novel extension of Procrustes Alignment proposed in section 5.2. For the

moment, it will be assumed that we have a way to remove pose and subject size variability

while maintaining dynamic effects, and then, PCA is computed in the usual way. This

approach has 3 important shortcomings. First, all cardiac cycles in the data set need to

have the same number of frames; considering the variability of heart rates in subjects and

sampling rates between studies, this is never going to be the case in practice. Thus, it

becomes necessary to interpolate the contours to a fixed number of frames. If the model

is then used for segmentation, it needs to be re-interpolated to the number of frames of

the new study, or the image data interpolated to the number of frames of the model, a
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hard and computationally expensive problem that requires 2D+t volume registration and

can introduce new artifacts.

Second, when F frames are stacked together, the size of the data set is reduced by a

factor F , and the number of variables increases by the same amount. That is, implicit

2D+t models require, in principle, O(F 2) times more subjects than simple 2D to approx-

imate the data. With F ≈ 16 in typical studies, this would become effectively infeasible.

A computational issue may also arise, even if there is enough data, as the matrices of the

eigenproblem can become very large. For example, the contrast DSE database provides

352 frames from 21 patients in 2C. The endocardial shape model has 25 landmarks, i.e. 50

variables. The mean number of frames is approximately 16. If each patient is interpolated

to 16 frames, an implicit model would be built from 21 training vectors with 50x16=800

variables each. Section 4.15 discussed the problem of having many more variables than

training vectors for texture data, but the argument can be applied to shape data too, as

will be demonstrated in the experimental part of this chapter.

Third, implicit 2D+t models assume that consecutively occurring positions of the same

landmark are separate independent variables, while it is more realistic and informative to

model the variability of each point as a 2-dimensional random variable that changes with

time. In the next section, the novel explicit 2D+t cyclic shape model proposed by Casero

and Noble [36] to address these issues is presented.

5.2 A novel explicit 2D+t cyclic shape model

Looking for an explicit 2D+t model, a 3D model [122] may look like a sensible option,

if the third spatial coordinate is replaced by time. But because all the contour points in

the same frame share the same value of t, this is equivalent to concatenating the same

variable n times to the shape vector. It follows that the determinant of the covariance

matrix |C| = 0, and it is not so straightforward to solve the eigenproblem. To avoid

this, Casero and Noble [36] proposed an extended shape vector with a single time variable
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t ∈ [0, 1]

sexplicit 2D+t = [s>2D, rt]
> (5.2)

where r is the scaling factor that was discussed in section 4.13. In brief, to define r, it

should be noted 1) that PCA searches not only for those directions in which relationships

between variables are more linear, but also for those with larger variance; and 2) that

because there are many more shape than time variables, the model tends to underesti-

mate the temporal effect. A choice of r consistent with these observations is given by

Eq. (4.50b), that can be rewritten as

r =

√∑n/2
i=1 Var(u(i)) +

∑n/2
i=1 Var(v(i))

Var(t1) + Var(t2)
(5.3)

where u, v are the Cartesian coordinates of a landmark, so that the total variance con-

tributed to the model by shape variables is the same as that contributed by time variables,

where the variance estimate Var is computed over the sample of size M .

The vector in Eq. (5.2) has important shortcomings of its own for cyclic dynamics.

Fig. 5.1a illustrates the typical horizontal displacement of a 2D contour point in the middle

of the left wall of a 2-chamber view. First, the horseshoe-like curve means that any linear

model such as PCA will poorly approximate the relationship between spatial coordinates

and time. Second, PCA is dual to linear Multidimensional Scaling (MDS) [70], where the

distance matrix is defined by the scalar products between the training vectors, i.e. PCA

tries to preserve Euclidean distances between training vectors. In Fig. 5.1a, points near

t = 0 and t = 1 are far apart according to the Euclidean distance for the model; in reality,

we know that they are close in the cardiac cycle.

Casero and Noble [36] contended that both the lack of linearity and the distance

problem can be tackled with Kernel PCA (KPCA) [154], a non-linear generalisation of

PCA (see details in Appendix F). The main idea that they borrowed from KPCA is that

shape+time vectors can be mapped to a higher dimensional space in which the relations
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(b) Cyclic time. Dashed: projection on a horizontal
plane.

Figure 5.1: Empirical horizontal displacement of an endocardial point in the middle of the
inferior segment in 2C (see point marked with a ‘◦’ in Fig. 5.5a). Curve computed as the
mean of 21 subjects. Time for the cardiac cycle has been normalised to t ∈ [0, 1], with
t = 0 end diastole. The arrow points to end systole (ES). Coordinate units are pixels.

between variables are linear, and then we can compute PCA in that space. A detailed

explanation of KPCA can be found in Appendix F. Casero and Noble [36] proposed the

transformation

sexplicit 2D+t = [s>2D, rt1, rt2]> (5.4a)

t1 = cos(2πt) (5.4b)

t2 = sin(2πt) (5.4c)

In terms of KPCA, data has been embedded in a hyper-cylindrical manifold using the

non-linear mapping

φ


 s̃
rt̃


 =


s̃

r cos(2πt)

r sin(2πt)

 (5.5)

While KPCA usually maps the data to a much higher dimensional space and uses MDS

and the kernel trick to make computations tractable, Eq. (5.4) only increases the dimen-
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sionality by 2, so it is possible to work directly in feature space. Fig. 5.1b illustrates the

advantages of the map in Eq. (5.4). First, the curve and the manifold that contains it

can be reasonably approximated by an ellipse and a plane, respectively, which suggests

a good linear approximation u ≈ α1t1 + α2t2 for some scalars α1, α2. And second, the

points near t = 0 and t = 1 are now close in Euclidean distance. The PDM of Eq. (4.3)

can now be expanded using Eq. (5.4). In centred block matrix form we have

 s̃
rt̃′

 =

V1,1 V1,2

V2,1 V2,2


b′
br

 (5.6)

where t′ = [t1, t2]>, b′ = [b1, b2]>. An explicit relationship between shape and time can

be obtained noticing that

s̃ = V1,1b
′ + V1,2br (5.7a)

rt′ = V2,1b
′ + V2,2br (5.7b)

Substituting [b1, b2]> from Eq. (5.7b) in Eq. (5.7a), and uncentering s̃, the explicit 2D+t

shape model can be formulated as

s = c+ Abbr + Att
′ (5.8)

where

c = s̄− Att̄′ (5.9a)

At = rV1,1V
−1

2,1 (5.9b)

Ab = −1

r
AtV2,2 + V1,2 (5.9c)

A common criticism of PCA is that coefficients are linear combinations of all input vari-

ables and vice versa, so it is difficult to make medical sense of the model. Methods like
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sparse PCA have been devised to trade orthogonality in the eigenspace and uncorrelation

in the coefficients for sparsity in the loadings (see e.g. [54, 165] for an overview). That

is, each input variable becomes a function of only a subset of coefficients. But sparse

models are not much better than normal PCA in terms of medical interpretation. Even

if the coupling of variables is smaller with sparse PCA, in both cases modes of variation

have to be plotted and then effects identified ad hoc (cf. [165]). Hence, I think that an

approach like that of Eq. (5.8) addresses the problem of separating the temporal effect for

a cardiac model in a more useful way than sparse PCA (note that both approaches are

not incompatible and could be combined too). Eq. (5.8) models cardiac contour defor-

mation as a function of time and/or traditional shape coefficients. While t′ = t′(br) still

holds, changing the values of br does not change t′ because of the implicit variables b1, b2

changing their values in the background. Effectively, what Eq. (5.8) does is replace the

traditional modes of variation 1 and 2 given by b1, b2 by another two modes of variation

given by t1, t2.

5.3 Alignment of 2D+t configurations

Patient 3

Patient 2

Patient 1

Procrustes

patient mean shapes

aligned patientsmodel mean shape

transformations
     similarity

h1
t1

h2
t2

h3
t3

k1

k2

k3

Figure 5.2: Procrustes alignment for 2D+t data. Similarity transformations comprise a
scaling k, a rotation h and a translation t.
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Section 4.4 explained Procrustes alignment, an algorithm that removes unwanted (or

extrinsic) variability in the data, namely pose and patient size. But if Procrustes align-

ment is applied to all data frames from all patients stacked together, then important

variability due to cardiac dynamics is removed as well. To preserve time variability while

still removing pose and patient size variability, Casero and Noble [36] proposed the scheme

in Fig. 5.2. For 2D+t Procrustes, each patient data set is reduced to a mean shape, and

all mean shapes are aligned with the usual 2D Procrustes method. Then the similarity

transformation computed for the i-th mean shape is applied to each frame of the i-th data

set

s′j = ki sj hi + ti, j = 1, . . . , F (5.10)

where ki is a scaling factor, ti is a translation row vector and hi is a rotation matrix with

counterclockwise rotation θ

hi =

 cos(θ) sin(θ)

− sin(θ) cos(θ)

 (5.11)

5.4 Temporal reparameterisation for model asymme-

try

Fig. 5.3a shows that the 2D+t model of the previous section is not able to reflect the

asymmetry of the actual contraction, as in Fig. 5.1a. In this section I propose a repa-

rameterisation of the temporal variable that attempts to approximate that physiological

asymmetry. Moreover, without the reparameterisation, the myocardium finishes relaxing

at roughly t = 0.9, as displayed by Fig. 5.3a, and then starts contracting again before

end dyastole. The reparameterisation Ft : [0, 1] 7→ [0, 1] of the temporal variable can be

expressed as

t̃′ =

cos(2πFt(t))

sin(2πFt(t))

 (5.12)
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The reparameterisation Ft can be defined as a 2nd-order polynomial

Ft(t) = p2t
2 + p1t (5.13)

The polynomial coefficients pi are computed from 3 point correspondences: t = 0 7→ t = 0,

tES 7→ t = 0.5 and t = 1 7→ t = 1. To estimate tES, first the 2D+t model without repa-

rameterisation is computed. Points on the left and right walls with maximum horizontal

displacement are found from the model. The corresponding tES,left, tES,right values are

averaged to find tES. Finally, the 2D+t model is recomputed using the reparameterisa-

tion Ft. Fig. 5.3b illustrates the approximation to asymmetric cardiac dynamics of the

reparameterised model.
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(a) Without temporal reparameterisation.
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(b) With temporal reparameterisation.

Figure 5.3: Modelled horizontal displacement of the endocardial point in Fig 5.1. Com-
puted by changing time in Eq. (5.8) with a fixed br = 0. ES: End systole.

5.5 Visualisation of the model

Fig. 5.4 displays the shape variation in ED (t = 0) for the 4 first modes of the 2C en-

docardial model, for 5 values of the corresponding shape coefficient within ±3σ. Fig. 5.5

displays the temporal behaviour of the model in the 4 principal planes, both for endocar-
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dial and myocardial models. It is worth noting that the LV endocardium presents larger

displacements than the external boundary, as expected. Also, that in the SAX plane

the endocardium rotates counterclockwise while the external boundary rotates clockwise.

This is the expected behaviour that would be caused from myocardial torsion. Thus,

the model is apparently in agreement with the physiology, although further research is

required to determine whether that is the actual cause. In favour of this hypothesis is the

fact that the observed ‘torsion’ is produced by a model computed from hand traced land-

marks by a human expert. That is, the human expert did not only draw the myocardial

contours, but also marked one of the ventriculo-septal junctions as a reference landmark

on both boundaries. Hence, it is conceivable that the human expert introduced torsion

information into the data this way. Against the hypothesis is the fact that there are only

2 such reference points per frame, and the rest of the pseudo-landmarks are extrapolated

from them, so it could be an artifact too. A proposed future line of work would be to

use Speckle Tracking to track speckle patterns on the myocardium and evaluate torsion.

Speckle Tracking was briefly mentioned in section 4.3, but it is beyond the scope of this

thesis.

Apical planes also seem to agree in broad terms with the physiology, although Kohl1

pointed out that a larger vertical displacement of the mitral annulus would be expected

in apical planes. Interestingly, the plots illustrate the problem with segment functional

heterogeneity that was highlighted in section 3.4.2; that is, different segments have dif-

ferent degrees of expected wall excursion, that will have to be taken into account when

building distributions of normal/abnormal functional values.

In this respect, another interesting future line of work would be to compute the models

from normal studies only, use them as a mean physiology reference, and test for abnor-

malities as too large deviations from that reference. It should be noted that the models

in Fig. 5.5 were computed from both normal and abnormal studies, assuming that low

incidence of regional functional abnormalities would not significantly shift the model away

1Dr. Peter Kohl, MD. Department of Physiology, University of Oxford, UK. Personal communication.
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from normal behaviour. This approach suffices for this preliminary analysis, but in order

to obtain meaningful clinical results, a much larger database of segmented data would be

required.

(a) Mode 1. (b) Mode 2.

(c) Mode 3. (d) Mode 4.

Figure 5.4: Modes of shape variation for 2D+t model in Eq. (5.8), 2C plane. Computed
by evaluating the first 4 shape coefficients within ±3σ in ED (t = 0).
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(a) 2C. (b) 2C.

(c) 3C. (d) 3C.

(e) 4C. (f) 4C.

(g) SAX. (h) SAX.

Figure 5.5: Mean shapes of 2D+t endocardial (left column) and myocardial (right column)
models, with temporal reparameterisation. 11 contours in half a cardiac cycle, from ED
to ES, are plotted for each plane.
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5.6 Comparison between explicit and implicit models

In order to compare the reparameterised explicit 2D+t model proposed in this chapter

to previous implicit models, the experiment in section 4.6 to compute the approximation

error of 2D shape models is extended to 2D+t shape models in this section.

Shape models were computed from 20 patients applying a leave-one-out scheme to the

21 patient database. Contours from the remaining patient were aligned and converted to

shapes s, projected onto shape space, and projected back into input space to obtain ŝ.

For the implicit model

bi = Ai†
(
siimplicit − s̄i

)
(5.14a)

ŝiimplicit = s̄i + Aibi (5.14b)

where bi, s̄i, Ai are the vector components and matrix block that correspond to the i-th

frame si, and † is the Moore-Penrose pseudo-inverse. For the explicit model

br = A†b (s2D − c− Att′) (5.15a)

ŝ2D = c+ Abbr + Att
′ (5.15b)

where ŝ2D is the back projection onto shape space. No constraints were imposed on the

reconstruction. The approximation error was computed as the mean distance error dmean

defined in Eq. (4.27) and maximum distance error dmax defined in Eq. (4.35). Similar

results were obtained for all principal planes. The median and 95%-CI for the 2C view is

shown in Fig. 5.6. The graphs suggest that the explicit model is slightly more compact,

as the CIs are narrower and the median smaller. The implicit model is limited to a

maximum of 20 eigenvectors, because it uses only 20 training vectors. Although not

displayed, results for gaussianised data were computed too, but no significant difference

was found with respect to non-gaussianised data. This is an interesting outcome, because

it suggests that taking into account the temporal component of the data (both in implicit
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and explicit models) naturally corrects violations of the Gaussianity assumption that had

to be rectified with a gaussianisation method in section 4.7 for the 2D model. Moreover,

both temporal models are substantially more compact than a simple 2D model, when

compared to Fig. 4.5. From a KPCA point of view, this improvement can be explained by

the data linearisation produced by the non-linear mapping of Eq. (5.5) in feature space.

Data linearisation was illustrated by Fig. 5.1.
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(d) Explicit model (dmax).

Figure 5.6: Approximation error for 2D+t endocardial models, frame by frame. Model
truncated at k shape coefficients. Solid: Median value. Dashed: 95%-CI. Leave-one-out
scheme for 21 patients, 2C view.

However, the true potential of spatio-temporal models lies on their ability to separate

the shape variability (i.e. each patient’s heart has an intrinsic shape) from the temporal

deformation. This, for example, allows to formulate the segmentation problem as an



Chapter 5. Temporal extension of cardiac PCA shape models 125

optimisation problem with a single shape vector for the whole volume. To evaluate this

feature, instead of computing one shape vector per frame, a single shape vector was

computed for each patient, i.e. assuming that each patient’s heart has an intrinsic shape

that changes from frame to frame only due to kinetics. For implicit models, the full size

version of Eq. (5.14) is used. For explicit models, frames were concatenated to compute

a shape vector br optimal in the least-squares sense

br =


Ab
...

Ab


† 

s1
2D − c− Att′1

...

sF2D − c− Att′F

 (5.16)

Fig. 5.7 shows the median and 95%-CI for the approximation error. In this case, the

implicit model gives a slightly better approximation. A possible explanation for this is

that the implicit model does not project landmark displacement onto a plane. Another

point worth mentioning is that Figs. 5.6 and 5.7 contradicts the hypothesis in Casero

and Noble [36] that O(F 2) more subjects are required to construct an implicit than an

explicit model. On the other hand, refinements in the explicit model are still possible,

e.g. by using more frequency components. Further research is required to explore this

an other improvements, and compare the models with larger data sets or sets with more

landmarks.

Another point worth noting is that the approximation error for both implicit and

explicit models seems to plateau after 10 eigenvectors, and that maximum distances can

be quite large, e.g. in the order of 20 pixel for an image of size 256x360 pixel. There

are two possible causes that I think are most likely to be responsible for the error. First,

the contrast DSE database is composed of 11 abnormal and 10 normal subjects, but even

abnormals have working hearts where only part of the muscle is damaged. Thus, the

models are expected to represent mostly healthy hearts, and may have trouble expressing

abnormalities. While it would be very interesting to add variables to the model that can
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(a) Implicit model (dmean).
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(b) Implicit model (dmax).
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Figure 5.7: Approximation error for 2D+t endocardial models, all frames together. Model
truncated at k shape coefficients. Solid: Median value. Dashed: 95%-CI. Leave-one-out
scheme for 21 patients, 2C view.

account for reduced contractility or for dyskinesia, the database simply does not have

enough data for those studies, as was pointed out in section 3.4.2. Second, some studies

are badly imaged and the muscle comes in and out of plane, as noted in section 3.4.1. This

was, for example, the case with Patient 038, that has the largest approximation error in

2C. Patient 038 was diagnosed as normal, but because the imaging plane does not remain

fixed, the contours change in a way that cannot be explained by the model. This is

most visible in the large displacements of the external contour, as shown in Fig. 5.8a. In

studies without this effect, the model arguably offers a good approximation to the expert

contours, as illustrated by Fig. 5.8b. As future work, the model could be extended to
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account for the out of plane effect. However, Becher2 suggested that badly imaged studies

should not be used for medical assessment at all. Moreover, increasing availability of 3D

echocardiography machines will render this problem irrelevant, as 3D data does not suffer

from the out of plane effect.

(a) Study going out of plane (Patient 038).

(b) Study staying in plane (Patient 005).

Figure 5.8: Out of plane effect. 2C view, both healthy subjects. Left: Expert contours.
Right: Best approximation with 2D+t model and single shape vector. Solid: External
contour. Dashed: Endocardium.

Finally, a limitation of both implicit and explicit models is that they assume a tempo-

ral correspondence between frames. But systolic time depends on many factors, e.g. heart

rate and gender [188], and stress levels [183]. While it is tempting to use electrocardio-

grams to identify different cardiac phases, they are not reliable enough, especially with

2Dr. H. Becher, John Radcliffe Hospital, Oxford. Personal communication.
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increasing HR and stress. Shekhar et al. [163] proposed doing temporal alignment, i.e. end

diastole (ED) and end systole (ES) frames where used to partition the cardiac cycle in two

intervals. Then each interval was normalised to define a linear temporal correspondence

between frames in different studies. To obtain corresponding frames, each interval was

resliced using Nearest Neighbour interpolation. Bosch et al. [26] resliced all studies to 16

frames, so that ED and ES frames had indices 1 and 9, respectively. In both approaches,

frames were marked by an expert. Another problem is that a temporal linear interpo-

lation will not always be correct. Systole is composed of 2 phases: pre-ejection period

(PEP) and left ventricular ejection time (LVET), and for certain cardiopathies, the PEP

increases, while the LVET decreases so that the total systolic time interval remains rela-

tively unaltered [188]. Future research should address this issues, and aim for automatic

temporal alignment, that according to current standard recommendations should be done

using mitral valve motion and cavity size [96, Table 1].



CHAPTER 6

Atlas-based deformable model segmentation

6.1 Formulation of atlas-based segmentation

A classic approach to atlas-based segmentation, image registration or image alignment is

the Lucas-Kanade algorithm [107, 108], that attempts to solve the least-squares optimi-

sation problem

popt = min
p

1

2

∑
z

(
T (z)− I(W (z; p))

)2

(6.1)

where W : R2 7→ R2 is a function with parameters p that maps point coordinates z in

the template image T to the target image I, i.e. a forward transformation/warp function.

Baker and Matthews [5, 6] reviewed variations on the formulation of Eq. (6.1), summarised

in the rest of this section. Full details and references to relevant papers can be found in

[5], or more extensively in [6]. The Lucas-Kanade algorithm applied gradient descent to

image alignment. It is a forward additive algorithm, i.e. it solves for an increment ∆p of

the parameters to minimise the first order Taylor expansion of

popt = min
p

1

2

∑
z

(
T (z)− I(W (z; p+ ∆p))

)2

(6.2)

129



130 Chapter 6. Atlas-based deformable model segmentation

The Shum-Szeliski algorithm is a forward compositional algorithm, and hence it solves for

an incremental warp instead of an increment of the parameters

popt = min
p

1

2

∑
z

(
T (z)− I(W (W (z; ∆p), p))

)2

(6.3)

Additive and compositional algorithms are equivalent to a first order approximation [5]

and in terms of computational cost [6]. To avoid the huge cost of computing the Hessian

at every step of the Lucas-Kanade algorithm, the Hager-Belhumeur algorithm exchanged

the role of the template and the image in the Lucas-Kanade formulation, i.e. it is an

inverse additive algorithm. The Hager-Belhumeur algorithm can only be applied to a

very reduced set of warps, though. The least-squares inverse compositional algorithm

searches for the optimal parameters

popt = min
p

1

2

∑
z

(
T (W (z; ∆p))− I(W (z; p))

)2

(6.4)

The transformation/warp is updated using

W (z; p)← W (z; p) ◦W−1(z; ∆p) (6.5)

Baker and Matthews [5] contended that forward/inverse compositional algorithms can

only be applied to warps that form semigroups/groups, respectively, under composition.

However, one of the properties of semigroups and groups, associativity, is not required by

their formulation1. Thus, forming a semigroup/group under composition is a sufficient

but not a necessary condition for the transformations.

Baker and Matthews [6] proposed an inverse compositional algorithm for (global)

affine warps using several standard gradient descent approximations to solve the least-

squares problem (see e.g. [132] for extensive details on numerical optimisation methods):

Gauss-Newton, Newton, steepest-descent, diagonal Hessian and Levenberg-Marquardt.

1S. Baker, Microsoft Research, Redmon, USA. Personal communication.
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Matthews and Baker [111] extended the Gauss-Newton approximation to AAMs, com-

bining similarity transformations and piece-wise affine warps. In an unrelated paper,

Eriksson and Åström [64] used the Gauss-Newton approximation2 and thin-plate splines

in a registration problem that matched all pixels on an image to all pixels on another

image. Without mentioning it explicitly, they used the same formulation as the Lucas-

Kanade algorithm to solve the optimisation problem, i.e. a forward additive algorithm. A

limitation of these approaches is that they do not include line search, even though it is

a standard element of optimisation algorithms (see e.g. [132, sec. 3.5]). Implementation

details for the Gauss-Newton method applied to the inverse compositional algorithm using

similarity transformations, thin-plate splines and line search are provided in Appendix G.

To be able to compare the results of my implementation, line search and stopping criteria

were implemented following Matlab optimisation functions. Although beyond the scope

of this thesis, it is worth noting that the inverse compositional algorithm has been ex-

tended to 3D AAM [1] and generalised to other matching error measures, e.g. normalised

correlation and mutual information [28].

6.2 Hierarchical schemes

Due to the curse of dimensionality (a term coined by Richard E. Bellman in the context

of dynamic programming), the volume of the search space in an optimisation problem

increases exponentially with the number of variables, making the search harder. In ad-

dition, deformations are in general computationally more expensive and the number of

local minima increases with the number of Degrees of Freedom of the model (e.g. [124]).

Bergen et al. [17] argued that ignoring high resolution information in the image is not only

efficient but necessary, to avoid aliasing of high spatial frequency components. Ashburner

[4] reviewed the onus created by large deformations for warps to be diffeomorphic. All

these observations translate into solving the problem hierarchically, refining the solution

2Eriksson and Åström [64] derived the problem using the Newton approximation, but then simplified
the Hessian using the Gauss-Newton approximation.
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using transformations with increasing degrees of freedom (hierarchical deformation) on

images with increasing resolution (multiresolution) [17].

Transformations are presented in detail in section 6.3, but a brief overview of hierar-

chical deformation examples follows. Cootes et al. [47] proposed the Point Distribution

Model (PDM), that is more or less flexible depending on the number of eigenvectors,

as discussed in section 4.6. Davatzikos et al. [55] used Wavelet Transform coefficients

to explain contours at different resolution levels. Shang et al. [161] discretised cardiac

3D surfaces using meshes with increasing number of vertices. Kervrann and Heitz [91]

proposed optimising the parameters of a PCA and similarity transformation deformable

hand model first, and then refine the segmentation allowing for local displacement of the

landmarks under a Gaussian random model. Metaxas et al. [117] proposed to optimise

the similarity transformation, and a local deformation based on a Free Form Deforma-

tion model, simultaneously, but shifting weight from the former in the first 5-20 steps

of the algorithm, to the latter afterwards. Feldmar and Ayache [65] registered pairs of

surface segmentations of 3D organs and skeletal regions using rigid, affine and piece-wise

affine transformations sequentially. As mentioned above, Matthews and Baker [111] com-

bined similarity transformations and piece-wise affine warps in the inverse compositional

algorithm.

Similarly to the schemes above, this thesis splits the transformation W into a similarity

transformation and a thin-plate spline warp based on the PCA shape model. Following

the notation in Matthews and Baker [111], the combined global transformation and local

warp can be expressed as

W (z; p) = WG(WL(z, s̄, s(b)); q) (6.6)

where p = [q>, b>]>, WG is the global transform and WL is the local warp. The global

transform WG is presented in section 6.3. Local warps WL were used to generate the

texture analysis and probabilistic atlases in sections 4.3 and 4.8, respectively. Atlases
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are used for segmentation in this chapter, but non-rigid optimisation for segmentation is

beyond the scope of this thesis. A discussion and formulation of local warps is provided

in Appendix C as a basis for future work.

6.3 Similarity transformations

The global transform is Eq. (6.6) is a similarity transformation, i.e. a scaling, a rotation

and a translation. Note from section 4.4 that those are precisely the variations removed

by Procrustes alignment. The transform WG is often formulated as

WG(z; α, θ, t) = α

cosθ − sin θ

sin θ cos θ

 z + t (6.7)

where α is the scaling factor, θ is the rotation angle and t is the translation vector. How-

ever, for atlas-based segmentation the shape-matrix parameterisation is more convenient

(e.g. [21, section 4.2], [111])

WG(z; q) = z + AG(z) q (6.8a)

AG(z) =

z(1) −z(2) 1 0

z(2) z(1) 0 1

 (6.8b)

where z = [z(1), z(2)]>.

6.4 Applying the 2D+t model to atlas-based segmen-

tation

The formulation of the atlas-based segmentation problem in section 6.1 involves a 2D

template that is optimised to match a 2D image. For simplicity, only similarity transfor-

mation optimisation is considered. Solving the optimisation problem separately for every
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frame produces poor results, even if different templates are computed from a 2D+t model

for each frame, as illustrated by Fig. 6.1. The main reasons are the changing blood flow

at the base of the heart while the atlas remains constant, and the presence of artifacts

as discussed in section 4.2. It can be hypothesised that the results can be improved if

the segmentation algorithm is run on the whole 2D+t cardiac cycle at the same time.

In order to test this hypothesis, I propose to extend the formulation of the atlas-based

segmentation problem using the explicit 2D+t model proposed in section 5.2

popt = min
p

1

2

∑
z

(
1

F

F∑
i=1

T (W (z; ∆p, ti))− I(W (z; p, ti))

)2

(6.9)

The transformation W now depends on a temporal variable, that allows to generate a

different template for each of the F frames with the model in section 5.8, reproduced here

for convenience

s = c+ Abbr + At

cos(2πFt(t))

sin(2πFt(t))


where s is a shape vector, t ∈ [0, 1] is time normalised in the cardiac cycle, b is a vector

of shape coefficients shared by all frames, Ft is the temporal reparameterisation function,

and Mt, Mb, mc are the model matrices and vector. Eq. (6.9) can be seen as replacing the

residual of a sampling mask point by its average residual over all frames. While the mean is

a less robust statistic than e.g. the median, it is faster to compute and can be differentiated

analytically. The implementation of the algorithm is similar to Algorithm G.1 (p.190),

but averaging the results from each frame in each step.

6.5 Experimental results

To compare the performance of different approaches quantitatively, shape models and

atlases were computed from 20 patients of the 21 in the database with the leave-one-out

approach used previously in this thesis. Then, the similarity transformation was optimised
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(a) Frame 1/14. (b) Frame 3/14.

(c) Frame 6/14. (d) Frame 10/14.

Figure 6.1: Atlas-based segmentation with 2D+t model frame by frame. Dashed: Ex-
pert traced contour. Solid: Algorithm optimum. 2C. 20 patient model run on “Patient
018” data (leave-one-out). Gauss-Newton algorithm with line search. Segmentation was
optimised on the image scaled down by a factor 0.25 to a size of 64x90 pixel.
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(a) Frame 1/14. (b) Frame 3/14.

(c) Frame 6/14. (d) Frame 10/14.

Figure 6.2: Atlas-based segmentation with 2D+t model on whole cardiac cycle. Dashed:
Expert traced contour. Solid: Algorithm optimum. 2C. 20 patient model run on “Patient
018” data (leave-one-out). Gauss-Newton algorithm with line search. Segmentation was
optimised on the image scaled down by a factor 0.25 to a size of 64x90 pixel.
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on the remaining patient using 4 methods: 1) Direct minimisation of the least-squares

distance to human expert hand-traced contours (this was considered the baseline approx-

imation error for the other 3 methods), whole cardiac cycle; 2) Optimisation frame by

frame, using templates from the 2D+t model and the inverse compositional algorithm;

3) Optimisation of whole cardiac cycle, using Matlab’s lsqnonlin function3, that imple-

ments the Gauss-Newton forward additive algorithm with line search; 4) Optimisation of

the whole cardiac cycle, using my implementation of the inverse compositional algorithm

extended with line search, as described above. In methods 2), 3) and 4), the similarity

transformation variables were scaled by their respective standard deviations estimated

from the training data set. The reason is that the performance of the Gauss-Newton al-

gorithm suffers in poorly scaled problems (e.g. [132, Ch. 2]), and the translation variables

q3, q4 are O(102) larger than the rotation and scaling variables q1, q2.

Fig. 6.2 illustrates the segmentation improvement achieved by the 2D+t model. This

is only a visual example with Patient 018, but leave-one-out experiments were run for

all patients (including the ones identified as outliers in section 3.4.1), and the results

presented in the rest of this section suggest that the improvement is not accidental.

Table 6.1 displays the percentage of frames with divergent segmentations (dmean > 15

pixel). The frame by frame (ICFbF) method performed worse than the 2D+t inverse com-

positional (IC) method, in general. Segmenting the whole 2D+t volume instead of each

frame separately substantially reduced the number of divergent cases, although further

work is necessary to explain the worsening for the 4C plane. The 2D+t forward additive

(FA) method outperformed the IC method, and in fact, it converged in virtually all tests.

Table 6.3 provides running times in seconds for each method. For the inverse com-

positional approaches, two values were computed: the set-up time (pre-processing time),

and the iteration time (running time). In the FA method, no pre-processing is possible.

The difference between inverse compositional methods was small; the results suggest that

3Matlab’s nlsq() function code was hacked to prevent it from switching to the Levenberg-Marquardt
method when the Gauss-Newton method is suboptimal.
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it is slightly faster to optimise the whole cycle than optimising each frame on its own.

On the other hand, the difference between the inverse compositional and forward additive

approaches was large, with the former being 20 to 25 times faster.

Therefore, reducing divergence cases in the IC method to FA levels would be an inter-

esting line of work for the future. Considering the speed up provided by the IC method,

divergence could be reduced simply by using multiple initialisations. The speed gain

brings segmentation of a whole cardiac cycle to the order of 0.1 to 4.5 seconds, using Mat-

lab code with many loops —known to be inefficient. An average cardiac cycle lasts for

0.86 sec. (for HR=70 beats per min.), so real time segmentation could be within reach4.

Table 6.5 presents the approximation error values once divergent segmentations were

removed from the results. The approximation error was computed as the mean distance

between landmarks dmean defined in Eq. (4.27). The table presents the median followed by

the 95% Confidence Interval (CI) in brackets. Images were scaled down by a factor 0.25

to a size of 64x90 pixel. The results suggest that the two inverse compositional algorithm

approaches are similar and slightly less accurate than the FA method (0.5 pixel in apical

planes and 1 to 2 pixel in SAX, approximately).

To gain some insight into hierarchical schemes, the segmentation evaluation was re-

peated for the images at full scale. Table 6.6 suggests that dmean values were 4 times

larger, but on images 4 times larger too. Thus, increasing the resolution did not signifi-

cantly change the segmentation results. Running times seemed to increase linearly with

the number of sampling points, and thus, with the square of the resolution factor. This

view is supported by the 16-fold increase in running times at full scale. Therefore, full

scale images should not be used for similarity transformation optimisation, as accuracy is

not improved, despite the substantial increase in running time.

4Experiments were run on a computer cluster, with 10 nodes. Each node has two AMD Opteron 265
Dual core (1.8 GHz) processors and 4GB of RAM. Any given node offers 4 queues, each of which can run
one experiment at a time. Reported times correspond to one experiment running in one queue.
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6.6 Summary and conclusions

This chapter posed endocardial segmentation in Power Modulation contrast echocardiog-

raphy 2D+t volumes as an atlas-based segmentation problem, that can be tackled using

a standard Gauss-Newton gradient descent framework. The framework was discussed in

terms of standard hierarchical considerations from computer vision. A numerical optimi-

sation method developed in the last few years, called the inverse compositional algorithm,

was tested as an alternative to the classic Lucas-Kanade algorithm. The optimisation

framework was extended with the 2D+t model proposed in section 5.2 so that whole

cardiac cycles can be segmented, as opposed to segmentation of individual frames.

Algorithms were implemented with the same structure, line search and stopping con-

ditions as Matlab optimisation functions, so that results could be compared meaningfully.

The results suggest that the forward additive algorithm is more reliable, and slightly more

accurate, but 20 to 25 times slower than the inverse compositional approaches. Segment-

ing the whole cardiac cycle together in fact seems to produce substantially better results

than segmenting frame by frame in inverse compositional methods.

It should be noted that segmentation limited to similarity transformations is only valid

as a rough approximation to the solution. But if the number of divergent segmentations

can be reduced, then the inverse compositional approach could be a reasonable fully

automatic first step for real time segmentation. There are limitations to the 2D+t model

too. For example, Fig. 6.2 illustrated that the model seems to assume a healthy heart,

and thus underestimates the predicted cavity area in end systole for a very hypokinetic

LV. Hence, future work should address the introduction of local warps and more flexibility

into the model, and advance of which is discussed in Appendix. C. Other improvements

could be obtained from replacing the Gauss-Newton method by the Levenberg-Marquardt

algorithm.

Finally, no significative performance differences were found between segmentation on

full scale images and images scaled-down by a factor of 0.25, while running times increased
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2C 3C 4C SAX
ICFbF 8.5 5.0 6.1 35.6
FA 0.0 0.0 0.0 0.3
IC 0.0 0.0 12.7 11.5

Table 6.1: Divergent segmentations in Gauss-Newton algorithms for similarity transfor-
mation. The measure is the percentage of frames with large error segmentation results
(dmean > 15 pixel). ICFbF: Inverse compositional frame by frame. FA: Forward additive
whole cycle. IC: Inverse compositional whole cycle. Images were scaled down by a factor
0.25 to a size of 64x90 pixel.

2C 3C 4C SAX
ICFbF 6.2 6.2 10.0 49.0
FA 4.5 0.0 0.0 2.6
IC 9.9 5.5 4.5 6.8

Table 6.2: Divergent segmentations in Gauss-Newton algorithms for similarity transfor-
mation. As Table 6.2, but images at full scale were used, with a size of 256x360 pixel.
The divergent segmentation criterion was set at dmean > 60 pixel to reflect the change in
scale.

by a factor of 16. This could be due to the lack of change in intensity histograms observed

in Ch. 4. Following the discussion about hierarchical models, this suggests that all the

information relevant for similarity transformation optimisation is contained in the coarser

scale, so using the full scale data is not necessary.
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Set-up Iterations
ICFbF 1.8 (1.1, 2.1) 0.9 (0.5, 3.0)
FA N/A 24.7 (4.9, 756.7)
IC 1.5 (0.9, 1.8) 0.6 (0.3, 1.7)

(a) 2C

Set-up Iterations
ICFbF 1.6 (1.1, 2.1) 0.8 (0.6, 1.4)
FA N/A 21.8 (2.3, 1284.6)
IC 1.3 (0.8, 1.7) 0.6 (0.3, 1.4)

(b) 3C

Set-up Iterations
ICFbF 1.7 (1.0, 2.2) 0.9 (0.5, 1.4)
FA N/A 22.1 (1.8, 905.5)
IC 1.4 (0.8, 2.0) 0.6 (0.3, 4.5)

(c) 4C

Set-up Iterations
ICFbF 1.4 (0.8, 1.9) 0.7 (0.3, 1.3)
FA N/A 14.7 (1.6, 1526.3)
IC 1.2 (0.6, 1.7) 0.5 (0.1, 3.6)

(d) SAX

Table 6.3: Speed comparison of Gauss-Newton segmentation algorithms for similarity
transformation. The measure is time to stop (sec): Median (95% CI). ICFbF: Inverse
compositional frame by frame. FA: Forward additive whole cycle. IC: Inverse composi-
tional whole cycle. Images were scaled down by a factor 0.25 to a size of 64x90 pixel.
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Set-up Iterations
ICFbF 33.8 (19.3, 40.2) 13.2 (5.7, 107.9)
FA N/A 415.8 (17.7, 19138.4)
IC 33.9 (19.2, 40.6) 9.7 (5.7, 127.8)

(a) 2C

Set-up Iterations
ICFbF 31.4 (19.8, 41.2) 14.4 (6.6, 49.1)
FA N/A 497.7 (20.8, 1898.8)
IC 30.3 (19.2, 41.0) 8.9 (4.6, 96.8)

(b) 3C

Set-up Iterations
ICFbF 34.5 (19.5, 46.5) 13.6 (5.4, 38.8)
FA N/A 311.8 (17.2, 5503.8)
IC 34.3 (19.5, 49.5) 10.0 (5.2, 60.6)

(c) 4C

Set-up Iterations
ICFbF 27.6 (14.1, 40.5) 7.1 (3.6, 16.2)
FA N/A 579.5 (163.1, 8564.7)
IC 27.0 (13.7, 39.8) 6.1 (0.9, 124.5)

(d) SAX

Table 6.4: Speed comparison of Gauss-Newton segmentation algorithms for similarity
transformation. As Table 6.3, but images at full scale were used, with a size of 256x360
pixel.
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2C 3C 4C SAX
Baseline 1.4 (0.7, 3.3) 1.4 (0.6, 2.6) 1.2 (0.7, 2.7) 1.0 (0.5, 2.1)
ICFbF 3.1 (1.3, 8.1) 3.3 (1.1, 8.0) 3.3 (1.2, 12.1) 5.7 (1.4, 14.5)
FA 2.7 (1.0, 13.8) 2.8 (1.1, 7.1) 2.7 (0.9, 6.1) 3.2 (1.0, 14.0)
IC 3.3 (1.3, 8.5) 3.5 (1.2, 7.8) 2.9 (1.1, 5.4) 4.2 (1.1, 14.2)

Table 6.5: Performance comparison of Gauss-Newton segmentation algorithms for simi-
larity transformation. The measure is the approximation error computed as the mean dis-
tance between landmarks dmean (pixel): Median (95% CI). ICFbF: Inverse compositional
frame by frame. FA: Forward additive whole cycle. IC: Inverse compositional whole cycle.
Frames with errors larger than 15 pixel were removed as divergent segmentations. Images
were scaled down by a factor 0.25 to a size of 64x90 pixel.

2C 3C 4C SAX
Baseline 5.5 (2.8, 13.2) 5.5 (2.5, 10.5) 4.9 (2.8, 10.9) 3.9 (1.9, 8.5)
ICFbF 13.0 (5.2, 37.3) 14.0 (5.2, 46.3) 12.8 (4.3, 49.6) 20.4 (4.9, 57.7)
FA 10.8 (4.4, 37.6) 10.3 (3.8, 26.9) 10.7 (3.8, 43.3) 13.6 (5.5, 47.5)
IC 11.8 (5.7, 27.2) 11.3 (5.1, 22.5) 11.1 (4.0, 24.2) 19.2 (8.7, 57.3)

Table 6.6: Performance comparison of Gauss-Newton segmentation algorithms. As Ta-
ble 6.5, but images at full scale were used, with a size of 256x360 pixel.
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CHAPTER 7

Conclusions and future work

7.1 Conclusions

This thesis has explored the opportunities and challenges of 2D+t contrast echocardiog-

raphy for Left Ventricle (LV) functional analysis, both clinically and within a computer

vision deformable template model framework. Similarly to the introduction in Ch. 1, the

rest of this section presents a summary of findings and conclusions, organised by chapter

for better readability.

7.1.1 Data

A database was built with 21 studies of Power Modulation contrast dobutamine stress

echo in all 4 principal planes, with clinical variables, human expert hand-traced myocardial

contours and visual scoring. The initial decision to include 10 normal and 11 abnormal

patients provided a more realistic variety of case studies, but in retrospect, it would have

been more useful to have more data to build a normal model, and then study abnormalities

as a deviation from the normal. In any case, given the small prevalence of abnormal

145
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segments in the database (each abnormal patient contributes some abnormal segments

only), it can be assumed that the models are a rough approximation of normal physiology.

7.1.2 Clinical evaluation

Quantification using standard measures of global (Ejection Fraction) endocardial function

showed expected values, and good agreement with human expert visual scoring. A possible

explanation is that, even though it was hypothesised that perfusion would highlight the

muscle, in fact shadows and removal of tissue signal by Power Modulation make the

external wall invisible in large regions. From the study of patients with outlying values of

Ejection Fraction, the following obstacles for functional analysis were conjectured: shifts

in the interrogation plane and the heart going out of plane, heterogeneity of segment

displacement, dragging of ischemic tissue by healthy tissue, insufficient LV opacification,

and inadequacy of the segment scoring scale for dyskinetic segments. The amount of

data was insufficient to draw strong conclusions from local functional analysis. Measures

from endocardial wall motion (Fractional Area Change) compared reasonably well to

visual scoring, although worse than Ejection Fraction. On the other hand, local function

computed from wall thickening was found to be unreliable. It was contended that the lack

of external wall visibility may lead to hand tracing errors large enough to preclude Power

Modulation contrast echocardiography as an appropriate technique to measure myocardial

thickening. Further research is needed to substantiate this claim.

7.1.3 Cardiac segmentation and deformable models

It was argued that segmentation of myocardial boundaries on the contrast echocardio-

graphic cine loops should combine knowledge from 3 sources: texture, geometry and

kinetics. Texture and geometry were studied in this chapter, while kinetics were left for

Ch. 5.

Texture analysis suggested left-skewed distribution of intensities with a variance that
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increases with the median value, and clipped off tails on both ends, with little change at

a coarser resolution.

Interpolating cubic splines control points as landmarks and pseudo-landmarks were

found to be a convenient representation of geometry, and for building Principal Component

Analysis (PCA) shape spaces. The variance criterion was found to be inappropriate for

dimensionality computation; the Information Criteria family could be used to evaluate

the correct number of landmarks for modelling, while I proposed a criterion based on

anatomical and physiological considerations as a more appropriate method for computing

a dimensionality useful within a hierarchical scheme. A Gaussianisation method was

proposed and shown to improve the compactness of the 2D shape model. Statistical

atlases (mean and standard deviation intensity values) for Power Modulation contrast

echography were computed for the first time. Those atlases illustrate the lack of visibility

of the external myocardial bounday, and agree with my previous observation that the

external wall is invisible in large regions of the image.

Active Appearance Model (AAM) were discussed as atlas-based deformable models

extended with a texture space. Criticism of the components of AAMs (intensity stan-

dardisation, combined heterogeneous variables, correlation and covariance matrix, etc.)

can be found summarised at the end of the chapter. But it is worth noting here that the

AAM was more divergent and less accurate than atlas-based segmentation, and this could

be due to important information for the segmentation process being removed by the PCA

texture space in the AAM. Experiments also suggested the unfeasibility of computing

appropriate PCA texture models for AAMs.

7.1.4 Temporal extension of cardiac PCA shape models

A novel spatio-temporal model of cardiac contours was proposed to integrate kinetics into

the deformable model. The new explicit model does not require frame interpolation, and

was shown to be more compact than previous implicit ones when the shape vector changes
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from frame to frame. Results were similar when an intrinsic shape was assumed for the

whole cardiac cycle, though, an indication that spatial and temporal variability compo-

nents are not perfectly separated, and that the assumption that time can be expressed

with a single frequency cos(2πt), sin(2πt) is only a first approximation. Other sources of

error were identified as lack of temporal alignment, and out of plane studies.

7.1.5 Atlas-based deformable model segmentation

Endocardial segmentation in contrast echocardiography 2D+t volumes was posed as an

atlas-based segmentation problem combined with the explicit 2D+t model from the previ-

ous chapter, that can be tackled using a standard Gauss-Newton gradient descent frame-

work. Classic forward additive algorithms were compared to the relatively recent inverse

compositional approach. The results suggest that the forward additive algorithm is more

reliable, and slightly more accurate, but 20 to 25 times slower than the inverse com-

positional approach, so the inverse compositional approach could be within real-time

processing reach. Segmenting the whole cardiac cycle together in fact seems to produce

substantially better results than segmenting frame by frame. Optimisation was performed

on the similarity transformation alone for simplicity, which only allows for a rough first

approximation, though. In addition, the 2D+t method models a normal LV, and this

degrades the algorithm’s performance when the patient is abnormal. Testing segmenta-

tion at full and a coarser scale, the results suggest that all the information relevant for

optimisation of the similarity transformation is contained at the coarser scale, so using

the full scale data is not necessary.

7.2 Further work

By posing the segmentation problem in a standard deformable template model framework,

years of development in computer vision and biomedical engineering can be explored for

improvements. In this section, a few ideas are advanced to continue the line of work



Chapter 7. Conclusions and future work 149

proposed in this thesis.

There are several specific improvements that are needed for the deformable model.

First, the deformable model needs to be extended with a local warp, so that segmentation

can be refined for each patient. Some background and preliminary work are provided in

Appendices C and G as a starting point. Optimal model dimensionality in terms of the

dimensionality of the PCA shape model would be a useful study. Second, extra flexibility

needs to be added to the model so that it can express abnormalities. Third, the explicit

model currently maps displacement on a single frequency component (cos(2πt), sin(2πt)),

while Figs. 5.1 and 5.3b suggest that higher frequency terms are required. Fourth, the

difference between intrinsic dimensionality and the dimensionality from an anatomical

criterion needs to be better understood, specially in terms of the effect of intra- and inter-

frame correlation mentioned in section 4.15. This could possibly explain the results from

the comparison between implicit and explicit 2D+t models in section 5.6, and help to

better predict the data set size as a function of the number of variables. Dimensionality

and data set size are problems that could be critical in higher order data sets, i.e. 3D+t

echocardiography, as the number of landmarks increases sharply. Finally, more experi-

ments with different data sets and implementations are required to confirm or reject the

claims that atlas-based segmentation performs better than Active Appearance Models.

An obvious point of interest is better texture modelling. The mean intensity value is

not a sufficient statistic of the skewed distributions shown in section 4.3. Intensities could

be gaussianised, e.g. as described in Appendix E, or atlases built from other statistics, e.g.

median or mode, as proposed in section 4.16. In addition, texture needs to be modelled

with respect to time, as now each point in the sampling mask reflects the average over the

whole cardiac cycle. Intensities in points near the base have a strong temporal component

as the mitral valve opens and closes. Speckle tracking is an alternative with potential, as

the interference pattern is ideally fixed for each anatomical location on the myocardium.

An application would be to identify areas in the image without any significant texture.

This way, the segmentation algorithm could be modified to ignore residuals in those areas,
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and at the same time provide a measure of confidence in the segmentation results, i.e.

whether a segment of the contour has been placed on a certain position based on local

image information, or by interpolation from adjacent results.

Further clinical work can be undertaken too. A problem highlighted for local function

evaluation was segment displacement heterogeneity, that hinders the distinction between

normal and abnormal segments. With the 2D+t model, though, it could be possible

to correct the wall motion in each segment by a scale factor, and look for a common

measure of local function abnormality. Alternatively, the patient’s wall motion for each

segment could be compared to the value that the 2D+t model assumes to be normal.

Both studies would have clinical interest for diagnosis. Another study could confirm the

results obtained in this thesis that suggest that the external myocardial boundary cannot

be reliably found in Power modulation contrast echocardiography images. For this, hand-

tracings from more experts would be necessary, to evaluate the inter- and intra-subject

variability, and how it affects local function diagnosis.



APPENDIX A

Quamus quadratic approximating splines

This appendix presents in detail the formulation for myocardial Quamus quadratic ap-

proximating splines, mentioned in section 2.4, p. 27. Let Φ be the planar closed oriented

space curve or contour that we want to trace, and let φ : R 7→ R2 be a parameterisation

of Φ in 2D Cartesian coordinates

φ(t) =
(
φ1(t), φ2(t)

)
(A.1)

When using quadratic closed approximating splines, φ is a piece-wise continuous function

with K+ 1 pieces and K control points c1, . . . , cK that lie outside the contour. The k-th

piece φk is

φk(sk) =

(
1

2
− sk +

1

2
s2
k

)
ca +

(
1

2
+ sk − s2

k

)
cb +

(
1

2
s2
k

)
cc (A.2)
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where ca, cb, cc are 3 consecutive control points

a = k (A.3)

b = mod(k,K) + 1 (A.4)

c = mod(k + 1, K) + 1 (A.5)

sk is the piece-wise parameterisation variable

sk =
tk − Tk
Tk+1 − Tk

, tk ∈ [Tk, Tk+1], sk ∈ [0, 1] (A.6)

where tk ∈ [0, TK+1] is the spline parameterisation variable and T = [T1, . . . , TK+1]T

is the knot vector such that φ(T1) = φ(TK+1). The relationship between control points

and the knot vector is illustrated in Fig. A.1. Quamus uses uniform spacing for the knot

vector

Ti = i− 1, 1 ≤ i ≤ K + 1 (A.7)
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c1

c2

c3

c4

c5

T1, T6

T2

T3

T4

T5

Figure A.1: Correspondence between control points and knot vector for K = 5, where K
is the number of control points c, and T are the spline parameterisation variable knots.
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APPENDIX B

Generalised Procrustes analysis

This appendix presents pseudo-code for Rohlf and Slice [146] Least-Squares Fit Gener-

alised Orthogonal Procrustes Analysis (LSFGOPA) method, with a correction to avoid

oscillations, and a reformulation of some operations to speed them up, as mentioned in

section 4.4, p. 64.

B.1 Corrected LSFGOPA

1. Set convergence tolerance tol = 10−4

2. Compute consensus as in (4.2)

3. Centre all configurations

xi := xi − x̄ (B.1)

4. Normalise all configurations

xi :=
xi
‖xi‖

(B.2)

155
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5. Chose as consensus the first configuration

x̄ = xi (B.3)

6. Compute the rotation matrix Hi for each configuration with (B.13)

7. Rotate each configuration

xi := xiHi (B.4)

8. Update consensus with (4.2)

9. Compute initial Sum of Squares Error (SSE)

sse0 = M
(
1− tr(x̄x̄T )

)
(B.5)

sse =∞ (B.6)

10. Set initial weight factors

ρi = 1 (B.7)

11. If |sse0− sse| ≤ tol then the algorithm has converged, otherwise continue

12. sse0 = sse

13. Compute rotation matrix for each configuration and rotate to fit consensus as above

14. Update consensus with (4.2)

15. Compute weight ratio for each configuration

ρ?i
ρi

=

∣∣∣∣∣
√

tr(x?i x̄
T )

tr(x?ix
?T
i )tr(x̄x̄T )

∣∣∣∣∣ (B.8)
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16. Update configurations and weight ratios

xi := xiρ
?
i /ρi (B.9)

ρi := ρ?i (B.10)

17. Update consensus with (4.2)

18. Compute SSE

sse = M
(
1− tr(x̄x̄T )

)
(B.11)

19. Go to step 11

B.2 Rotation matrix

Pseudocode to compute the rotation matrix to fit the configurations xi to the consensus

x̄:

1. Compute the Singular Value Decomposition (SVD) of x̄Txi

U · S · V T = x̄Txi (B.12)

2. Compute the rotation matrix

Hi = V · sign(S) · UT (B.13)

B.3 Note on the weight ratio

Rohlf and Slice [146] original formulation of (B.8) was

ρ?2i
ρ2
i

=
tr(x?i x̄

T )

tr(x?ix
?T
i )tr(x̄x̄T )
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This can produce complex weight ratios and the algorithm oscillates. With (B.8) this

problem is solved. Next I prove that the weighting condition used by [146] still holds

∑
i

tr(x??i x
??T
i ) =

∑
i

tr

(
ρ?2i
ρ2
i

x?ix
?T
i

)
=
∑
i

ρ?2i
ρ2
i

tr(x?ix
?T
i )

=
∑
i

(∣∣∣∣∣
√

tr(x?i x̄
T )

tr(x?ix
?T
i )tr(x̄x̄T )

∣∣∣∣∣
)2

tr(x?ix
?T
i )

=
∑
i

tr(x?i x̄
T )

tr(x?ix
?T
i )tr(x̄x̄T )

tr(x?ix
?T
i )

=
∑
i

tr(x?i x̄
T )

tr(x̄x̄T )

=
1

tr(x̄x̄T )

∑
i

∑
j

∑
k

xi(j, k)x̄(j, k)

=
N

tr(x̄x̄T )

∑
j

∑
k

x̄(j, k)x̄(j, k)

=
Ntr(x̄x̄T )

tr(x̄x̄T )

= N

(B.14)
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Local warp

Local warps are non-rigid transformation of the image domain. In this thesis, local warps

were used to compute texture histograms in section 4.3, p. 58, and probabilistic atlases

in section 4.8, p. 80. Local warps are also a component of the segmentation algorithm

presented in Ch. 6, p. 129. For simplicity, the algorithm was illustrated with experiments

restricted to a similarity transformation. This appendix provides a discussion of two types

of local warps: piece-wise affine and thin-plate splines, that can be used as the basis for

future work.

Stegmann [168] proposed using a piece-wise affine warp on a Delaunay triangulation,

which is locally linear. On the one hand, these warps are very fast if computational

geometry algorithms, cached operations and hardware acceleration are used [172]; but on

the other hand, they do not scale well to 3D, the deformation field is not continuous, and

the Delaunay triangulation may produce triangles outside the shape and long triangles

that are undesirable for the piece-wise affine approximation (Fig. C.1). Matthews and

Baker [111] found that composition of transformations in the optimisation algorithm using

piece-wise affine warps is hard to define. As mentioned in section 4.8, deformable model
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Figure C.1: Delaunay triangulation of 2C template.

segmentation is believed to be more successful if a band around the object is included in the

template. Thus, a new set of artificial landmarks needs to be created at a certain distance

from the shapes. Stegmann [168] measured distances along the normals to landmark

points, but this method is sensitive to errors due to landmark sparsity, regions of high

curvature and non-bijectivity of the distance measure between contours (cf. Fig. 4.7a).

Stegmann introduced the artificial landmarks into the shape model; but apart from the

error sources mentioned above, artificial landmarks are not linearly correlated to or do

not describe anatomical landmarks.

Interpolating thin-plate splines (TPSs) were introduced to the field of image registra-

tion by Bookstein [25]. A TPS is a function W (z; X0, X) where the map between two

sets of landmarks X0 7→ X defines the deformation on the coordinates of a data point z.

In the particular case of template matching using the PDM

s(b) = s̄+ V b (C.1)

then X0 is the mean shape set of landmarks. In the following, it will be convenient

to alternate between the shape vector s and 2-column matrix X notation for sets of
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landmarks

s =

[
X11 . . . X1P X21 . . . X2P

]>
(C.2)

A formulation of TPS warps appropriate for PDM template matching is

WL(z; s̄, s(b)) =

[
w1 . . . wP a1 az

]


u(‖z − x̄1‖)
...

u(‖z − x̄P‖)

1

z


(C.3)

where z, x̄·, w·, a1 are 2-vectors, az is a (2, 2) matrix, and u(r) = r2 log r = 1/2r2 log r2.

The coefficients w·, a· of the TPS are computed using


Ux̄ 1 X̄>

1 0 0

X̄ 0 0





w>1
...

w>P

a>1

a>z


=



x>1
...

x>P

0

0


(C.4)

Ux̄ is the matrix where Uij = u(‖x̄i − x̄j‖), and X̄ is the matrix of source points where

the i-th column is x̄i. TPSs have the following characteristics:

• Unlike piece-wise affine warps, TPSs define a smooth continuous deformation field.

• TPS formulation is simple (as seen above), and the Jacobian can be computed

analytically (see section G.4.2).

• TPSs are diffeomorphic (i.e. differentiable and with a differentiable inverse) as long

as they are bijective, i.e. when they do not present folding1. Warps that guarantee a

1Eriksson and Åström [63, 64] proposed sufficient quadratic constraints to ensure bijection, but it is
not clear how to compute the constraints in practice.
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diffeomorphism in all cases constitute an active field of research, e.g. [3, 4, 33, 109,

181], but their formulation and computation is complex and beyond the scope of

this thesis.

• The inverse of a TPS (provided it exists) is not a TPS, and hence TPS warps are

not closed under inversion. In particular

W−1
L (z; s̄, s) 6= WL(z; s, s̄) (C.5)

except at the landmarks

W−1
L (s̄; s̄, s) = WL(s; s, s̄) (C.6)

This has originated some confusion in the literature. For example, Johnson and

Christensen [86] claimed that TPS interpolation ‘does not define a consistent cor-

respondence between the two images except at the landmark points’. But, in fact,

Johnson and Christensen’s [86] critique is misplaced, because TPS are diffeomorphic

when there is no folding, and thus have an inverse and define a consistent correspon-

dence between the two images. The problem is that lacking a closed formula for

the inverse, a non-linear optimisation problem needs to be solved for each warped

point.

• TPS warps are not closed under composition. So, even if W−1
L was a TPS, the

parameter update would only be an approximation

s(pi+1) = WL(z; s̄, s(pi)) ◦W−1
L (s̄; s̄, s(∆pi)) (C.7a)

WL(z; s̄, s(pi+1)) ≈ WL(z; s̄, s(pi)) ◦W−1
L (z; s̄, s(∆pi)) (C.7b)

• TPSs have global support, as opposed to e.g. linear combinations of B-splines (used

to create a Free-Form Deformation model for registration of 2D cardiac tagged-MRI
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and CT [79, 117], and 3D+t cardiac MRI [140]), that have compact support. For

warps with global support, local landmark displacement impacts the whole image,

while for warps with local support, the impact is limited to a neighbourhood. In

neither case the deformation caused by the warp necessarily corresponds to physi-

ology. Cardiac segmentation has the added difficulty that whether local or global,

landmarks cannot contribute to the warp of every template sampling point in the

same way, as shown by Fig. C.2. For warps with global support, an advantage of

TPSs over other functions is that they minimise the bending energy of the inter-

polant, and so the global deformation; see e.g. in [182] that global deformation with

GISs is noticeably larger than with TPSs.

• On the other hand, a drawback of TPS’s global support is that the system matrix

in Eq. C.4 is not sparse. Because of the absence of sparsity, direct methods to

compute TPSs require O(P 3) operations. In addition, computing logarithms in u

is slow. Computational complexity has been cited as a reason to not use TPSs

(e.g. [168, sec. 5.3.1]). Fast implementation methods have been suggested (e.g. [29,

Ch. 7]). One of the most popular is the Fast Multipole Algorithm [11, 29, 143],

that reduces the complexity to O(P logP ) at set-up and O(logP ) at evaluation,

but both with a large constant that makes the method only useful for large numbers

of landmarks and data points. My own experimentation with this method suggests

that for the data in this thesis the Fast Multipole Algorithm is 1 to 2 orders of

magnitude slower than the naive implementation.

• Speed considerations above notwithstanding, the TPS warp formulation in Eqs. (C.3)

and (C.4) enables the implementation in Matlab without any loops.
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(d) Triple mask. Diastole.

Figure C.2: Need for partition of template sampling points into 3 sets: external (�),
myocardial (×) and blood pool (◦). Left column shows deformation defined from both
contours for all sampling points. Right column shows ‘triple mask’, i.e. the warp for �
and ◦ depends only on the epicardium and endocardium, respectively, while × are warped
using both contours, as usual.
To illustrate the difference, the endocardium moves towards the epicardium, that remains
stationary. Note that there are two problems with the left column: 1) Even though the
epicardium is stationary, and in principle so is the outside of the heart, the external sam-
pling points are warped by the endocardium. 2) Sampling points in the blood pool are
warped the wrong way, i.e. instead of filling the blood pool in diastole, they retreat closer
to the endocardium.
Masks can be easily partitioned in Matlab e.g. using the signed distance function imple-
mentation of Persson and Strang [141], and the KD Tree Nearest Neighbour and Range
Search Toolbox of Michael [118].
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Segmentation error vs. dimensionality figures
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Figure D.1: Segmentation error vs. dimensionality of texture space (see Fig. 4.12), 2C
view.
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Figure D.2: Segmentation error vs. dimensionality of texture space (see Fig. 4.12), 4C
view.



168 Appendix D. Segmentation error vs. dimensionality figures

0 50 100 150 200 250 300

0

20

40

60

80

100

Number of texture modes

d m
ea

n

(a) Convergent and divergent segmentations.

0 5 10 15 20 25 30

0

20

40

60

80

100

Number of texture modes

d m
ea

n

(b) Convergent and divergent segmentations
(zoom in).

0 50 100 150 200 250 300
0

5

10

15

Number of texture modes

d m
ea

n

(c) Remove failed segmentations, dmean > 13.04
pixels.

0 5 10 15 20 25 30
0

5

10

15

Number of texture modes

d m
ea

n

(d) Remove failed segmentations, dmean > 13.04
pixels (zoom in).

Figure D.3: Segmentation error vs. dimensionality of texture space (see Fig. 4.12), SAX
view.
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Gaussianising intensity vectors

Gaussianisation of intensity values is not used in the segmentation algorithm of Ch. 6, be-

cause my current implementation makes optimisation too slow. The method is presented

in this appendix, as basis for future work.

Gaussianisation of shape variables for PCA models was presented in section 4.7, p. 76.

A problem faced when gaussianising intensity values is dealing with underexposed and

saturated areas, i.e. pixels with 0 and 255 values, respectively. Equation (4.30) assumes

that T is diffeomorphic, but this condition is not met when intensity values fall outside the

dynamic range and are clipped. Fig. E.1a and E.2a illustrate the case when the sampling

point falls in an often underexposed region of the image: there is a noticeable disconti-

nuity at Fg(0) that prevents (4.30) from actually gaussianising the data, as displayed in

Fig. E.3a.

While the information in underexposed and saturated areas is lost and can not be truly

recovered, attempts can be made to recover detail in those areas, i.e. to reconstruct the

lost texture. As a naive first solution, a Gaussian filter was used to create a blurred copy

of the image, and the problematic pixels were replaced with their blurred counterparts.
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scale 1.00 scale 1.0 scale 0.25
ske kre sk kr sk kr

Ideal Gaussian 0.00 3.00 0.00 3.00 0.00 3.00
Original images 1.45 4.71 1.09 4.50 0.95 4.05
Images with recovered texture 1.48 4.79 1.14 4.66 0.95 4.07
Gaussianised original images 0.38 2.54 0.23 2.66 0.07 2.74
Gaussianised images with recovered texture -0.09 2.93 0.05 2.82 0.05 2.78

Table E.1: Effect of gaussianisation.

By trial and error and visual inspection, a square Gaussian filter of side R′ = round(R/19)

pixel, where R is the number of rows in the image and σ = R′/2 was found to be a good

compromise between removing extreme values while not introducing artifacts from nearby

regions.

The recovery effect is barely apparent in the intensity histogram for a sampling point

in a dark region Fig. E.1b, because most recovered pixel values will fall within the same

histogram bin. It is more conspicuous, though, in the CDF of Fig. E.2b; the discontinuity

at the origin has been smoothed out. Fig. E.3b shows the histogram of the Gaussianised

recovered data, clearly more symmetric than Fig. E.3a. To quantify the improvement in

Gaussianity, Table E.1 shows the skewness (ske) and kurtosis (kre) for the example above

(a sampling point at scale 1 in a dark region), the average (sk, kr) for all sampling points

in the data set at scale 1.00, and the average for all sampling points at scale 0.25.



Appendix E. Gaussianising intensity vectors 171

0 50 100 150 200 250
0

20

40

60

80

100

120

140

Intensity

F
re

qu
en

cy

(a) Original images.

0 50 100 150 200 250
0

20

40

60

80

100

120

140

Intensity
F

re
qu

en
cy

(b) Images with recovered texture.

Figure E.1: Histograms of intensity values for a sampling point in a dark region.
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Figure E.2: Detail of empirical CDF of a sampling point from an often underexposed
region.
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Figure E.3: Histograms of the data from Fig. E.1 gaussianised.
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Kernel PCA

F.1 Overview

Kernel PCA (KPCA) is a non-linear generalisation of PCA proposed by Schölkopf et al.

[154]. The temporal extension of the shape model proposed in Ch. 5, p. 111, draws

heavily from KPCA and Multidimensional Scaling (MDS) ideas, but in order to not break

the thesis flow, KPCA is presented in this appendix for reference. In addition, some

experiments are run on the approximation error of texture KPCA models. To be able to

compute the approximation error, the theory of how to map from input to feature space

and vice versa is discussed, also to highlight that it is not a trivial problem.

There are 2 main ideas behind KPCA: First, non-linear relationships between variables

in input space Rn can be linearised in feature space F using a non-linear function φ : Rn 7→

F . This is a generalisation of basic data linearisation in Statistics.

Second, even if F is a very high or infinite dimensional space, there is no need to com-

pute feature vectors explicitly. The reason is twofold: 1) Thanks to the MDS formulation

seen in section 4.5, the eigenvectors can be computed from the (M, M)-kernel matrix, or
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Polynomial k(si, sj) = (s>i sj)
q

Gaussian k(si, sj) = exp
(
−‖si−sj‖2

2σ2

)
Inhomogeneous polynomial k(si, sj) = (s>i sj + c)q, c ≥ 0

Table F.1: Examples of kernels.

matrix of inner products also called Gram matrix (e.g. [150]), instead of the usually much

larger covariance matrix. 2) The kernel matrix can be computed directly from the input

space data thanks to the kernel trick [154]

〈φ(si), φ(sj)〉 = k(si, sj) (F.1)

if k is positive-definite (with this property, k is called a Mercer kernel). Examples of kernels

are shown in Table F.1. The formulation for KPCA is the same as PCA, generalising

V = S̃A′Λ′1/2 (F.2a)

k̃i,j = s̃>i s̃j (F.2b)

where k̃i,j is the (i, j) element of the centred kernel matrix K̃, to

V = Φ̃A′Λ′1/2 (F.3a)

k̃i,j = 〈φ(si), φ(sj)〉 (F.3b)

Hence, PCA can be seen as a particular case of KPCA with a polynomial kernel of order

q = 1. Note that in general k̃i,j 6= k(s̃i, s̃j). Matrix K̃ can be computed as1 [154]

K̃ = K − 1̆MK −K1̆M + 1̆MK1̆M (F.4)

1In theory, K̃ is symmetric, but in practice and due to finite precision errors in (F.4) it is not. This
produces complex eigenvalues and eigenvectors. A simple solution is K̃ := (K̃ + K̃>)/2.
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where 1̆M is an (M,M)-matrix with each element equal to 1/M and K is the kernel matrix

with elements kij = k(si, sj). The PDM of Eq. (4.3) is formulated in KPCA as

φ(s) = φ̄(s) + V b (F.5)

The coefficient vector b can be computed without having to explicitly compute V or φ

noting that V −1 = V >, and using Eq. (F.3a)

b = V −1
(
φ− φ̄

)>
= V >φ̃ = A>Φ̃>φ̃ = A>


k̃(s1, s)

...

k̃(sM , s)

 (F.6)

If V had some columns removed, then the formulation is the same replacing the inverse

by the pseudo-inverse. To compute b in terms of uncentred vectors it is useful to write

Eq. (F.4) in vector form

k̃(si, s) = φ̃>i φ̃ = k(si, s)− 1>MΦ>φ− φ>i Φ1M + 1>MK1M (F.7)

Using Eq. (F.7) in Eq. (F.6)

b = A>




k(s1, s)

...

k(sM , s)

− 11 1MΦ>φ− Φ>Φ1M + 11 1>MK1M


= A>




k(s1, s)

...

k(sM , s)

− 1̆M


k(s1, s)

...

k(sM , s)

−K1M + 1̆MK1M


= A>

(
I− 1̆M

)


k(s1, s)

...

k(sM , s)

−K1M



(F.8)
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where 1M is a vector with each element equal to 1/M .

For the moment, I am going to follow the conventional application of KPCA, using

the MDS approach and typical kernels. However, I would like to note that MDS is

independent of the idea of linearisation; it is simply a computational trick. In fact, when

time is integrated into the shape model in Ch. 5, p. 111, the corresponding non-linear

transformation in Eq. 5.5, p. 115 allows to operate directly in feature space.

F.2 Choosing parameter σ for Gaussian kernels

It is generally accepted that for Gaussian kernels the value of the σ parameter is important

(e.g. [2, 52, 53]). Different proposed estimates for this value are (by [2], [53] and [52],

respectively)

σ = dRn,NN (F.9a)

σ =
√
d2

Rn,NN (F.9b)

σ = 1.5
√
d2

Rn,NN (F.9c)

where dRn,NN(si) is the Euclidean distance of the i-th training vector to its nearest neigh-

bour.

The MDS formulation is useful to understand the effect of σ. The kernel matrix is the

collection of inner products between training vectors, which is a measure of the distance or

dissimilarity among them. The value of σ determines the size of the local neighbourhood;

small (large) values of σ mean that few (many) training vectors are considered similar.

Eq. (F.9a)-(F.9c) use the smallest possible σ so that local neighbourhoods are restricted

to each training vector and its nearest neighbours.

Lafon et al. [95] argued that different Gaussian kernels should be used for building

the eigenvector space and for finding the pre-image2: a small σ for better learning the

2In fact, Lafon et al. [95] studied the out-of-sample extension problem, but Arias et al. [2] showed the
close relation with the pre-image problem.



Appendix F. Kernel PCA 177

‘geometry of the underlying structure of the data set’, and a large σ to allow the model

to generalise. This is in line with the learning approach of Bakir et al. [7, 8] that requires

2 kernels, but multi-kernel methods are beyond the scope of this thesis. For single-kernel

methods I propose defining σ as a compromise between describing local structure and

generalising,

σCasero =
d̄Rn√
−2 ln(0.5)

≈ 0.8493dRn (F.10)

i.e. 2 vectors at mean distance have a kernel value k = 0.5. The effect of σ can be discussed

in terms of the kernel matrix: Small σ values create quasi-identity kernel matrices, while

large values create kernel matrices with all values close to 1 (i.e. local structure in the

space is lost). This is illustrated in Fig. F.1a, where an apparently small change in σ (0.05

to 0.35) completely changes the configuration of the kernel matrix. Fig. F.1b shows the

distribution of kernel values for the 4 different σ values presented in this section.

F.3 The pre-image problem in KPCA

It might now seem trivial to extended PCA-based models using nonlinear functions. How-

ever, while each pre-image s has a feature coefficient vector b, the opposite is not true in

general [156, 157], i.e. @ s ∈ Rn such that

s = φ−1(φ) (F.11)

even if φ−1 exists. Eq. (F.11) is known as the pre-image problem. Burges [30] proposed

relaxing the pre-image problem in the context of Support Vector Machines (SVMs)

s? ≈ φ−1(φ) (F.12)
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Figure F.1: Relationship between kernel matrix values and σ for Gaussian kernels. 20
patients data set (336 shape vectors with 100 variables), 4C, image size scaled by a factor
of 0.25, Gaussian kernel. The curves represent centres of histogram bins created from the
values in the respective kernel matrices.
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to minimise the distance measure

ρ = ‖φ− φ?‖2 (F.13)

Schölkopf et al. [156] proposed changing the distance to minimise to

ρ = ‖PMφ− φ?‖2 (F.14)

where PMφ is the projection of φ onto the subspace spanned by the feature eigenvectors

{vi}Mi=1. In AAMs, the pre-image problem is formulated as finding s? given a feature

coefficient vector b, i.e. φ is implicitly expressed as a linear combination of {vi}Mi=1, so

φ = PMφ.

Schölkopf et al. [156] proposed gradient descent to minimise Eq. (F.14) for radial basis

function (e.g. Gaussian or spline kernels). Schölkopf et al. [155] and Mika et al. [119]

proposed a fixed-point iteration method to implement gradient descent. For Gaussian

kernels the iteration is [145]

s?(t+ 1) =

∑M
i=1 γ̃i exp

(
−‖s?(t)−si‖2

2σ2

)
si∑M

i=1 γ̃i exp
(
−‖s?(t)−si‖2

2σ2

) (F.15)

where {γ̃i}Mi=1 are the components of the vector γ̃. With this method, the objective

function is nonlinear and not convex, so it suffers from local minima; besides, Eq. (F.15)

tends to be numerically unstable and needs several starting points [2, 8]. But with the

approximation PMφ ≈ φ?, Eq. (F.15) can be computed in a single iteration; for instance,

for Gaussian kernels [145]

s? =

∑M
i=1 γ̃i (2− d2

F(φ?, φi)) si∑M
i=1 γ̃i (2− d2

F(φ?, φi))
(F.16)
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where d2
F is the distance in feature space

d2
F(φ?, φi) = ‖φ? − φi‖2

= ‖φ?‖2 − 2φ>? φi + ‖φi‖2

(F.17)

Formulae to compute d2
F in the literature depend on s? [8, 94, 145], which is the unknown

variable. To find an expression that can be computed directly from known variables, 3

results are needed. The first one is

‖φ?‖2 = ‖φ̄+ V b‖2

= ‖φ̄‖2 + 2φ̄>V b+ ‖V b‖2

= ‖Φ1M‖2 + 2 1>MΦ>Φ̃Ab+ ‖b‖2

= 1>MΦ>Φ1M + 2 1>MΦ>
(
Φ− φ̄1>1

)
Ab+ ‖b‖2

= 1>MK1M + 2 1>MΦ>Φ
(
I− 1̆M

)
Ab+ ‖b‖2

= 1>MK1M + 2 1>MK
(
I− 1̆M

)
Ab+ ‖b‖2

= 1>MK
(
1M + 2

(
I− 1̆M

)
Ab
)

+ ‖b‖2

= 1>MK
(
2γ̃ − 1M

)
+ ‖b‖2

(F.18)

where

γ̃ = 1M + (I− 1̆M)Ab (F.19)
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The second result is

φ>? φi =
(
φ̄+ V b

)>
φi

=
(

1>MΦ> + b>A>Φ̃>
)
φi

=
(
1>MΦ> + b>A>(I− 1̆M)Φ>

)
φi

= γ̃>Φ>φi

= γ̃>


k(s1, si)

...

k(sM , si)



(F.20)

The third result is

‖φi‖2 = φ>i φi = k(si, si) (F.21)

Using Eq. (F.18)-(F.21) a formula to compute d2
F for all kernels is obtained

d2
F(φ?, φi) =1>MK

(
2γ̃ − 1M

)
+ ‖b‖2

− 2γ̃>


k(s1, si)

...

k(sM , si)


+ k(si, si)

(F.22)

The single iteration approximation can be extended to other kernels. For example, poly-

nomial homogeneous kernels [145] (d2
F can be computed using the same formula Eq. (F.22)

for all kernels)

s? =
M∑
i=i

γ̃i

(
‖φ?‖2 + k(si, si)− d2

F(φ?, φi)

2‖φ?‖2

) d−1
d

si (F.23)
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Using Eqs. (F.18) and (F.22) in Eq. (F.23)

s? =
(
1>MK

(
2γ̃ − 1M

)
+ ‖b‖2

)− q−1
q

M∑
i=i

γ̃i

γ̃>

k(s1, si)

...

k(sM , si)




q−1
q

si (F.24)

To assess the performance of KPCA, linear PCA was compared to the 2 most popular

types of kernel, polynomial and Gaussian. Fig. F.2a and F.2b display the mean leave-one-

out approximation error for gaussianised shape, and intensity, respectively, of 21 patients

in the 3C view. The approximation error was computed with a similar measure to the

one in Eq. (4.7)

ESR =
‖s− s′k‖2

‖s‖2
(F.25)

where s is the data vector, s′k is s projected onto the first k eigenvectors of the shape

space and back to input space. The results suggest that polynomial and Gaussian kernels

offer no advantage over linear PCA for these data, and in general worsen the performance

of the model.
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Figure F.2: Approximation error for homogeneous polynomial (polyh) and Gaussian
KPCA. σCasero is defined in Eqs. (F.10) and σCremers in (F.9c). The ESR is defined in
Eq. (F.25).
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APPENDIX G

Implementation details of the segmentation

algorithm

G.1 Introduction

This appendix presents the implementation details for the Gauss-Newton solution to the

inverse compositional algorithm segmentation problem posed in Eq. (6.4), p. 130. The

part of the implementation that corresponds to the similarity transformation was used in

the experiments of Ch. 6. In addition, the formulation for the similarity transformation

plus thin-plate splines scheme is presented, as basis for future work.

G.2 Gauss-Newton method

The Gauss-Newton solution to a least-squares optimisation problem can be found in nu-

merical optimisation books (e.g. [132]). In the rest of this section, the solution applied to

the inverse compositional algorithm formulation is outlined, following [111], as the nota-

tion will be useful in subsequent sections. The first order Taylor expansion on ∆p of the

185
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objective function in Eq. (6.4) is

1

2

∑
z

(
T (z) +

∂T

∂p
(z; 0) ∆p− I(W (z; p))

)2

(G.1)

where the steepest descent image is the k row vector

∂T

∂p
(z; 0) = ∇>T ∂W

∂p
(z; 0) (G.2)

and the gradient ∇T of the template is the 2-vector, for each pixel z,

∇T =

[
∂T

∂z(1)
,

∂T

∂z(2)

]>
(G.3)

The derivative of Eq. (G.1) with respect to ∆p is

∑
z

∂T

∂p

>
(z; 0)

(
T (z) +

∂T

∂p
(z; 0) ∆p− I(W (z; p))

)
(G.4)

Equating to 0 and rearranging terms, the optimal parameter update or search direction

at the i-th iteration is the 4-vector

∆pi = −H−1(0)
∑
z

∂T

∂p

>
(z; 0) eT,I(z; 0, pi−1) (G.5)

where the residual for a pixel eT,I(z; pi−1) is

eT,I(z; 0, pi−1) = T (z)− I(W (z; pi−1)) (G.6)

H is the Gauss-Newton approximation to the (k, k) Hessian matrix

H(∆p) ≈
∑
z

∂T

∂p

>
(z; ∆p)

∂T

∂p
(z; ∆p)

= Υ>(∆p)Υ(∆p)

(G.7)
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Pre-computation Iteration

H−1
(
Υ> eT,I

)
0

{
kL+ k2 mults.

2k2 sums(
H−1 Υ>

)
eT,I

{
k2L mults.

k2L sums

{
kL mults.

k2 sums

Table G.1: Number of operations (multiplications and sums) to compute ∆b in Eq. (G.8).

Υ(∆p) is an (L, k)-matrix. The descent direction can be written in matrix form as

∆pi = −H−1(0)Υ>(0) eT,I(0, pi−1) (G.8)

where abusing the notation, the residual vector for the template is

eT,I(0, pi−1) = [eT,I(z1; 0, pi−1), . . . , eT,I(zL; 0, pi−1)]> (G.9)

Table G.1 shows that by pre-computing (H−1Υ>), k2 multiplication and k2 sum operations

are saved at each iteration of the algorithm. The trade-off is an extra k2L multiplications

and k2L sums at pre-computation time. For a single run of the algorithm, the trade-off is

worthy only after L iterations, a very unlikely situation for typical values of L. However,

pre-computations can be performed off-line and saved for every run of the algorithm; thus,

pre-computing (H−1 Υ>) would be advantageous in a clinical scenario.

G.3 Line search method

Gradient descent optimisation algorithms are usually combined with line search methods.

These are methods that compute the step length along the search direction at iteration i

of the algorithm. In the additive formulation (e.g. [132, Ch. 3])

pi = pi−1 + αi ∆pi (G.10)
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In the inverse compositional algorithm, p is not the p in Eq. (G.10). Thus, to avoid

confusion, Eq. (G.10) is reformulated as

∆ṗi = αi ∆pi (G.11)

(Matthews and Baker [111] assumed unit step length, αi = 1, ∀i, for their inverse composi-

tional algorithm.) Full featured line search methods are hard to code, so it is recommended

to use public domain implementations [132, p. 68]. Following that recommendation, line

search in this thesis is based on the cubic polynomial method of the Matlab Optimization

Toolbox. The actual implementation in the Optimization Toolbox does not correspond

to the official documentation [110, p. 5-12], so implementation details are provided in

Appendix I. Below, only one of the scenarios in the full implementation is presented for il-

lustration purposes in Fig. G.1, but first, it is necessary to formulate the objective function

and its derivative. Let f be the objective function in Eq. (6.4)

f(∆p, p) =
1

2

∑
z

(
T (W (z; ∆p))− I(W (z; p))

)2

(G.12)

At the i-th iteration, the line search tries to optimise

φ(αi) = f(αi ∆pi, pi−1) (G.13)

In Fig. G.1, the solution at the current iteration is φ(0), and its directional derivative is

always negative φ′(0)>∆pi < 0, where the objective function gradient is

f ′(∆p, p) =
∑
z

∂T

∂p
(z; ∆p)

(
T (W (z; ∆p))− I(W (z; p))

)
= Υ>(∆p) eT,I(∆p, p)

(G.14)

The new descent direction ∆pi is combined with the previous step length αi−1 to produce

the new solution φ(αi−1). The line search consists on finding a new step length αi that



Appendix G. Implementation details of the segmentation algorithm 189

0 ααi−1αi

φ(α)

Figure G.1: Case 1 of the cubic polynomial interpolation line search scenarios. φ(α) =
f(α∆pi, pi−1).

provides a better solution. In this scenario, the new step length is 0 ≤ αi ≤ αi−1. So the 5

values φ(0), φ(αi−1), φ′(0), φ′(αi−1), αi−1 are used to interpolate a cubic polynomial and

find αi at its minimum. In other scenarios, the new step length may need to be αi > αi−1.

For implementation details on all scenarios see Appendix I.

There are alternative methods. Also implemented in Matlab [110, p. 5-15], and ex-

plained in e.g. [132, pp. 57–59], the mixed quadratic and cubic polynomial method replaces

the computation of a gradient φ′(αi−1) by another function evaluation. However, it will

be shown in the following sections that analytical derivatives are available and fast to

compute for similarity transformations and TPSs.

G.4 The Gauss-Newton inverse compositional algo-

rithm using line search

In this section, the Gauss-Newton inverse compositional algorithm proposed by Matthews

and Baker [111] is simplified for similarity transformations and then the piece-wise affine

warp of [111] is replaced by a TPS warp using a result from Eriksson and Åström [64].

The approximation in [111] to the inverse of the similarity transformation is replaced by

an exact solution; an approximation to the inverse of the TPS warp is proposed too.

Finally, a standard line search is added to the algorithm. For clarity, both variations of

the method are summarised in separate tables in Algorithms G.1 and G.2.
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Algorithm G.1 Gauss-Newton inverse compositional algorithm using similarity trans-
formations and line search
Nomenclature
Similarity transformation W = WG

Parameters p = q
Number of parameters k = 4
Set-up

1: Compute template gradient ∇T using Eq. (G.3)
2: Compute Jacobian matrix ∂WG/∂q of the transformation for each pixel using

Eq. (G.16)
3: Compute steepest descent images ∂T/∂q pixel by pixel using Eq. (G.2)
4: Compute (4, 4) Hessian matrix H using Eq. (G.7)
5: Compute descent direction matrix H−1Υ>

6: Init transformation parameters, q0 = 0, α0 = 1

i and i+ 1 iteration steps, i = 1, 3, 5, . . .

1: repeat
2: Compute residual vector eT,I(0, qi−1) as explained in section G.4.3
3: Compute φ(0), φ′(0) using Eq. (G.40)
4: Compute descent direction ∆qi using Eq. (G.8)
5: Compute directional derivative φ′(0)>∆qi
6: Set αi = αi−1

7: Update transformation parameters qi = update simil(qi−1, αi∆qi) as in
Appendix H

8: Compute residual vector eT,I(0, qi) as explained in section G.4.3
9: Compute φ(αi−1), φ′(αi−1) using Eq. (G.40)

10: Set ∆qi+1 = ∆qi
11: Compute directional derivative φ′(αi−1)>∆qi+1

12: Compute new step length αi+1 using Appendix I
13: Update transformation parameters qi+1 = update simil(qi−1, αi+1∆qi+1) as in

Appendix H
14: until Termination condition in Appendix I
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Algorithm G.2 Gauss-Newton inverse compositional algorithm using similarity trans-
formations, TPS warps and line search
Nomenclature
Similarity transformation and TPS warp W = WG ◦WL

Parameters p
Number of parameters k = kPDM + 4
Set-up

1: Compute template gradient ∇T using Eq. (G.3)
2: Compute Jacobian matrix ∂W/∂p of the transformation/warp for each pixel using

Eq. (G.25)
3: Compute steepest descent images ∂T/∂p pixel by pixel using Eq. (G.2)
4: Compute (k, k) Hessian matrix H using Eq. (G.7)
5: Compute descent direction matrix H−1Υ>

6: Init transformation parameters, p0 = 0, α0 = 1
7: Compute inverse of template’s TPS energy matrix WL2 in (G.21)
8: Compute g(z) for template grid’s TPS in Eq. (G.21)

i and i+ 1 iteration steps, i = 1, 3, 5, . . .

1: repeat
2: Compute residual vector eT,I(0, pi−1) as explained in section G.4.4
3: Compute φ(0), φ′(0) using Eq. (G.40)
4: Compute descent direction ∆pi using Eq. (G.8)
5: Compute directional derivative φ′(0)>∆qi
6: Set αi = αi−1

7: Update transformation parameters pi = update parameters(pi−1, αi∆pi) as in
Eq. (G.37)

8: Compute residual vector eT,I(0, pi) as explained in section G.4.4
9: Compute φ(αi−1), φ′(αi−1) using Eq. (G.40)

10: Set ∆pi+1 = ∆pi
11: Compute directional derivative φ′(αi−1)>∆qi+1

12: Compute new step length αi+1 using Appendix I
13: Update transformation parameters pi+1 = update parameters(pi−1, αi+1∆pi+1) as

in
Eq. (G.37)

14: until Termination condition in Appendix I
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G.4.1 Evaluate Jacobian of the similarity transformation

The Jacobian of the similarity transformation W = WG evaluated at a point z on the

template is a (2, 4)-matrix

∂WG

∂q
(z; 0) =

∂WG(1)
∂q(1)

· · · ∂WG(1)
∂q(4)

∂WG(2)
∂q(1)

· · · ∂WG(2)
∂q(4)

 (G.15)

The term ∂WG/∂q is a (2, 4)-matrix that can be easily computed from Eq. (6.8)

∂WG

∂q
(z; 0) = AG(z) (G.16)

G.4.2 Evaluate Jacobian of the similarity transformation and

TPS warp

The combined similarity transformation and TPS warp W follows the formulation in

Eq. (6.6). The Jacobian of the transformation evaluated at a point z on the template is

a (2, k + 4)-matrix

∂W

∂p
(z; 0) =

[
∂W

∂q
,
∂W

∂b

]
(z; 0) (G.17)

where WG and WL are defined in Eqs. (6.8) and (C.3), respectively. The term ∂W/∂q =

∂WG/∂q as in Eq. (G.16). The term ∂W/∂b is a (2, k)-matrix computed using the chain

rule

∂W

∂b
(z; 0) =

∂WG

∂WL

∂WL

∂s

∂s

∂b
(z; s̄, s(0)) (G.18)

noting that s(0) = s̄. From Eq. (6.8) the term ∂WG/∂WL is the (2, 2)-matrix

∂WG

∂WL

(z; p) =

1 + q(1) −q(2)

q(2) 1 + q(1)

 (G.19)
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Evaluating on the template,

∂WG

∂WL

(z; 0) =

1 0

0 1

 (G.20)

To compute the ∂WL/∂s term, it is convenient to combine Eqs. (C.3) and (C.4) [64]

WL(z; s̄, s(b)) =

[
x1 . . . xP 0 0 0

]
UX̄ 1 X̄>

1 0 0

X̄ 0 0


−1



u(‖z − X̄1‖)
...

u(‖z − X̄P‖)

1

z


= WL1(b2)WL2(b1)WL3(z; b1)

= X g(z)

(G.21)

where g(z) is a P -vector. Differentiating Eq. (G.21) and evaluating in p = 0

∂WL

∂s
(z; s̄, s(0)) =

g(z)> 0

0 g(z)>

 (G.22)

Differentiating, the term ∂s/∂b is

∂s

∂b
(z) = V (G.23)

Substituting Eqs. (G.20), (G.22) and (G.23) into Eq. (G.18)

∂W

∂b
(z, 0) =

g(z)> 0

0 g(z)>

V
=

g(z)> V1

g(z)> V2


(G.24)
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where V = [V >1 V >2 ]>. Substituting Eqs. (G.16) and (G.24) into Eq. (G.17), the Jacobian

of the transformation evaluated on the template can be written as

∂W

∂p
(z; 0) =

AG(z),

g(z)> V1

g(z)> V2


 (G.25)

The Jacobian matrix has to be computed for all L pixels of the template image. All

vectors g(zi) can be efficiently computed using [64]


UX̄ 1 X̄>

1 0 0

X̄ 0 0


−1



u(‖z1 − x̄1‖) . . . u(‖zL − x̄1‖)
...

. . .
...

u(‖z1 − x̄P‖) . . . u(‖zL − x̄P‖)

1 . . . 1

z1 . . . zL


(G.26)

where the i-th column is g(zi).

G.4.3 Compute residuals for similarity transformation

For WG an alternative formulation is, e.g. [111],

WG(z; q) =

1 + q(1) −q(2)

q(2) 1 + q(1)

 z +

q(3)

q(4)

 (G.27)

Template pixel coordinates are mapped onto the image using Eq. (G.27). Image I is

sampled at the new coordinates WG(z; q) using bilinear interpolation. The residuals are

computed for each pixel in the template using Eq. (G.6).
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G.4.4 Compute residuals for similarity transformation and TPS

warp

Target shape s(b) at the current iteration is computed using the PDM in Eq. (C.1). The

template grid (i.e. pixel coordinates) is warped using WL(z; s̄, s(b)) in Eq. (G.21). This

is a very fast operation, because g(z) was precomputed from WL2WL3 in the set up phase

of the algorithm for every pixel, and so, the warp is simply a matrix multiplication.

The warped grid is then mapped onto the image using the similarity transformWG(z; q)

in Eq. (G.27). Image I is sampled at the new coordinates W (z; p) using bilinear inter-

polation. The residuals are computed for each pixel in the template using Eq. (G.6).

G.4.5 Update transformation parameters for similarity trans-

formation and TPS warp

The updated transformation was computed in [6] for general diffeomorphic transforma-

tions/warps

W (z; pi) = W (z; pi−1) ◦W−1(z; ∆pi) (G.28)

Matthews and Baker [111] computed a first order approximation to the inverse of the

total transformation. In the case of TPSs, the approximation is

W−1(z; ∆p) ≈ W (z; −∆p) (G.29)

However, it is possible to be more precise. By the rules of composition, the inverse of the

transformation is

W−1(z; ∆p) = W−1
L (z; s̄, s(∆b)) ◦W−1

G (z; ∆q) (G.30)

First, the inverse W−1
G of the similarity transformation is computed using Eq. (H.2), so

there is no need for the first order approximation of [111]. Second, as the inverse of a TPS
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(when it exists) is not a TPS, then W−1
L needs to be approximated. But instead of the

first order approximation of [111], the following approximation is convenient for TPSs

W−1
L (z; s̄, s(∆b)) ≈ WL(z; s(∆b), s̄) (G.31)

The approximation is exact at the landmarks, and degrades as data points move away

from them. Plugging Eq. (G.31) into Eq. (G.30),

W−1(z; ∆p) ≈ WL(z; s(∆b), s̄) ◦W−1
G (z; ∆q) (G.32)

The only approximation is for the inverse of the TPS. As TPSs are invariant with respect

to similarity transformations, then Eq. (G.32) can be written as1

W−1(z; ∆p) ≈ W−1
G (z; ∆q) ◦WL(z; s(∆b), s̄) (G.33)

The transformation update can be computed plugging Eq. (G.33) into Eq. (G.28), and

using again the similarity transformation invariance of the TPS

W (z; pi) = WG(z; qi−1) ◦W−1
G (z; ∆qi) ◦WL(z; s̄, s(bi−1)) ◦WL(z; s(∆bi), s̄) (G.34)

The inverse of a similarity transformation is a similarity transformation too, i.e. W−1
G

represents a scaling, rotation and translation. In addition, the composition of the two

similarity transformations is a similarity transformation

WG(z; qi) = WG(z; qi−1) ◦W−1
G (z; ∆qi) (G.35)

1Note: The similarity transformation is applied to z, s(∆b) and s̄, while the warp is applied only to
z.
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The updated parameters qi can be computed exactly as explained in Appendix H (but

note the difference of notation). Thus, Eq. (G.34) is reduced to

W (z; pi) = WG(z; qi) ◦WL(z; s̄, s(bi−1)) ◦WL(z; s(∆bi), s̄) (G.36)

For the parameter update pi = [q>i , b
>
i ]> the following notation will be used

pi = update parameters(pi−1, αi∆pi) (G.37)

The parameter update can be broken down into 3 steps (note the change of notation in

Appendix H)

qi = update simil(qi−1, αi∆qi) as in Appendix H (G.38a)

si = WL(z; s̄, s(bi−1)) ◦WL(s̄; s(αi∆bi), s̄) (G.38b)

bi = V >(si − s̄) (G.38c)

The TPS parameter update requires 2 warps applied to the mean shape, i.e. a small

number of points:

• WL(s̄; s(αi∆bi), s̄) is a new warp at each iteration, i.e. nor WL2 neither WL3 can

be precomputed and cached; thus, this warp is the principal limiting factor to the

maximum number of landmarks in the model

• WL(z; s̄, s(bi−1))◦WL(s̄; s(αi∆bi), s̄) allows WL2(b1) to be precomputed an cached;

as the number of landmarks is low given the previous limitation, computing WL3 is

not expensive. But the evaluation of WL3 can be made even faster by pre-computing

distance maps for each template landmark
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G.4.6 Compute step length using line search

The line search method was outlined in section G.3. This section provides implementa-

tion details for the inverse compositional algorithm. To compute the step length αi, the

following 4 results are needed

φ(0) = f(0, pi−1) =
1

2
‖eT,I(0, pi−1)‖2 (G.39a)

φ(αi−1) = f(αi−1∆pi, pi−1) =
1

2
‖eT,I(αi−1∆pi, pi−1)‖2 (G.39b)

φ′(0) = f ′(0, pi−1) = Υ(0)>eT,I(0, pi−1) (G.39c)

φ′(αi−1) = f ′(αi−1∆pi, pi−1) = Υ(αi−1∆pi)
>eT,I(αi−1∆pi, pi−1) (G.39d)

Computing eT,I(αi−1∆pi, pi−1) requires the parameter update in Appendix H for similarity

transformations, or in Eq. (G.37) when TPSs are also used, so that Eq. (G.39) can be

written

φ(0) = f(0, pi−1) =
1

2
‖eT,I(0, pi−1)‖2 (G.40a)

φ(αi−1) = f(0, pi) =
1

2
‖eT,I(0, pi)‖2 (G.40b)

φ′(0) = f ′(0, pi−1) = Υ(0)>eT,I(0, pi−1) (G.40c)

φ′(αi−1) = f ′(0, pi) = Υ(αi−1∆pi)
>eT,I(0, pi) (G.40d)

Note that

• The residual eT,I(0, pi−1) was already computed in line 2 of the iteration step

• As long as the transformation and warp are linear in the shape coefficients, the

Jacobian of the transformation is constant and Υ(0) = Υ(αi−1∆pi) = Υ. This is

the case with similarity transformations and TPS warps, as shown by Eq. (G.16)

and (G.24), respectively.
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Composition of similarity transformations

The update transformation parameters q in Algorithm G.1 requires the composition of two

similarity transformations. This appendix derives the analytical solution to that problem.

Let WG be a similarity transformation

WG(z; q) =

1 + q1 −q2

q2 1 + q1

 z +

q3

q4

 (H.1)

In the rest of this thesis q(i) refers to the i-th element of vector q, but for clarity, in this

appendix the notation qi is used instead. The inverse of WG for incremental parameters

∆q is

W−1
G (z; ∆q) =

1(
1 + ∆q1

)2
+
(
∆q2

)2

1 + ∆q1 ∆q2

−∆q2 1 + ∆q1


z −

∆q3

∆q4


 (H.2)

The inverse of a similarity transformation is a similarity transformation W−1
G (z; ∆q) =

199
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WG(z; ∆q′) with parameters q′

q′1 =
1 + q1 − (1 + q1)2 − q2

2

(1 + q1)2 + q2
2

(H.3a)

q′2 =
−q2

(1 + q1)2 + q2
2

(H.3b)

q′3 =
−(1 + q1)q3 − q2q4

(1 + q1)2 + q2
2

(H.3c)

q′4 =
q2q3 − (1 + q1)q4

(1 + q1)2 + q2
2

(H.3d)

The composition of both functions is another similarity transformation

WG(z; q′′) = WG(z; q) ◦W−1
G (z; ∆q)

= WG(z; q) ◦WG(z; ∆q′)
(H.4)

with parameters

q′′1 = (1 + q1)(1 + ∆q′1)− q2∆q′2 − 1 (H.5a)

q′′2 = (1 + q1)∆q′2 + q2(1 + ∆q′1) (H.5b)

q′′3 = (1 + q1)∆q′3 − q2∆q′4 + q3 (H.5c)

q′′4 = q2∆q′3 + (1 + q1)∆q′4 + q4 (H.5d)



APPENDIX I

Line search algorithm and termination

conditions

This appendix describes in full the cubic polynomial line search method and termination

conditions used by the Matlab Optimization Toolbox’s (R2006a to R2008a) implemen-

tation of the Gauss-Newton algorithm in function nlsq(). It should be noted that the

official documentation [110, p. 5-12] does not correspond to the actual implementation in

nlsq(). Line search and termination conditions are used in the Gauss-Newton solution to

the inverse compositional segmentation algorithm described in Appendix G, and detailed

here for clarity.

I.1 Line search scenarios

201
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0 ααi−1αi

φ(α)

(a) Case 1.

Require:

{
φ(0) < φ(αi−1)

φ′(αi−1)>∆pi+1 > 0

1: αi = 0.9 cubici1
(
φ(αi−1), φ(0), φ′(αi−1)>∆pi+1,

φ′(0)>∆pi, αi−1

)
(b) Case 1.

0 ααi−1αi

φ(α)

(c) Case 2.

Require:

{
φ(0) > φ(αi−1)

φ′(αi−1)>∆pi ≥ 0

1: αc = cubici1
(
φ(αi−1), φ(0), φ′(αi−1)>∆pi+1,
φ′(0)>∆pi, αi−1

)
2: if αi−1 > 0.9 then
3: αi = min(1, |αc|)
4: end if

(d) Case 2.

Figure I.1: Cubic polynomial interpolation line search scenarios.
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0 ααi−1 αi

φ(α)

(e) Case 3.

Require:

{
φ(0) > φ(αi−1)

φ′(αi−1)>∆pi < 0

1: αc = cubici1
(
φ(αi−1), φ(0), φ′(αi−1)>∆pi+1,
φ′(0)>∆pi, αi−1

)
2: if αi−1 > αc then
3: αc = 2αi−1 + 10−4

4: end if
5: αi = |αc|

(f) Case 3.

0 ααi−1αi

φ(α)

(g) Case 4.

Require:

{
φ(0) < φ(αi−1)

φ′(αi−1)>∆pi ≤ 0

1: if αc < 8 · 10−8 then
2: αi = −αc/8
3: else
4: αi = αc/8
5: end if

(h) Case 4.

0 ααi−1

φ(α)

(i) Case 5.

Require: φ(0) = φ(αi−1)

1: No improvement, terminate

(j) Case 5.

Figure I.1: Cubic polynomial interpolation line search scenarios (cont.).
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I.2 Cubic interpolation

Cubic interpolation can be performed with function cubici1() of the Matlab Optimiza-

tion Toolbox. The optimal step length αc is

αc =
z + w − φ′(0)

φ′(αi−1)− φ′(0) + 2w
(I.1a)

z = 3
φ(0)− φ(αi−1)

αi−1

+ φ′(0) + φ′(αi−1) (I.1b)

w = <
{√

z2 − φ(0)φ(αi−1)
}

(I.1c)

I.3 Termination conditions

The algorithm terminates in any of the following cases, where εf = 10−6, εp = 10−6, imax =

100k by default

• Directional derivative along search direction less than εf and infinity-norm of gra-

dient less than 10 (εf + εp)

both conditions


φ′(0)>∆pi < εf

‖φ′(0)‖∞ < 10 (εf + εp)

(I.2)

• Magnitude of search direction less than εp

‖∆pi‖∞ < εp (I.3)

• Number of iterations exceeded

i > imax (I.4)

• Step length too small

α < 10−8 (I.5)
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For the last case, if the step length becomes too small, function nlsq() switches to the

Levenberg-Marquardt method.
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