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Abstract. This paper investigates the problem of automatic humour recognition,
and provides and in-depth analysis of two of the most frequently obddea-
tures of humorous text: human-centeredness and negative poldmiough ex-
periments performed on two collections of humorous texts, we show tesé th
properties of verbal humour are consistent across different dega s

1 Introduction

This paper addresses two research questions concernethwitharacteristics of tex-
tual humour. First, are humorous and serious texts sepgrabtl does this property
hold for different datasets? To answer this question, wetwedlifferent data sets of
verbal humour — a collection of short one-liners and a seuofidrous news articles —
and attempt to automatically separate them from their nandrous counterparts.

Second, if humorous and serious texts are separable, veieadistinctive features
of humour, and do they hold across datasets? In answer tsdhnd question, we
attempt to identify some of the most salient features of aeHumour, and analyse
their occurrence in the two data sets.

While these are interesting issues in themselves, thersasaainedium-term prac-
tical application for ‘humour’ recognition in the designadnversational agents of var-
ious types: detecting and responding appropriately to hurmsoa characteristic of nat-
ural human interaction that is conspicuously lacking in lengented systems. In the
longer term, by gaining insight into the mechanisms undieghhumour, we hope to in-
crease our understanding of aspects of the creative usegfdge, i.e. uses of language
which go beyond ‘banal humorless prose’ and display someatafée and self-aware
properties. While these are pre-eminently displayed intmeavorks like novels or
poetry, they are also present in more everyday phenomemalikour.

The paper is organized as follows. We first review relatedkwercomputational
humour, and briefly cover some of the most recent methodsuimolur generation and
recognition. We then describe the two data sets used in dpisrpand briefly overview
two machine learning techniques for text classificatiorxtN@e address the first ques-
tion, and present the results obtained in the automatisiélzation of humorous and
non-humorous data sets. We then present some of the chiasticseof verbal humour
as observed in an analysis of humorous texts, and provideadetkanalysis of two
of the most dominant features: human-centeredness antiveegalarity. Finally, we
conclude with a discussion.



1.1 Related Work

While humor is relatively well studied in scientific fields $uas linguistics [1] and
psychology [4, 15], to date there is only a limited number eédaarch contributions
made toward the construction of computational humour pypts. Most of the com-
putational approaches to date on style classification hasgsed on the categorization
of more traditional literature genres, such as fiction estit legal, and others [7], and
much less on creative writings such as humor.

One of the first attempts in computational humor is perhapsabrk described in
[2], where a formal model of semantic and syntactic regtiéeriwas devised, underly-
ing some of the simplest types of pumsiGning riddle¥. The model was then exploited
in a system called JAPE that was able to automatically gémarausing puns.

Another humor-generation project was the HAHAcronym prbjé6], whose goal
was to develop a system able to automatically generate fauaoersions of existing
acronyms, or to produce a new amusing acronym constrainge t valid vocabu-
lary word, starting with concepts provided by the user. Ttwic effect was achieved
mainly by exploiting incongruity theories (e.g. finding dig®us variation for a tech-
nical acronym).

Another related work, devoted this time to the problem of bugomprehension,
is the study reported in [17], focused on a very restrictgub tgf wordplays, namely
the “Knock-Knock” jokes. The goal of the study was to evadutat what extent word-
play can be automatically identified in “Knock-Knock” jokeand if such jokes can
be reliably recognized from other non-humorous text. In @un previous work, we
have studied the problem of automatic humour recognitiongusontent and stylis-
tic features [9], and have evaluated the use of large ca@lesiof humorous texts for
improving widely used computer applications such as el

2 Datasets for Computational Humour

There have been only a relatively small number of previotesrgits targeting the com-
putational modeling of humour. Among these, most of theistiblave relied on small
datasets, e.g. 195 jokes used for the recognition of knocick jokes [18], or 200 hu-
morous headlines analysed in [3], and such small collestioay not suffice for the
robust learning of features of humorous text.

More recently, we proposed a Web-based bootstrapping midttad automatically
collects humorous sentences starting with a handful of minselected seeds, which
allowed us to collect a large dataset of 16,000 one-lindrdii%his paper, we use the
corpus of one-liners, as well as a new dataset that we inteoduthis paper consist-
ing of humorous news articles. By considering two differdatasets, we hope to be
able to derive more definite and robust conclusions abouttibeacteristic features of
humorous texts.

2.1 One-liners

A one-liner is a short sentence with comic effects and amesteng linguistic structure:
simple syntax, deliberate use of rhetoric devices (e.gegdtion, rhyme), and frequent



use of creative language constructions meant to attracteiqgers’ attention. While
longer jokes can have a relatively complex narrative stimegta one-liner must produce
the humorous effect “in one shot”, with very few words. Thebaracteristics make
this type of humor particularly suitable for use in an auttmkearning setting, as the
humor-producing features are guaranteed to be preser# firsh(and only) sentence.

Starting with a shorseedset consisting of a few one-liners manually identified,
the algorithm proposed in [9] automatically identifies & 6§ webpages that include
at least one of the seed one-liners, via a simple searchrpextbwith a Web search
engine. Next, the webpages found in this way are HTML paraad,additional one-
liners are automatically identified and added to the seedTéet process is repeated
several times, until enough one-liners are collected.

Take my advice; | don't use it anyway.
| get enough exercise just pushing my luck.
I took an 1Q test and the results were negative.
A clean desk is a sign of a cluttered desk drawer.
Beauty is in the eye of the beer holder.

Fig. 1. Sample examples of one-liners

Two iterations of the bootstrapping process, started witinall seed set of ten one-
liners, resulted in a large set of about 24,000 one-lineferAemoving the duplicates
using a measure of string similarity based on the longestnommsubsequence, the
resulting dataset contains 16,000 one-liners, which azd imsthe experiments reported
in this paper. The one-liners humor style is illustrated iguFe 1, which shows five
examples of such one-sentence jokes.

2.2 Humorous News Articles

The second dataset we consider consists of daily stories the newspaper “The
Onion” — a satiric weekly publication with ironic articleba@ut current news, target-
ing in particular stories from the United States. It is kncai'the best satire magazine
in the U.S.® and “the best source of humour out there”

We collected all the articles published during August 2009arch 2006, which
resulted in a dataset of approximately 2,500 news artidléscleaned all the HTML
tags, eliminated the header containing information speitifihe newspaper, and finally
removed all the news articles that felt outside the 100@&®¢character length range.
This process left us with a final dataset of 1,125 news stevigshumorous content.
Figure 2 shows a sample article from this dataset.

3 Andrew Hammel, German Joys, http://andrewhammel.typepad.com
4 Jeff Grienfield, CNN senior analyst, http://www.ojr.org/



Canadian Prime Minister Jean Cétien and Indian President Abdul Kalam held a subdued press
conference in the Canadian Capitol building Monday to announce that thenations have
peacefully and sheepishly resolved a dispute over their common bEmbarrassed Clatien
and Kalam restore diplomatic relations. "We are — well, | guess proud igrétword — relieved,

| suppose, to restore friendly relations with India after the regrettable disputr the exact
coordinates of our shared border” said Gitien, who refused to meet reporters’ eyes as he
nervously crumpled his prepared statement. "The border that, eell, Wyuess it turns out that
we don't share a border after all” Chgien then officially withdrew his country’s demand that
India hand over a 20-mile-wide stretch of land that was to have serveddasnilitarized buffer
zone between the two nations.” Really, | think the best thing for us to do ist falbgeit the whole
thing as quickly as possible,” Ck&en added.

Fig. 2. Sample news article from “The Onion”

3 Automatic Humour Recognition

The first question we are concerned with is whether the hunsotexts represent a
distinct genre that can be easily and reliably distingudsfiem other non-humorous
datasets. To answer this question, similar to our previooik \|p], we formulate the
humor-recognition problem as a traditional classificatiask, and feed positive (hu-
morous) and negative (non-humorous) examples to an autootassifier.

In particular, in this study we are concerned with gemanticcharacteristics of
humour, and therefore we focus our attention on contensifieation, as opposed to
stylistic features as used in previous work [9]. The contdritumorous texts is thus
“compared” against the content of serious texts using st@htéxt classification tech-
niques.

To perform the classification task, in addition to positikerfiorous) examples, we
also need a set of negative (serious) texts. For each husadataset, a collection of
negative examples was constructed, identified as textathaton-humorous, but sim-
ilar in structure and composition to the humorous exampMssdo not want the auto-
matic classifiers to learn to distinguish between humorods®n-humorous examples
based simply on text length or obvious vocabulary diffeemnénstead, we seek to en-
force the classifiers to identify humor-specific featurgssigpplying them with negative
examples similar in most of their aspects to the positivergtas, but different in their
comic effect.

3.1 Negative Datasets

For each humorous dataset, we collected an equal numbendiumorous examples,
by mixing texts from three or four different sources. Thegmse of seeking different
sources for the construction of the negative non-humoretsset is to avoid the bias
that could be introduced by a specific source or genre.

For the one-liners, we created a negative dataset comsistia mix of sentences
following the same length restrictions (10-15 words). Wmbimed: (1)Reuterditles,
extracted from news articles published in the Reuters nawswver a period of one



year (8/20/1996 — 8/19/1997); (Pyoverbsextracted from an online proverb collection;
(3) British National Corpus (BNC¥entences; and (4) sentences from@pen Mind
Common Sensellection of commonsense statements.

For the news articles, the negative examples were collefcted three different
sources: (1) articles drawn froiros Angeles Timeg2) newstories from th&oreign
Broadcast Information Servicand finally (3) texts extracted from tiBzitish National
Corpus All the non-humorous examples were constrained to havaidesistructure to
“The Onion” articles — stories with a length of 1,000-10,@b@racters.

3.2 Text Classification

We ran classification experiments using two frequently used classifiers, Nae
Bayes and Support Vector Machines, selected based on thérmance in previously
reported work, and for their diversity of learning methamutpées.

Naive Bayes.The main idea in a N&e Bayes text classifier is to estimate the proba-
bility of a category given a document using joint probatgtof words and documents.
Naive Bayes classifiers assume word independence, but ddspiggmplification, they
perform well on text classification. While there are severakions of N&/e Bayes
classifiers (variations of multinomial and multivariaterBeulli), we use the multino-
mial model, previously shown to be more effective [8].

Support Vector Machines.Support Vector Machines (SVM) are binary classifiers that
seek to find the hyperplane that best separates a set ofvposithmples from a set
of negative examples, with maximum margin. ApplicationsSdM classifiers to text
categorization led to some of the best results reporteckifitdrature [6].

3.3 Classification Results

For each humorous dataset, we ran classification expersméifit respect to their “neg-
ative” non-humorous counterpart. The documents were tp&drand stemmed prior to
classification; no other pre-processing was applied.

All the evaluations are performed using stratified ten-fiolss validations, for ac-
curate estimates. The baseline for all the experiments 96, 3thich represents the
classification accuracy obtained if a label of “humorous”“f@n-humorous”) would
be assigned by default to all the examples in the data sde Tallows the classification
accuracies obtained with each of the classifiers.

Classifier |One-liners News articles
Naive Bayes 79.69% 88.00%
SVM 79.23% 96.80%

Table 1. Classification accuracy for the two humorous datasets.

The results indicate that humorous and non-humorous detalearly separable,
using exclusively linguistic features. Not surprisingllye classification accuracy for



the news articles is higher than for the one-liners, mostyiklue to the larger size of
the documents in the newstories’ collection. The differgay between the SVM and
the Naive Bayes classification accuracies can be probabilyaed to the same reason,
with the SVM classifier leading to results close to 100% indhse of the newstories,
but to results slightly worse than those obtained with thev&lBayes classifier in the
case of the one-liners.

Perhaps even more importantly than the classification teeané the features that
can be learned from the classifiers’ output, which can helghasacterize the linguistic
properties of humour. In the following, we describe thedieas identified in a previous
examination of linguistic properties of verbal humour, gmdvide an in-depth, larger-
scale evaluation of the two main characteristics of humbuman-centeredness and
negative polarity.

4 Characteristics of Verbal Humour

In a previous analysis of the features of verbal humour [@] tried to identify and
classify the content-based humor-specific features cteistic to the one-liner data
set. By examining by hand the most discriminative conterstell features learned dur-
ing the text classification process, we tried to classifyrthieto semantic classes. The
following frequently occurring word classes emerged:

Human-centric vocabulary. Jokes seem to constantly make reference to human-related
scenarios, through the frequent use of words suglogd, man woman guy, etc. For
instance, the worglou alone occurs in more than 25% of the one-linéo( can al-
ways find what you are not looking for"while the wordl occurs in about 15% of

the one-liners“QOf all the things I lost, | miss my mind the mo3t'This supports ear-

lier suggestions made by Freud [5], and later on by Minsky, [ttt laughter is often
provoked by feelings of frustration caused by our own, sommeawkward, behaviour.

Negation.Humorous texts seem to often include negative word forntd) asdoesn’t
isn't, don’t. A large number of the jokes in our collection contain somrerfof negation,
e.g.“Money can't buy you friends, but you do get a better classradry”, or “If at
first you don't succeed, skydiving is not for you.”

Negative orientation.In addition to negative verb forms, jokes seem to also caordai
large number of words with a negative polarity, such as aidgs with negative con-
notations likebad illegal, wrong (“When everything comes your way, you are in the
wrong lane”, or nouns with a negative load, e grror, mistake failure (“User er-
ror: replace user and press any key to continueBoth the negative verb forms and
the words with negative orientations are potential refbexgtiof the incongruity-based
theories of humor.

Professional communitiesMany jokes seem to target professional communities that
are often associated with amusing situations, such as tayyegrammers, policemen.
For instance, about 100 one-liners in our collection fatlemthis category, e.glt was

so cold last winter that | saw a lawyer with his hands in his gwackets.”



Human “weakness”. Finally, the last significantly large semantic categoryt thve
identified refers to events or entities that are often assediwith “weak” human mo-
ments, including nouns such igmorance stupidity, trouble (“Only adults have trouble
with child-proof bottles), beer, alcohol(“Everybody should believe in something, | be-
lieve I'll have another beer}, or verbs such aguit, steal lie, drink (“If you can't drink
and drive, then why do bars have parking lots?As mentioned before, this kind of
vocabulary seems to relate to theories of humor that expaighter as an effect of
frustration or awkward feelings, when we end up laughingotaselves” [12].

On a higher level, these characteristics can be classifiedvio main classes. First,
human-centric vocabularyprofessional communitieandhuman “weaknesstan be
grouped into the larger category bfiman centerednessSecondnegation negative
orientation andhuman “weaknessall have to do with the broader categorypafiarity
orientation. In the following, we analyse each of these categories in,tand bring
evidence of a high correlation between humorous text ankl efihese two features.

5 Human Centeredness

For a more robust evaluation of the human-centerednesseiyayf the humorous texts,
we implemented a system that measures the weight of the nsosinginatory features
learned from the text classification process with respegiven semantic classes con-
sidered relevant for human-centeredness.

Specifically, we begin by creating a list of salient featifleghe humorous dataset.
Starting with the features identified as important by thevB&ayes classifier (a thresh-
old of 0.3 was used in the feature selection process), wetsallethose features that
have a total weight exceeding a given threshfldwhere a feature weight is calcu-
lated for each category (humorous/non-humorous) and gm@ted as the probability
of seeing the feature in a given category. We then calcuteéumorous scoref a
feature as the ratio between the weight in the humorous sapd the total weight in
the entire mixed corpus. This results in a score within thel[Onterval, with a value
closer to 1 indicating a feature representative for the hootexts, and a value close
to 0 corresponding to high saliency features for the nondrons dataset. In the eval-
uations reported below, we use a threshBldf 100, which allows us to extract the top
1,500 most discriminatory features for each dataset.

Next, given a certain semantic class, we measurevikightof that semantic class
with respect to the most discriminatory features by addmthe corresponding weights,
and normalizing with respect to the size of the semanticsclasr instance, assuming a
semantic class that includes the wotdse, myselfwith thehumorous scoresf 0.88,
0.65, and 0.55 respectively measured on the humorous tateseveight of the given
semantic class is then measured@ss + 0.65 + 0.55)/3 = 0.695.

By using semantic classes, we can generalize over the dhdiliword features
learned from the classifiers’ output, and derdagegoriesof words representative for
the humorous data. Note that a semantic class that has radatmmn with the humorous

5 Correspondingly, the weight of the semantic class in the non-humorsissisemeasured as
1—-0.69 =0.31.
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Fig. 3. Semantic classes reflecting human-centeredness within humorousPExts personal
pronouns; SG = social groups; SR = social relationships; P = persons

features of a text will result in an approximately equal weif.50) measured on the
humorous and non-humorous texts.

To measure the human-centeredness characteristic of busi@xts, for each dataset
we extracted the top 1,500 most discriminatory featuresd sabsequently measured the
weight of four semantic classes that we considered reldgatite property of human-
centerednesgersonssocial groupssocial relations andpersonal pronounsThe first
three categories are derived automatically from WordNgelisting all the nouns found
in the synsets subsumed by the ndgerson, individual, someone, somebody, mortal,
human, soul20,676 nouns are extractedyelative, relatiort and{relationship, hu-
man relationship (351 nouns), andsocial groug (2,393 nouns). The fourth category
is constructed by listing exhaustively all the personahpims in the English language.

Figure 3 shows the weight of each semantic class with respegmimorous and
non-humorous data, for each of the two datasets (one-laretsiews articles). Our hy-
pothesis concerning the human-centeredness of humousdede confirmed, with a
much higher weight measured for the semantic classpsrgbnssocial relationships
andpersonal pronoung humorous texts. In particular, social relationshipg (@ife,
husbangson and personal pronouns (elgyou) seem to have high prevalence in hu-
morous data. Rather surprisingly, social groups do notetate with humorous texts,
having an equal weight distribution between humorous anmdmonorous data. Al-
though we initially thought that this WordNet class wouldghes uncover the category
of professional communitie®n closer inspection it turns out that the nouns relevant
for such communities (e.gorogrammey lawyen are represented under the semantic
class ofperson Instead, thesocial groupcategory includes more organization-related
nouns such ashurch university or council which are not necessarily representative
for humorous text.

6 Polarity Orientation

The second humour characteristic we are investigatingnsermed with the polarity
orientation of humour. In a previous manual analysis of huous features (Section
4), we observed a frequent use of negative verbal forms inonous texts, as well
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Fig. 4. Polarity orientation of humorous data.

as other words with negative orientation (e.g. negative@ijes), or denoting human
“weakness.” In order to take this analysis to the next stafd,iavestigate on a larger
scale the polarity orientation of humour, we have impleradrd tool for automatic
sentiment analysis, and used this tool to annotate the twmhous datasets used in the
current study.

Starting with a dataset annotated for “positive” and “nigdtorientation, we im-
plemented a classification system that has the ability toraatically indicate the se-
mantic orientation of a text. Specifically, we are using théadet of 10,662 short text
fragments introduced in [13], and feed the 5,331 “positigad the 5,331 “negative”
fragments into a Naive Bayes classifier. In a ten-fold cr@dglation experiment, the
accuracy of the system was determined as 78.15%, which cesfavorably with pre-
vious results reported on the same dataset [13].

Using this sentiment analysis tool, we automatically aatethe two humorous
datasets, with results shown in Figure 6. These results seeonfirm our hypothesis
that humour tends to have a strong negative orientatiot, wit74% of the one-liners
being labeled as negative, and as many as 90.04% of the nigsiessafirom “The Onion”
having a negative annotation. Interestingly, regular &s¢ tends to have a slight ten-
dency toward the negative, with 56.26% of the mix of “serf@entences being deter-
mined as having a negative orientation. General “serioeg/snarticles are even more
negative, with 67.60% labeled as negative, perhaps reftettie general negative trend
of the stories typically reported in the news.

Interestingly, by analyzing the annotations, several efahkamples labeled as pos-
itive seem to include words with a negative orientation, séhstrength was perhaps
not high enough to be selected as negative by the automassifiér. For instance,
“CURSOR: What you become when your system crashes.” is ldlmdean example
with positive orientation, despite the word “crashes” the¢ms to indicate a negative
outcome. Conversely, “I love deadlines, especially the agiing sound as they fly
by.” is labeled as negative, perhaps because of a frequentreace of “deadline” in
negative contexts, despite the fact that this one-lines ot have a clear negative con-
notation. A larger training dataset with polarity annaias, perhaps integrating manual
annotations of jokes, is likely to improve the accuracy &f émnotations.



7 Discussion and Conclusions

The questions with which we began were: (1) Are humorous aridiss texts separable,
and does this property hold for different datasets? and &), what are the distinctive
features of humour, and do they hold across datasets?

In answer to the first of these questions, we have shown thmbiaus and serious
texts can be separated at the linguistic level, and alsothigholds for at least two
different datasets: short one-liners, and longer newslesti Of course, there are many
other types of humorous and non-humorous prose and it mayalbeame of these are
more difficult to separate.

In trying to address the second question, by analysis ofitigeiistic features that
emerged as important for the classifiers, we hypothesizedhtain characteristics of
humour: human-centeredness and negative orientatiochwinére validated through
larger scale experiments of annotations on the two datdsedssense, one might have
predicted the human centerednag®iori, given that humour seems to be a specifically
human property, but the negative orientation we found is @svious: indeed, from
the generally positive effects associated with humour, might have expected the
opposite.

As Ritchie [14] suggests, it is probably misguided to looktfte defining property
of humour, but we may make some speculations on the basisr diindiings as to one
of its possible functions. It does not seem completely imgilsle that some varieties
of humour act as a kind of “natural therapy” whereby tensi@tated tonegativesce-
narios concerningpumans (us) are relieved, by emphasizing them in a context which
leads to them being exorcised through laughter.
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