Abstract

Many distributed batch systems, such as computational grids, require a level of integrity protection to guarantee the proper execution of a job or workflow. One way of achieving this, implicit in many trusted computing proposals, is to use application whitelisting to prevent unknown and untrusted applications from being executed on remote services. However, this approach has significant shortcomings across multiple administrative domains, as conflicts between locally-managed whitelists will result in many useful services appearing untrustworthy to users. This has the potential to limit availability and prevent trusted distributed systems from ever being successfully deployed.

We propose a set of requirements for a system which will manage these conflicts, and provide a mechanism for updating application whitelists that will increase service availability and trustworthiness. We also suggest and specify a set of components, including a centralised configuration manager, which will meet these requirements.
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1. Introduction

Integrity reporting is a method for establishing trust in a computing platform by identifying and assessing the software it is running. Researchers have made several proposals to enhance the security and trustworthiness of grid [1] and service oriented architectures [2] by using this technique. These often involve checking that the service providers are running software that can be identified in a whitelist, a repository of ‘known good’ software configurations. This would allow them to only use computers which they know are running fully patched software distributions, for example. However, details on how this whitelist would be managed are rarely considered, and a common solution is to pass on the responsibility to a third party. We identify several problems with this approach, particularly when considering a virtual organisation which spans multiple administrative domains, each with their own security requirements. We strongly believe that managing platform configuration changes is an essential part of trusted computing, and indeed the overall problem of securing distributed systems.

The most significant problem we identify is that of conflicting domain whitelists, which can occur when domains use different versions of software, or apply different patches. This can have an adverse affect on the availability and security of the network. We do a thorough functional analysis of trustworthy distributed systems proposed by other researchers, and identify
a number of additional components which can help to mitigate this issue. Our overall approach is to mandate *inter-domain communication* so that domains inform each other when an application update or vulnerability is found, and policy or whitelist entries must be changed.

The main contributions of this paper are (1) the identification of a potential flaw in whitelist-based distributed platform authentication, (2) a set of functional, interoperability and security requirements for a system that would solve these problems, and (3) a proposed set of new components for implementing this system. In addition, we believe that we are the first to establish a consensus within the literature of the components which make up a trusted grid system.

### 1.1. Paper Structure

This paper is structured as follows. In Section 2 we introduce fundamentals of virtual organisations and trusted computing. We review the literature on trusted distributed systems in Section 3, to identify a set of common components that most existing trusted computing proposals use. In Section 4 we go through several use cases to establish additional requirements needed for whitelist management. New components are proposed in Section 5 to meet these requirements. We then perform a security review and show how certain key threats can be mitigated in Section 6. In Section 7 we integrate our approach with two other grid systems. Finally, in Section 8 we conclude.

### 2. Background and Existing Work

#### 2.1. What Is A Virtual Organisation?

A wide range of research is conducted, archived, and reported in the digital economy. Its influence has grown over the years to include various disciplines from science through to finance and industrial engineering. In consequence, different types of distributed systems have been deployed to facilitate the collection, modeling and analysis of the dispersed data; or the sharing of the computational resources. Such systems allow multiple organisations to come together as one unit for the purpose of commonly identified goals. The fact that this is happening on the internet characterises it as a *virtual organisation*.

A problem arises, however, when the models or data contain sensitive information or have commercial value. They then become lucrative targets for attack, and may be copied or modified by malicious parties. This is particularly true in many of the scientific disciplines where researchers — who care about the confidentiality of their privileged data or the integrity of the collected results — are reluctant to exploit the full benefits of distributed computing. Submitting a highly privileged job to the distributed resources requires prior knowledge of the security standards of all of the target systems — only those running with acceptable security configurations and patch levels should be selected to execute the job. However, this still remains as a security gap between the job owners requirements and current technological capabilities, and serves as a barrier to up-take of existing systems.

Recently, many researchers have discussed the use of Trusted Computing (see below) to bridge this gap. For example, as a possible solution to the ‘malicious host’ problem, Cooper and Martin [4] describe a grid architecture that ensures protected job execution environments. Trusted Computing allows job owners to verify that this environment is in place before submitting their jobs. Some of the key ideas in this field of work are identified in Section 3.1.
2.2. Trusted Computing

Faced with the prospect of modern PCs (and other devices) having so much software that their behaviour is unpredictable and easily subverted, the Trusted Computing Group (TCG) [5] has developed a series of technologies based around a Trusted Platform Module (TPM) — a hardware chip usually embedded in the motherboard — which helps to provide two novel capabilities [6]: a cryptographically strong identity and reporting mechanism for the platform, and a means to measure the software loaded during the platform’s boot process. This includes the BIOS, bootloader, OS and applications. Further details of the TPM’s functionality is defined in the TCG main specification [7].

Measurements are taken by calculating a cryptographic hash of binaries before they are executed. Hashes are stored in Platform Configuration Registers (PCRs) in the TPM. They can only be modified through special TPM ordinals, and the PCRs are never directly written to; rather, measurements can only be extended by an entity. The extend command takes the existing value in the register, appends the new measurement, and stores a hash of the result. This is to ensure that no other entity can modify or overwrite a measured value. In a trusted computing platform, every executable piece of code in the authenticated boot process will be measured and is responsible for measuring the next piece, creating a sequential list. This creates the notion of transitive trust, and provides a way for a relying party to trust a large group of entities from a single root. Any malicious piece of code (e.g. rootkit) executed during the boot process will be recorded and identified.

2.2.1. Sealed Storage

Trusted computing provides the means to seal (encrypt) data so that it will only successfully decrypt when the platform measurements are in a particular state. The seal process encrypts data using a storage key, a key held internally by the TPM, and binds it to a specified PCR value. The purpose of sealing is to prevent any unauthorised software from attempting to unseal the package. The TPM enforces two key restrictions upon decrypting the sealed package:

- The package is only available on the TPM that created it.
- The package is only decrypted if the platform’s current PCR values equal those that were specified at the time the package was sealed.

The implication is that the external data only becomes available to an application when the correct value (an acceptable configuration) is in the specified PCR.

2.2.2. Remote Attestation

Remote attestation allows an application to find out the software state of a remote platform. This involves the remote platform’s TPM creating a certificate of its current PCR values signed with a TPM-generated Attestation Identity Key (AIK). This certificate is sent to the application, which will validate the signature and the PCR contents. The TPM signs the specified PCRs with the private half of the AIK (held within the TPM), and returns the digitally signed quote. The external application validates the signature by using the public half of the AIK, and validates the AIK by looking at the AIK credential, a certificate issued by a trusted Certificate Authority (a ‘Privacy CA’) which states the platform has a valid TPM. The PCR log entries are then compared against a list of known good values (a whitelist) to check if the reported PCRs represent an acceptable configuration.
Attestation can be used on a platform which supports authenticated boot to verify that only known pieces of software are running on it. Additions or modifications to any executable will be recorded during the boot process, and noticed when log entries and PCR values are checked. With such mechanisms in place, the external application can, in theory, identify whether a remote platform has been infected with a virus or not.

However, attestation does not necessarily give any indication of a platform’s security state but rather its execution state [8]. Sadeghi and Stuble [9] introduce the notion of ‘property-based attestation’ in order to simplify the process. In property-based attestation, platforms provide a list of guaranteed security properties, rather than just a binary integrity measurement. This can be implemented in a number of ways, but generally relies upon at least one party being able to match the PCR values to security properties, and then issuing certificates to this end. Property-based attestation is a level of indirection which can take some of the burden from the attestation requester.

Further, the TPM has not been designed to detect modifications of measured software in the intervening time between measurement and attestation. In consequence, the runtime state of the platform may not be reported correctly in attestation [10]. Successful in-memory attacks (e.g. exploiting buffer overflows) will allow adversaries to modify the behaviour of the platform and subvert their security controls. To guard against this style of attack, measured software needs to be isolated and protected from less trustworthy components.

2.3. Virtualization

Virtualization is a key technology used in many trusted computing solutions to provide strong isolation for the TPM-measured software. It allows a single physical host to share computing resources between multiple operating systems [11]. Each operating system runs in a virtual machine of its own, where it is made to believe that it has dedicated access to the hardware.

A thin layer of software called ‘virtual machine monitor’ operates on top of the hardware to isolate these virtual machines and mediate all access to the physical hardware and peripherals. A virtual machine runs on a set of virtual devices that are accessed through virtual device drivers. Typically, a highly privileged monitor virtual machine is created at boot time and serves to manage other virtual machines.

Many researchers have studied the benefits of isolating grid jobs and trusted software in their own virtual machines [12; 13]. A malicious job is prevented from compromising or modifying the host platform. It is also much more difficult for one job to influence another, or to read its results. This means that many untrusted jobs can be run together on one platform with a high degree of confidence that their individual confidentiality and integrity will not be affected.

2.4. Commercial Application Whitelisting Systems

Application whitelisting is a technique gathering momentum in commercial security systems. Most implement additional access controls within the operating system to stop unauthorised programs from running. Products from companies such as CoreTrace[14], SolidCore[15] and Bit9 all use application whitelists to create a safer working environment. Bit9 also claim to manage a ‘Global Software Registry’[16], containing over 6 billion entries.

2.5. Security Reporting Standards

Several standards for expressing evidential information about a system’s security state already exist. The Open Vulnerability Assessment Language (OVAL) [17] [18] is a combination of
a language and content repositories that promote open and public availability of security content and the standardisation of security information transfer. Its framework and vocabulary is based on three XML Schemas, including a System Characteristics schema for representing system information, a Definition schema for expressing a specific machine state, and a Results schema for reporting the results of an assessment. It includes a repository [19] of OVAL tests that are written and scrutinised by the OVAL community. To assess a system, either an existing test is selected or new one written and run using an OVAL compatible tool, producing results that conform to the Results schema.

The XCCDF[20] (Extensible Configuration Checklist Description Format) is designed ‘to provide a uniform foundation for expression of security checklists, benchmarks, and other configuration guidance’[20]. It defines a structured collection of security configuration rules for some set of target systems and a data model and format for storing results of benchmark compliance testing.

The Trusted Computing Infrastructure Working Group [21] has also produced a set of schemas that help with integrity management within a trusted infrastructure. One such schema, the Security Qualities Schema, defines a structure for expressing the claims about the security that can be provided by a system. This schema is mainly used by producers of a potential whitelist entry, to state the level of the Common Criteria [22], the NIST FIPS [23] or the ISO 9000 [24] to which the entry has been evaluated.

The Common Results Format (CRF) [25] is an international standard that enhances interoperability by providing a format for exchanging security assessment results. Using publicly available naming schemes such as Common Vulnerabilities and Exposures (CVE) [26], the CRF is capable of reporting the patch levels of a system, its policy compliance, vulnerabilities, configurations and software weaknesses. In addition, the CRF is capable of including standardised, detailed checking logic and low level results as well as references to result data from XCCDF and OVAL assessment. It also defines a set of metadata that defines the creation of the document, including the software that produced the document and timestamps related to its creation.

The Security Content Automation Protocol (SCAP) [27] is an effort by the NIST (National Institute of Standards and Technology) to standardise formatting and nomenclature for communicating security information about software flaws and security configurations, together with any reference data. This standard defines a protocol composed of six components:

1. Common Configuration Enumeration — for expressing system security issues
2. Common Platform Enumeration — for expressing product names and versions
3. Common Vulnerabilities and Exposures — for expressing security-related software flaws
4. Common Vulnerability Scoring System — for measuring severity of software flaws
5. XCCDF — for specifying checklists and reporting checklist results
6. OVAL — for specifying low-level testing procedures used by checklists

Its use includes patch installation verification, security configuration verification, vulnerability scoring and intrusion detection. In Section 5.2 we explore how these standards could be used to define a common message format for sharing whitelist information between different domains.

3. Trusted Distributed Systems: Establishing a Consensus View

In this section we review existing work on trustworthy grid and service oriented architectures. We do this for two reasons, firstly, to identify similarities between systems in order to create a
reasonable common abstract model. This is useful for later discussion, and necessary as these ideas have yet to be a real system. Secondly, to demonstrate that existing research has shortcomings in the area of whitelist management, to motivate our work and draw out requirements for a solution. Finally, we include a brief overview of other related work.

3.1. Identifying Key Components of an Emergent Consensus Architecture

Although there are many small differences, most research on trusted grid architectures has the following components.

**Grid Job Submission** Work is submitted in the form of jobs, created by a user and run on a participant (‘grid node’) platform [28]. These jobs are sent either to distribute a complex computation or to query a data source at the node. The emphasis in a *trusted* grid is on job confidentiality [29] and/or integrity [4].

**Integrity-based Access Control** The fundamental concept of these systems is that the trustworthiness of a platform is defined in terms of an attestation of software and hardware. The common problem being solved is that of a ‘malicious host’ [4], where one participant either steals job secrets or alters results in a way that violates the job owner’s security requirements. For our common model, we also consider attestation in terms of properties and low-level hashes.

**Attestation Tokens** Each participant in a grid has a credential called an *attestation token* [28; 30; 1; 31] which will contain identity information and the public-half of a TPM key. The private half will be bound to the platform’s TPM and certain PCR values. Job submission and service requests can be encrypted using the public key, guaranteeing that the node will only be able to process the job if it is in the correct configuration. This is referred to as a ‘sealed-key’ approach [28].

**Central Management** Several authors consider the use of a central server to manage and distribute tokens [1; 30]. We continue with this notion, particularly as many real grids [32] have such a feature for reasons such as policy enforcement and authentication. However, it is generally the case that in a virtual organisation spanning many domains there will be a federation of these central servers (perhaps one per domain) [31].

**Property-based Attestation** As discussed in Section 2.2.2, standard (or ‘binary’) attestation lacks useful semantic information, making attested PCR values difficult to interpret. It is for these reasons that many trusted architectures [33] use property-based attestation (or suggest its use [34]) in order to simplify trust decisions based on platform configurations. The task of translating hashes to properties is often given to a third party [2].

**Job Delegation** Both Yau et al. [1] and Löh et al. [28] make delegation a key feature of their systems. This allows the recipient of a grid job to pass it on to other trustworthy nodes.

**Minimised Trusted Computing Base** Researchers are keen to point out that the overall trustworthiness of a system is largely dependent on the size and complexity of the Trusted Computing Base (TCB) [35]. This is because a larger TCB is more likely to contain security bugs, which would allow an intruder to bypass any access controls and gain direct access to what is running on a platform. As a result, large, monolithic operating systems are often avoided [36; 37].
**Job Isolation** A common method of protecting nodes from being damaged by a submitted job is to isolate the execution of the job from the platform itself. This can be done through sandboxing or, more often, hardware or software virtualization [38; 31; 33] (see Section 2.3 for details).

### 3.2. Missing Components: Whitelist and Policy Management

Much of the literature cited above proposes novel architectures for exploiting the benefits of Trusted Computing in distributed systems. The use of attestation is suggested to make sure that a grid node is in the correct configuration before being trusted with a job. However, there are a number of management issues when it comes to maintaining a list of correct configurations in a large, cross-domain system. These have not been considered in detail.

Several proposed systems assume that the job owner, an individual host on the system, is capable of managing a list of known trustworthy values [28; 29]. We believe that this is unrealistic, because any list of values will require constant modification and update. The average user will be unable (and unwilling) to support this. Often, therefore, the problem is passed on to a trusted third party [2; 33], but this only centralizes the task, and does not provide any insight as to how such a third party would operate. Sometimes multiple trusted third parties are used [39], all of whom issue certificates for different applications. This seems sensible, but increases the burden on the user, as they must know about many certificate authorities.

Having a central authority — perhaps the domain administrator — maintain the whitelist appears to be a reasonable solution. They could be responsible for collecting data from a variety of sources and even doing their own testing. This is described by the TCG as an aggregation service [21] and is suggested or implied in a number of projects [1; 30; 38; 40]. Indeed, Munetoh et al. [41] propose that data is collected from a package management system and combined with a vulnerability database, in order to rate systems according to known weaknesses. Sailer et al. [42] use a package management database to make sure remote users are keeping their platform at an appropriate patch level. The database is updated whenever patches are issued, so that old versions are removed from the whitelist and new versions added.

However, we believe that the central authority solution raises new problems when applied to a system spanning multiple administrative domains. Different institutions will have different selections of software, with some custom applications and scripts. While the administrators of one domain may have a thorough list of all programs commonly available to the their users, they are unlikely to know about all the software running in another domain. An example illustrates our point. Imagine a grid consisting of several universities, each of which is managed by their own IT department. If a job is submitted from Oxford University, with a confidentiality requirement, then the expectation is that this will be enforced via the Oxford Universities’ whitelist of acceptable configurations. However, if this job arrives at Cambridge University, then the machines are likely to be running several unknown programs. As the authenticated boot mechanism (see Section 2.2) relies on being able to identify *every* executable, this is obviously a problem and the machine cannot be trusted. Furthermore, even if some level of homogeneity is established, if Cambridge University IT department is more diligent in updating and revoking software patches than Oxford, then the same problem will arise. The two potential outcomes are both unacceptable: either no jobs can be distributed because no trust can be established, or integrity reporting is abandoned altogether.

To avoid this scenario, we suggest in the following sections a number of steps to facilitate reference integrity measurement sharing between domains. We assume that each domain will have
a dynamic list of trusted software, and will want to inform each other whenever a new update occurs. However, this relies on more functionality, including interoperability and shared semantics between domains, and a notion of justification when updating or modifying an executable.

3.3. Abstract View

In Figure 1 we show an overview of how a trusted grid system would behave when application whitelists are managed centrally. The features to note are the central authority, which we refer to in future sections as a Configuration Manager, the use of attestation tokens, and the service discovery process. In the next section, we will specify requirements which extend the central authority to deal with whitelist management issues.

4. Requirements

Building on the existing structure of trusted distributed systems, we analyse common use cases that should expose additional requirements. We assume the existence of a central authority, the Configuration Manager (CM). There will be one CM per domain, each of which will hold a whitelist of trustworthy platform configurations.

4.1. Use Cases

4.1.1. Joining the Virtual Organisation

A participant wishes to join Domain A and advertise their resources or services in the virtual organisation. In the first step, a request is sent from the participant’s platform to the externally facing service publisher in $CM_A$. This request consists of an attestation token (see Section 3.1)
and a service request. The service publisher will verify the trustworthiness of the participant platform: its PCR values are checked against $Whitelist_A$. If the platform is trustworthy, the token is added to the internal token repository and the participant is notified. Otherwise, a failure report describing the reasons for unsuccessful registration will be forwarded to the participant.

4.1.2. Job Submission

A researcher in Domain A, who is concerned about the integrity and confidentiality of their job, wishes to submit it to only the trustworthy participants.

The researcher sends a request to the service publisher (in $CM_A$) asking for service descriptions of trustworthy participants. $CM_A$ requests attestation tokens from other CMs. This request will contain the service requirements, specifying the required application and hardware capabilities. The recipient CMs will filter their list of tokens, selecting the relevant ones, and return them to $CM_A$. $CM_A$ iterates through each token and verifies the trustworthiness of the advertised configurations by comparing the PCR values against the local $Whitelist_A$. Only those with acceptable configurations will be selected and merged with tokens from Domain A. The service descriptions and the public keys are then sent to the user. These public keys will be used to establish secure sessions with the selected participants. The job secrets can be encrypted with session keys and safely distributed over the network.

4.1.3. Vulnerability Discovery and Patching

The configuration manager of Domain A, $CM_A$, receives information about a vulnerability, perhaps from the vendor, a public forum or through internal testing. Upon receiving this information, $CM_A$ evaluates the severity of the vulnerability and changes the affected whitelist entry. This may involve removing the entry, or giving it a ‘grace period’ and scheduling its removal later.

Next, $CM_A$ informs other domain configuration managers, $CM_B$ and $CM_C$ in this case. The two CMs perform their own analysis and decide the severity of the vulnerability. Taking into consideration the objectives of the domain and any policies governing its operation, each domain decides on how to update their whitelist.

At this point, the domains will have different states regarding similar entries in their whitelists. Some will allow the services affected by the vulnerability to continue while others will stop using those services. Each domain may wait for an official patch to be announced, or develop their own, depending on the nature of the vulnerability. When $CM_A$ receives a patch, it verifies that the patch fixes the vulnerability and does not cause other problems. It then instructs all the participants within its domain to patch their systems. In parallel, it updates the local whitelist with an entry for the new patch, and removes any old entries. $CM_A$ will have old copies of attestation tokens for participants, so must inform local participants (affected by the new patch) to re-register.

This update has now effectively cut-off any unpatched participants from other domains from being used within Domain A. This is because $CM_A$ will filter out these participants when checking their configurations against the updated whitelist. This also means that other domains will not be able to use the services offered in Domain A because they receive configuration tokens for patched Domain A participants — they cannot verify these tokens since their whitelist is not updated. To fix this, $CM_A$ informs $CM_B$ and $CM_C$ about the patch. Upon receiving the patch information, $CM_B$ and $CM_C$ verify the patch, update their whitelists and force the participants in the respective domains to re-register.
4.2. Functional Requirements

Having identified some of the use cases pertaining to operations of the Configuration Manager, we now consider the functional requirements of the CM and the participants:

1. All participants should be discovered through the domain CM, as only it can decide which are trustworthy. Tokens should never be shared directly.
2. The CM must only collect local attestation tokens from participants that it considers trustworthy.
3. The domain CM must be able collect tokens from other CMs.
4. For each request, the domain CM must check all collected token against its whitelist and policies.
5. Each CM should have an interface for system administrators to modify the whitelist.
6. Upon whitelist or policy update, the CM should inform other domain CMs of the changes. There may be exceptions to this rule if no other domain will be affected.
7. Domains should be as synchronised as possible with each other, with regard to whitelists and the state of participant platforms. The greater the synchronisation, the more services will be available to users.

4.3. Interoperability Requirements

Because each domain is likely to use different software and tools, it will be important to standardise communication. Service descriptions and attestation tokens should have the same format, as well as communication about vulnerabilities and policy changes. The following requirements focus on this last issue:

8. Vulnerability and policy update reports should have a common syntax and semantics.
9. Every CM should be able to interpret these reports and present them to domain administrators.
10. Every CM should be able to generate reports.
11. As much information as possible should be shared between domains, to increase the speed at which administrators can decide about patches. Reports should therefore allow extension where necessary.

4.4. Whitelist and Policy Structure Requirements

The entries in each domain whitelist will be used to verify attestation tokens. Entries must be represented in a way that makes token verification possible. Furthermore, metadata about where the entry came from, and why it has been added will be useful when reporting updates to other domains. These issues are captured by the following requirements

12. Every entry should conform to the TCG Core Integrity Manifest Schema [21] which contains a Reference Integrity Manifest (RIM) for validating attestation tokens.
13. As an extension, every entry must include any information about how it was generated, what tools were used (e.g. compilers) and the environment in which it was produced.
14. All entries will be linked to a policy, which will be applied when validating an integrity report.
15. Each policy should link to a validation report, which contains a list of tests which validate (or invalidate) the entry, and the reasons for the policy. This might include a URL to a vulnerability report, for example.
16. Each validation report should be as thorough as possible, so that when it is passed on to another domain, they do not have to repeat tests.
5. New Components

This section informally specifies the additional components needed to meet the above requirements. This includes the Configuration Manager and its sub-components, and the data structures needed to satisfy the interoperability requirements.

5.1. The Configuration Manager

In Section 3 we described an abstract view of the modified trusted grid system that relies on the Configuration Manager for managing ‘known good’ platform configurations (see Figure 1). The CM is ultimately responsible for deciding which platform configurations are considered trustworthy, and for controlling domain membership.

5.1.1. Domain Membership

To become part of the local domain, a participant registers with its CM by submitting an attestation token. The token content is shown below. It includes the attestation identity key (AIK) for the platform, along with a credential issued by the certificate authority \((\{\text{cred}(\text{AIK})\}_\text{CA})\). This AIK is used to sign a credential for the public key \((K_{pub})\), which states that the key has been sealed to a PCR value that corresponds to a trustworthy authenticated boot process. The full description of the authenticated boot process (and all applications that are part of it) is given in the Measurement Log. In addition, a service description is included, signed by the private half of the sealed public key, demonstrating that users of this service should use this key when submitting jobs. We assume that the attestation token will be sent to the CM in an authenticated transport session, and have not included any timestamp or nonce.

\[ AT = (\text{Measurement Log}, \text{AIK}, \{\text{cred}(\text{AIK})\}_\text{CA}, K_{pub}, \{\text{cred}(K_{pub})\}_{\text{AIK}}, \{\text{Description}\}_{K_{pub}}) \]

The authenticity of the sealed key can be checked by validating the AIK signature. The CM can then verify the trustworthiness of the platform by comparing the Measurement Log to the local whitelist of acceptable configurations for this service type. If the platform is trustworthy, its attestation token is added to the CM’s repository. This satisfies requirement 2.

5.1.2. Structure of the Configuration Manager

The CM performs a range of security and whitelist management functions:

- An internal attestation service is responsible for performing all attestation related functions to ensure that only trustworthy participants become available to the users. It will fulfill all the Whitelist and Policy Structure Requirements as well as access control functional requirements (4, 2).

- An external service publisher provides the necessary APIs for both the users and the participants to make requests to the CM: the users will submit service discovery requests; and the participants will submit requests to register and advertise their services/resources through the CM. This aims to satisfy requirements 1 and 3 and will use the attestation service.

- An external whitelist manager allows the domain administrators to efficiently update and share the whitelist entries. This is responsible for meeting functional requirements 5, 6, 7 as well as all interoperability requirements.
To conform to existing standards, we imagine that the CM would be implemented as a WS-ServiceGroup [43]. Each participant would then be a member of this CM’s group, and have a ServiceGroupEntry that associates them. An entry would also contain service information by which the participation in the CM is advertised. The membership constraints would be simple, requiring only a valid token (representing trustworthy configurations), identity and description of available services. These tokens would be categorised and selected according to the types of services they advertise. We assume that there is a public key infrastructure available to verify the participants’ identity.

5.1.3. One Configuration Manager Per Domain

We have assumed that each administrative domain will have its own CM. This is realistic for a number of reasons. Firstly, this is how many existing virtual organisations work, as each domain wishes to keep control of its data and services. Furthermore, administrators of each domain are in the best position to assess and manage their participants. There is also an issue of scale, as one CM is unlikely to be able to deal with all requests.

5.1.4. Security Concerns

It is not hard to imagine instances where participants change their platform configurations after joining the CM, for perfectly honest or malicious reasons. Nor is it hard to imagine scenarios where the whitelist is not kept up to date and untrustworthy participants manage to register with the CM. In both cases the CM could send service descriptions of untrustworthy participants to the user. The CM is being relied upon to manage the whitelist in a secure and timely manner, and perform attestation correctly. Therefore, the users should be provided with mechanisms to verify the identity and current state of the CM, and know that its security functions are working properly. One of the objectives of our work is to identify potential security threats and risks that might prevent users from establishing trust with a central authority like the CM, and suggest possible mitigation techniques (see Section 6).

5.1.5. Mapping to TCG Platform Configuration Components

In the TCG model of runtime attestation [21], integrity reports from the target platform are checked by a Verifier, which has access to a Policy Database, Configuration Management Database and Reference Manifest Database. These databases hold ‘known good’ configurations for platforms, known as Reference Integrity Measurements (RIMs) and are queried with information from the incoming integrity report. Should the report contain unknown applications, or applications running in an unexpected configuration, then the verifier tells the relying party not to trust the target platform. An overview of this process is shown in Figure 2.

In our proposed enhancements, these functions are all performed by the CM. In addition, it needs to communicate changes to these databases to other CMs, and deal with incoming change requests. Furthermore, we believe that the amount of metadata stored about each reference measurement should be extended, to include more details about how an application has been tested. The rest of this section describes how existing formats and standards (see Section 2.5) can be used to perform these functions, as well as those mentioned in previous sections. Because we are not describing an existing implementation, the proposals should be considered as a guideline for one approach to solving this problem, using existing formats and languages wherever possible.
5.2. Inter-domain Communication: Standards and Formats

As it has already been pointed out, multiple CMs could introduce availability issues depending on the level of inconsistency between their whitelists. For example, if CM\textsubscript{A} is more active in inspecting software vulnerabilities and updating the whitelist entries than other domains, attestation tokens collected from CM\textsubscript{B}, CM\textsubscript{C}, CM\textsubscript{D} are likely to be classified as untrustworthy by CM\textsubscript{A} and their services will not be advertised to the users in Domain\textsubscript{A}.

In order to minimise the level of inconsistency, the whitelist manager (in the CM) needs to support functions that would enable efficient discovery and sharing of whitelist changes. Domains must therefore communicate vulnerabilities and whitelist entry updates using a common format and semantics. This section suggests what the content of whitelist entries would be, how entry update messages would be structured, and how they should be processed.

5.2.1. Entry Validation Information

Every whitelist entry, where possible, should be associated with validation information including known vulnerabilities and test reports. It may also include details of bugs which this version of an entry claims to have fixed. This information will support the entry’s inclusion on the whitelist as well as provide information that helps CMs and domain administrators decide what policy to attach to the entry.

In a cross-domain environment, it is inevitable that different domains will use different tools to validate their whitelist entries. Each domain will specify the checks performed using their own algorithms. It is also likely that each tool will generate reports using a different format. To meet requirements 8 and 11 and support interoperability, all of these details must be expressed in a way that can be understood by other domains. Any of the formats described in Section 2.5 may be used to achieve this. However due to SCAP’s ability to include OVAL and XCCDF coupled with its automation capabilities, we suggest the use of SCAP-compliant tools, many of which exist \cite{44}\cite{45}\cite{46}, for validation.

Finally, when the CM is verifying the participants, it uses a policy database to decide how to respond to a recognised platform configuration. This may well be a simple whitelist, where
a ‘trusted’ response is returned only if all entries are found in the current database of RIMs. However, a more complicated policy might include time-based requirements, dependencies, and signature schemes. The TCG intentionally does not define its own policy language, but we expect a language such as XACML [47] would be used.

5.2.2. Entry Update Message Format

While certain entries of the whitelist will remain static, others will change as vulnerabilities are discovered, patches released or new functionality added. These changes will necessitate communication among the CMs to allow continued provision or request for resources for participants. Each domain may adopt a different internal data representation such as validation information or whitelist entry policies. To enable interoperability a common messaging format is essential. Our entry update message format aims to provide a complete set of information that enables recipients to decide what course of action to take.

The message format is shown in Figure 3. A description of the content of each field is given below:

**Identifier** will be composed of the CMs identity, time-stamp and message number.

**Message Type** specifies whether the message is about a new software release, vulnerability discovery, patch release, general information, domain policy change or participant update. This allows domain administrators to selectively act on messages of their interest. For example, one domain may only be interested in knowing when other domains update their participants.

**RIM Information** is a link to the relevant reference integrity measurement, defined by the TCG, which includes fingerprint values for each executable file.

**Validation Information** consists of entries that will be useful in validating one or more of the included RIMs. Each RIM refers to a list of relevant validation entries using the VE
(Validation Entry) Reference List. Each validation entry references a CRF (Common Result Format) document that includes the OVAL and/or XCCDF results from the SCAP-compliant tool.

**Policy Recommendation** contains the recommended policy to apply to this RIM when verifying platforms. This might be a simple ‘allow’, or be more complicated, including dependency information on other entries (e.g. ‘allow this version of MatLab when running under Windows’). We suggest that this field might be an XACML policy.

**Grace Period** specifies how long domains have until the originator CM begins enforcing their entry update. It may give a short interval to allow other administrators to assess and respond to this update message, and perform any patches they believe necessary. At the end of this period, any RIMs that have been invalidated by this update will cease to be considered acceptable by the original CM.

**Administration Information** includes other supporting messages from the domain administrators.

**Message Metadata** represents meta data related to the message including the creation time and the identity of the system administrator responsible for it.

5.3. **Whitelist Manager**

The whitelist manager component of the CM is responsible for dealing with entry updates as well as receiving updates from other domains. It also communicates with the service publisher within the CM to indicate any changes or updates required on the participants. This is specified in requirements 10 and 9.

When a new update is required, information is gathered from the reference measurement, policy and validation databases. In addition, the administrator should be able to add descriptions and other information. Once collected, the message is formulated according to the **Entry Update Message Format** specified above. This will satisfy requirements 11 and 16.

When a new update is received, the source of a change request must be checked (is it a valid CM?). This update is then presented to the domain administrator, flagging all existing entries in the local whitelist that will be affected. It is then the responsibility of the administrator to perform any necessary actions. However, the whitelist manager must make it easy for the metadata about the request to remain attached to any new entries.

5.4. **Further Implementation**

Given that no real ‘trusted grid’ system has been deployed yet, it was beyond the scope of this work to implement the entire grid system (i.e. all of the components identified in the Abstract View, Figure 1) as well as the Configuration Manager and its sub-components. Instead, we focused on establishing a sound implementation guideline for software developers, in case the need for implementing a trusted infrastructure arises in the future.

6. **Security Review**

With respect to the earlier use cases (see Section 4.1), a threat analysis was conducted using the Integrating Requirements and Information Security (IRIS) framework [48] (see Appendix
A). We identified valuable assets, stakeholders, and threats to those assets and their risks. Risks were rated using the likelihood and severity tables within IEC 61508 (see Figure 8).

From these, we identify the key security requirements and suggest a number of possible countermeasures — based on the trusted computing capabilities — to protect those assets from the threats. We assume the domain administrators are trusted, and hence the insider threats are not considered in depth in this review.

6.1. Sealed Storage

An attestation token consists of a public key credential for which the private half is bound to the platform’s TPM and particular software state (see Section 5.1.1). The private key is strongly protected by the TPM and can only be made available via the TPM that sealed it. This ‘sealed-key’ approach is attractive from the security point of view, since secret data can be encrypted using the public key and safely distributed over unprotected communication channels. Those trusted by the data owner will be capable of decrypting the secret data only if the platform configurations have not been modified.

Requirement 1 — job secrets should be confidentiality and integrity protected upon job submission.

In response to a service-discovery request, the user receives service descriptions and public keys of trustworthy participants. The jobs can be encrypted using a symmetric session key (created locally at the user platform), which in turn, can be encrypted using the public key of the target participant (6, 7, Figure 4). Since the private half is protected by the target participant’s TPM, this would be sufficient to ensure the confidentiality and integrity of any sensitive models or data being transferred as part of the job. The purpose of using a symmetric key is to improve the overall performance of cryptographic operations.

Requirement 2 — any changes made to the participant’s platform configurations, after being registered with the CM, should be detected.

Sealing also enables detection of any modifications made to platform configurations after being registered with the CM. Since any secret data (e.g. a session key) sent from the CM would have been encrypted with the platform’s advertised public key, if the platform has been modified to reflect an untrustworthy configuration, the private half will not be accessible to decrypt the data. The communication will break at this point and the CM will be notified. Once modification is detected, the platform’s attestation token will be removed from CM’s token repository, and the participant will be asked to register again.

6.2. Minimising the Trusted Computing Base and the Attack Surface

The burden of maintaining an up-to-date whitelist and tokens of trustworthy participants rests on the CM. It would also manage a revocation list of compromised TPMs and platforms. This is ideal from the perspective of the user since locally maintaining a whitelist and filtering trustworthy sites (for a large-scale distributed system) would impose too much overhead on the user. However, the CM is now being relied upon to perform trusted operations — the user relies on the CM to return service descriptions of trustworthy participants. Hence, a compromised CM could potentially undermine the entire security model of a distributed system.

Requirement 3 — the attack surface of the CM software should be minimised.
It would therefore make sense for the CM software, especially the externally facing services, to be small and simple to minimise the chance of it containing any security vulnerability. Formal methods can be used to design and implement these services with a high degree of assurance. For example, FADES (Formal Analysis and Design approach for Engineering Security) [49] integrates KAOS (Knowledge Acquisition in autOmated Specifications) with the B specification to generate security design specifications. A security requirements model built with KAOS is transformed into equivalent one in B, which is then refined to generate design specifications conforming to the original requirements. These procedures help software developers to preserve security properties and detect vulnerabilities early during requirements. As a defence-in-depth measure, external services can be isolated in a separate compartment (e.g. using virtualization) to limit the impact of any vulnerability being exploited.

Any modification made to the services themselves (e.g. by insiders) will be caught when the system is rebooted as the platform configurations (stored in the PCRs) would change; the private key sealed to this PCR value will not be accessible to decrypt any incoming secret data.

6.3. Privacy-Preserving Remote Attestation

Requirement 4 — verification mechanisms for the attestation token should identify reported configurations that are different to the actual platform configurations.

Remote attestation (see Section 2.2.2) can be used to ensure that the reported configurations match the actual platform configurations measured at the time of authenticated boot. When the CM receives the attestation token, its attestation service will first check the signature on the AIK credential, \( \text{cred}(\text{AIK}) \)\(_{CA} \), to verify that the AIK has been generated from a valid TPM. The AIK is used to validate the signature on the public key credential, \( \text{cred}(\text{K}_{pub}) \)\(_{AIK} \), to verify that reported PCR values represent the actual values stored in the TPM.

Requirement 5 — participants’ platform configurations (Measurement Log and PCR values) should not be revealed to the users or adversaries.
One of the drawbacks of remote attestation is that the privacy of the attesting platform (their software configurations and properties recorded in the Measurement Log) is disclosed to the remote verifier. Property-based attestation (see Section 2.2.2) has been suggested as a possible way of avoiding this disclosure, although, platform properties themselves may also reveal private and security-related information about the platform. The main concern here is that these configurations or properties, if made available to the public, could reveal security weaknesses of the platform which might be exploited by an attacker.

We believe our approach solves some of these privacy concerns by shifting all of the remote attestation functions to a smaller number of trusted CMs, and effectively making them the only components required to see the platform configurations. All token transfer operations are encrypted with the recipient CM’s public key to prevent traffic sniffing and man-in-the-middle type of attacks (3, Figure 4). Further, the CM’s response message to a service-discovery request does not include the Measurement Log or PCR values — only the service descriptions, public keys, and the CM’s own attestation token (used for CM verification) are returned to the user (4, Figure 4). Therefore the participants’ platform configurations are never disclosed.

6.4. Verification of the Trustworthiness of the CM

Privacy-preserving attestation relies on the correct operations of the CMs. The only way the user is going to trust the service descriptions, without looking at the platform configurations themselves, is by verifying the identity and trustworthiness of the CM.

Requirement 6 — the users should be able to verify the identity and trustworthiness of the CM and the service descriptions.

First, we assume there is a public key infrastructure available to verify the CM’s identity. Second, the security properties mentioned in Section 6.2 should be sufficient for the user to establish trust with the CM, provided that a reliable attestation mechanism is in place. Here, we describe how the state of the CM’s Trusted Computing Base could be verified by the user.

Much like the participant’s token, the CM’s attestation token — sent to the user as part of the response message — contains sufficient information for the users to verify the security configurations the CM. This includes a public key credential that identifies the private half as being sealed to its PCR(TCB_CM), and a Measurement Log of the authenticated boot process. The public key and service description pairs (of trustworthy participants) are signed inside the CM’s TPM using the sealed private key.

We imagine that a small, relatively static whitelist for the CM will be managed locally by the user platform. When the message arrives, the trustworthiness of the CM can be verified by comparing the Measurement Log to the WhitelistedCM (5, Figure 4). If the CM is trustworthy, the signature on the service descriptions can be checked using the CM’s public key: a valid signature proves that the service descriptions are from a CM configured with the reported TCB_CM. Once all of these security checks pass, the user may trust the participants listed in the service descriptions and submit jobs to them.

6.5. Job Isolation with Hardware Virtualization

We identified a possible threat of a user submitting a malicious job (e.g. containing a virus) to compromise the participant’s machine (see Table A.2). From the participant’s perspective, the code is untrusted but running on their trusted host, and they need to be convinced that the code will not cause harm to their system.
Requirement 7 — the participants’ systems should be protected from rogue jobs.

As a possible mitigation technique, we suggest the use of hardware virtualization to isolate jobs from the rest of the platform. Numerous design efforts have been made to enable hardware virtualization. In such designs the virtual machine monitor ensures that all memory is cleared before being reallocated, and each virtual machine has its own dedicated memory and disk space. Both Intel and AMD processors now provide native hardware support for full, efficient virtualization [50].

The majority of current grid middleware solutions, including the Globus Toolkit [51], rely on operating systems’ access control mechanisms and memory protection to manage isolation between user accounts. However, millions of lines of code running in a mainstream operating system must be trusted to enforce these policies correctly; a single bug in any one of the privileged components might be enough for an attacker to hijack it, elevate its privileges, and take control of the host. Operating system level isolation techniques like sandboxing [13] are also vulnerable in this sense.

Virtualization, on the other hand, is capable of providing a much stronger isolation through the relatively smaller virtual machine monitor and monitor virtual machine (see Section 2.3). Malicious software (through privilege escalation) would have to compromise both components — which are designed to resist such attacks — in order to break the isolation [52].

6.6. Secure Communication Between the CMs

One of the advantages of the entry update message is that it provides sufficient information for the domain administrators to make decisions without going through much further verification. A problem arises, however, when an adversary accesses this message and interprets the state of the entries described. Validation information could reveal security vulnerabilities such that could be exploited by attackers.

Requirement 8 — the confidentiality of the entry update messages needs to be protected; each CM should be able to verify the integrity and authenticity of incoming messages.

To prevent this, the CMs’ attestation tokens can be exchanged (and verified) in advance and used to establish a secure public key infrastructure between the CMs. A message can be signed with the originator CM’s private key and encrypted with the recipient CM’s public key (for which the private half is sealed to its TCB). In particular, PolicyRecommendations, ValidityPeriod, AdministrationInformation, and the validation results documents should always be encrypted. Some attributes, however, do not expose any state information and can be left out from encryption: RIMInformation and ValidationInformation, for example, only describe the entity and references to the validation attached to it. All of the attributes need to be signed to protect the message integrity.

Upon receiving the message, the whitelist manager will decrypt it using the sealed private key and validate the signature using the sender’s public key. A valid signature verifies the authenticity and integrity of the message.

7. Example Integration Into Existing Systems and Observations

In this section, we consider the Trusted Grid Architecture [28] and the UK National Grid Service [53] and illustrate how our approach can be integrated into their work with minimal effort. We further discuss the observations made from these example integrations.
7.1. Modifying the Submission Protocol in the Trusted Grid Architecture

In the Trusted Grid Architecture (TGA) users collect attestation tokens of service providers and verify their platform configurations against a set of known-good values (good\(_U\)). TGA uses its own job submission protocol (see Figure 5) which allows the user to check two important properties about the service provider:

1. Is the provider’s platform in the same state as advertised in their attestation token?
2. Does the provider’s list of known-good values (good\(_P\)) — which specifies all of the acceptable states of other providers the original provider could select upon delegating the job — satisfy the condition good\(_P\) \(\subseteq\) good\(_U\)?

If both of these conditions are satisfied, the user submits the job to the provider knowing that the job will only be delegated to other service providers whose states (platform configurations) also satisfy good\(_U\).

The main concern with their approach, however, is that the burden of managing the whitelists (good\(_U\), good\(_P\)) rests on the users and the service providers. In Section 3.2, we identified some of the consistency and scalability implications this might have in large-scale distributed systems. We now show how our Configuration Manager can be integrated into TGA to reduce this burden.

In the modified protocol (see Figure 6), the CM operates in between the user and the service provider, and manages both good\(_U\) and good\(_P\) (i.e. the whitelists). The CM, on behalf of the user, carries out all the necessary steps for attestation and selects trustworthy providers. This step also involves checking that all of the states specified in good\(_P\) are trustworthy — this is possible since the CM has a complete list of all trustworthy states. The public key and service...
description pair, signed with the CM’s private key, is sent to the user. The user no longer has access to the attestation token, and this prevents the participant’s platform configurations from being disclosed to the user. A session key is exchanged with the provider in the same way as the original protocol. The returning message is slightly different as it no longer includes `goodp` since the state verification process is now handled by the CM; instead, the user receives the provider’s nonce (`Np`).

7.2. Integration into the National Grid Service

The UK National Grid Service (NGS) is an academic research grid composed of computing and storage infrastructures from multiple institutions across the country. The aim of the NGS is to provide a robust, reliable and trusted service using ‘open standards’ based access to the full range of computation and data based research facilities required by UK researchers [53].

The NGS includes four core sites and five partner sites, each of which contributes to the provision of computational and storage nodes. The nodes from the core sites use an identical software stack and a similar filesystem, allowing the users to transparently access the resources within the grid; the partner sites, on the other hand, provide a more heterogeneous environment. Each site uses an information service, known as the Grid Resource Information Service (GRIS), to publish their static information as well as dynamic information about the service or resource availability. GLUE Information Schema [54] is used for publishing such information. The Berkeley Database Information Index (BDII) [55] (from the Enabling Grids for E-science (EGEE) project) is used to collect information from all sites. The collected information is then made available to the users using the Lightweight Directory Access Protocol (LDAP) [56].

We imagine that our CM could be deployed at each site, along side the GRIS, to publish security sensitive, whitelist entry update information (see Figure 7). Our `entry update message format` can be used, as an extension to the GLUE schema, to facilitate a standardised and unambiguous
exchange of entry update information between the sites. To prevent various validation results and recommended policies from being disclosed to the public, these information will be sent directly to the recipient CMs (and not through the central repository), using a secure public key infrastructure as suggested in Section 6.6. No modifications will be required for the operations of existing GRIS.

Consider a job submission scenario. A researcher, who wishes to run their job in the NGS, first submits a job description to the local CM. The CM uses the resource broker to discover resource availability in the NGS, and downloads attestation tokens for those with available resources. It then selects trustworthy resource providers, and sends their public key and service description pairs to the researcher. The researcher establishes a secure session with a particular resource provider (using the approach described in Section 6.1) and submits an encrypted job. The researcher may delegate the management of the session key using components such as MyProxy [57].

7.3. Observations

Perhaps the most significant overhead of our system is the cost of upgrading existing sites to support the new infrastructure. This involves installing the Configuration Manager and its various sub components at each site, and standardising the communication mechanisms between them. While this is a large change, the advantage of our infrastructure is that legacy services like the Grid Resource Information Service can still be used without modification. Hence, the user can decide — depending on the level of security required for their jobs — when to use the CM for discovering trustworthy participants.
Despite the security enhancements, the use of the CM and its functions will increase the number of user interactions necessary for submitting a job. Instead of sending a job directly to the resource broker, the user needs to request for service descriptions and public keys from the CM, and establish a secure session with the selected resource or service provider. These extra steps could affect the overall usability and performance of the job submission process. Both of these measures could be improved, however, by delegating the job submission role to the CM and trusting it to submit jobs on behalf. This would be ideal in computational grid systems where the users might not care about where their job travels as long as their sensitive data and results are protected.

Finally, the number of update messages may become significant in a large grid system. Should this be a problem, a central message repository such as the EGEE project’s CIC portal [58] could be used as an alternative.

8. Conclusion and Future Work

We have argued that future trusted distributed systems will struggle to implement whitelist-based platform configuration controls unless additional communication is established between administrative domains. This point has been demonstrated through a review of the literature, as well as examples from existing grid systems. We propose a new set of requirements that must be met for this problem to be overcome, and a set of new components which would fulfil them. It is our hope that any future trusted grid system will be able to use our analysis to avoid potential availability and interoperability problems.

In addition, we have thoroughly analysed the security implications, highlighted where the risks lie, and suggested a number of ways to mitigate security concerns. In particular, our system is capable of minimising the exposure of platform configuration details, by delegating to our new component, the Configuration Manager.

In future work, we would like to expand the problem to deal with untrustworthy job submitters, and look at how application whitelisting might solve this problem. We believe that with the rise of cloud computing, where tasks take the form of complete virtual machines, the potential for malicious (or incorrect) jobs is greatly increased.
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A. Threat and Risk Analysis

Using the Integrating Requirements and Information Security (IRIS) framework [48], a threat and risk analysis was conducted on the three use cases (see Section 4.1). The IRIS framework has been designed to integrate security and software engineering with user centred approaches to security. It provides a detailed meta-model for integrated requirements and risk management. For these reasons, we adopted their meta-model and risk management process to identify threats and examine associated risks.

The purpose of the analysis is to study how attackers might exploit potential security holes, and in doing so, highlight unique security challenges of managing application whitelists in a distributed environment.
A.1. Valuable Assets

Six valuable assets were defined in the first step. Each asset was assessed with respect to integrity — prevention of unauthorised modification of data or software; confidentiality — prevention of unauthorised disclosure of data; and availability — the prevention of unauthorised withholding of an asset [59]:

**Whitelist** is a list of acceptable software entries — through various software testing and verification processes — that are being trusted and managed by the Configuration Manager. Both confidentiality and integrity of the individual entries as well as the totality of the list need to be strongly protected.

**Reference Integrity Measurement (RIM)** contains detailed information about a software entry including its hash representation, source, and other software dependencies; its integrity needs to be assured.

**Entry Update Messages** are whitelist entry update recommendations a CM would send to other CMs to inform about a software entry that should be added or deleted from the whitelist; again, both the confidentiality and integrity need to be assured.

**Attestation Tokens** contain information about the platform configurations; integrity protected configurations need to be advertised; confidentiality is also important since tokens contain configuration details of participant platforms.

**Job Secret** includes the user credentials, sensitive methods, models, and data, which all need to be both integrity and confidentiality protected.

**CM Software** refers to various services in the CM and associated policies and configuration files, as well as the system level software necessary to enable a trustworthy CM platform; both integrity and availability of these software need to be assured.

A.1.1. Major Stakeholders

Four major stakeholders were identified in the second step:

**Privileged Users of the CM** include system owners and administrators who have enough privileges to modify the behaviours of the CM or access the sensitive data (e.g. whitelist) inside.

**End Users** use the services/resources provided by the participants; they make service-discovery requests to the CM, and submit jobs to the trustworthy participants.

**Participants** are the service/resource providers; to become part of the trusted system, they have to register with the CM by submitting their attestation token.

**Intruders** are unauthorised users trying to achieve malicious objectives like 1) stealing the job secrets; 2) making unauthorised use of resources; 3) compromising user machines; and 4) corrupting the job results.
A.2. Analysing Threats and Associated Risks on the Use Cases

We went through a three step process of 1) identifying vulnerabilities of the system; 2) identifying the potential sources of attacks to vulnerabilities; and 3) identifying the implications of an attack.

The IRIS framework applies the likelihood and severity tables within IEC 61508 [60], and assigns a risk rating based on these scores (see Figure 8). Mindful of the stakeholders’ interests and objectives, for each asset identified above, potential security threats and their risks have been rated:

<table>
<thead>
<tr>
<th>Vulnerability</th>
<th>Threat</th>
<th>TL/VS</th>
<th>Risk (Rating)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insecure communica-</td>
<td>Intruders might sniff the network to steal the attestation token.</td>
<td>3/2</td>
<td>Intruders could steal the token and access the participant’s platform configurations (2).</td>
</tr>
<tr>
<td>threat channel between</td>
<td>A malicious participant might perform privilege-escalation attacks on the service publisher.</td>
<td>2/2</td>
<td>The participant could gain enough privileges to freely access the whitelist and the attestation tokens (3).</td>
</tr>
<tr>
<td>the participant platform and the CM</td>
<td>A malicious participant might try to bypass the verification mechanisms and lie about their platform configurations.</td>
<td>4/2</td>
<td>The participant could bypass the verification mechanisms and join the CM with untrustworthy configurations (1).</td>
</tr>
<tr>
<td>Incompetent verifica-</td>
<td>A participant, after successfully join the CM, might maliciously (or even unintentionally) modify the platform configurations.</td>
<td>4/2</td>
<td>The participant, who is already part of the CM, could modify the platform configurations without the CM knowing (1).</td>
</tr>
<tr>
<td>tion mechanisms in the attestation service</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incompetent verifica-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tion mechanisms in the attestation service</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Threat and Risk Analysis on Use Case 4.1.1
### Use Case 4.1.2 - Job Submission

<table>
<thead>
<tr>
<th>Vulnerability</th>
<th>Threat</th>
<th>TL/VS</th>
<th>Risk (Rating)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incompetent verification mechanisms for the CM’s identity</td>
<td>An intruder might pretend to be a valid CM and return service descriptions of untrustworthy participants.</td>
<td>2/3</td>
<td>Service descriptions of untrustworthy platforms could be sent to the user — platforms for which the intruder has control over (2).</td>
</tr>
<tr>
<td>Grid jobs are executed without strong isolation.</td>
<td>A malicious user might submit an arbitrary code/query to compromise a remote host.</td>
<td>3/3</td>
<td>Untrusted code/query could run and compromise the host (1).</td>
</tr>
<tr>
<td>A large attack surface of the complex grid middleware on the participant platform</td>
<td>Intruders might perform privilege-escalation attacks to steal the grid job secrets.</td>
<td>3/3</td>
<td>Intruders could gain enough privileges to steal the job secrets (1).</td>
</tr>
<tr>
<td>Incompetent software/hardware mechanisms for filtering unwanted packets</td>
<td>Intruders might perform denial-of-service attacks on the service publisher to make the CM unavailable for the participants.</td>
<td>3/3</td>
<td>The CM could become saturated with external requests, such that it cannot respond to legitimate requests from the participants (1).</td>
</tr>
</tbody>
</table>

Table 2: Threat and Risk Analysis on Use Case 4.1.2

### Use Case 4.1.3 - Vulnerability Discovery and Patching

<table>
<thead>
<tr>
<th>Vulnerability</th>
<th>Threat</th>
<th>TL/VS</th>
<th>Risk (Rating)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incompetent verification mechanisms for the entry updates and RIMs</td>
<td>Rogue administrators might recommend (through entry updates) the participants to install patches that have known vulnerabilities.</td>
<td>2/2</td>
<td>The participants will install patches with known vulnerabilities which can later be exploited (3).</td>
</tr>
<tr>
<td>Incompetent verification mechanisms for the entry updates and RIMs</td>
<td>Rogue administrators might send spiteful entry updates and RIMs to other CMs, recommending software that have known security vulnerabilities.</td>
<td>2/3</td>
<td>Other CMs could update their whitelists with the malicious entry (RIM) and recommend their participants to do the same (2).</td>
</tr>
<tr>
<td>Incompetent verification mechanisms for the entry updates and RIMs</td>
<td>Intruders might generate spiteful entry updates and send them to the participants.</td>
<td>3/3</td>
<td>the participants could install malware in their platforms (1).</td>
</tr>
<tr>
<td>An attack surface of the external service publisher</td>
<td>Intruders or participants might perform privilege-escalation attacks on the service publisher to tamper with the whitelist and RIMs.</td>
<td>3/2</td>
<td>Intruders could gain enough privileges to modify the whitelist and RIMs; for example, to add an entry for an insecure software (2).</td>
</tr>
<tr>
<td>An attack surface of the external entry update manager</td>
<td>Intruders might perform in-memory attacks (e.g. buffer overflow).</td>
<td>2/3</td>
<td>Behaviour of the entry update manager could be altered; for example, to create an entry update for a malicious software and send it to other CMs (2).</td>
</tr>
</tbody>
</table>

Table 3: Threat and Risk Analysis on Use Case 4.1.3
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