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ABSTRACT

In many military and civilian applications, Unmanned Aerial
Vehicles (UAVs) provide an indispensable platform for gath-
ering information about the situation on the ground. In
particular, they have the potential to revolutionize the way
in which information is collected, fused and disseminated.
These advantages are greatly enhanced if swarms of multi-
ple UAVs are used, since this enables the collection of data
from multiple vantage points using multiple sensors. How-
ever, enhancements to overall operational performance can
be realised only if the platforms have a high degree of au-
tonomy, which is achieved through machine intelligence.

With this in mind, we report on our recently launched project,
SUAAVE (Sensing, Unmanned, Autonomous, Aerial VEhi-
cles), which seeks to develop and evaluate a fully automated
sensing platform consisting of multiple UAVs. To achieve
this goal, we will take a multiply disciplinary approach, fo-
cusing on the complex dependencies that exist between tasks
such as data fusion, ad-hoc wireless networking, and multi-
agent co-ordination. In this position paper, we highlight the
related work in this area and outline our agenda for future
work.

Categories and Subject Descriptors
1.2.9 [Artificial Intelligence]: Robotics—Autonomous ve-
hicles

General Terms
Theory, Algorithms, Experimentation

Keywords

UAV, UAV swarms, sensor networks, decentralized control

1. INTRODUCTION

In many military and civilian applications, an aerial view
is invaluable to gain information about the situation on the
ground [13]. Such applications include search and rescue,
perimeter surveillance, crowd control and situation aware-
ness in natural disasters. In manned flight, such scenar-
ios place a heavy burden on pilots, requiring long hours of
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monotonous flight at high-levels of concentration. Moreover,
in combat situations, there may be a significant risk to the
pilot if a mission must be carried out over hostile territory.

Increasingly, however, advances in airframe design and con-
trol technology mean that using Unmanned Aerial Vehicles
(UAVs) for such tasks is becoming a viable option. Small, in-
expensive aircraft are now commercially available, and using
GPS technology, exhibit a high degree of stability in the air
(see Section 6). Existing applications of these systems typ-
ically involve small numbers of UAVs working in isolation,
where each one is under the constant control of a single user
on the ground. Thus, operating current UAVs can still re-
quire a significant number of man hours, and there is limited
technological support to co-ordinate the actions of multiple
UAVs effectively.

For this reason, there are many potential benefits to be
gained by increased autonomy and co-ordination in the con-
trol of multiple UAVs. In particular, we identify the follow-
ing three as significant.

1. Fully autonomous UAVs require less human interven-
tion, and therefore can increase the number of UAVs
that can be operated by a single user.

2. By working together, autonomous UAVs can split up
to reduce redundancy when performing a search task,
and so can cover a large area efficiently with minimal
resources.

3. Multiple UAVs can increase accuracy in sensing tasks
by fusing information gathered from different view-
points.

Realizing this potential is the aim behind our recently launched
project, SUAAVE (Sensing, Unmanned, Autonomous, Aerial,
VEhicles). The SUAAVE consortium is an interdisciplinary
group in the fields of computer science and engineering. Its
focus is to investigate and elucidate the principles underly-
ing the control of clouds of networked resource-limited UAVs
acting as sensor platforms, that are targeted towards achiev-
ing a global objective in an efficient manner. We consider



a number of application scenarios, for example, disaster re-
lief after an earthquake, flood prediction and monitoring,
homeland security and surveillance, and search and rescue.

Although extensive research relevant to this vision has been
done before (See [13] for a full review), published works suf-
fer from at least one of three limitations:

1. they focus on a small part of the sensing problem in
isolation, such as image processing [6] or communica-
tion [9];

2. they are developed and evaluated in simulated environ-
ments [10], which make simplifying assumptions that
may not hold in real-life applications; or

3. they are not directly applicable to UAV control, be-
cause they are aimed either at stationary or ground
based mobile sensor networks [8].

In SUAAVE, our intention is to address these limitations
by adopting a practical engineering approach, building fully
integrated hardware and software systems, which we shall
evaluate in a real environment. In this way, we not only
intend to make novel contributions to individual areas of
research, but shall investigate the complex interplay that
exists between tasks such as data fusion, wireless commu-
nication, and distributed search strategies. Moreover, by
evaluating our solutions as fully deployed systems, we aim
to establish results on performance characteristics that are
directly applicable to real world scenarios.

In the following sections, we shall outline in more detail the
key issues we wish to investigate with an emphasis on the
interplay between the problems and solutions they entail.
More specifically, in the remainder of this paper, we high-
light our proposed research in the areas of wireless ad-hoc
networking (Section 2), distributed data fusion (Section 3),
decentralized optimization (Section 4) and safety manage-
ment (Section 5). In Section 6, we discuss the hardware
platform that we shall use to conduct experiments. Finally,
we conclude in Section 7, by summarising the main research
issues that we aim to address in SUAAVE, and how we pro-
pose to do so.

2. COMMUNICATION

In most communication networks, routing and transmission
protocols are loosely coupled with the applications that they
support. This approach makes sense in networks, such as the
Internet, that must support a wide variety of applications,
and so should not be optimized to suit one purpose at the ex-
pense of another. However, in mobile sensor networks, there
is generally a case for tighter integration between routing
and application processes. There are two reasons for this:

1. Sensor networks are generally designed with a specific
set of tasks in mind. We therefore have more infor-
mation that can be used to optimize communication
algorithms to suit the application.

2. Radio Frequency (RF) characteristics can be greatly
affected by the current position of a UAV relative to

other UAVs and features on the ground. This can lead
to trade-offs between moving UAVs into a good loca-
tion for sensing, and moving into a good location for
communication.

Together, these two features mean that there is both the
need and opportunity to develop tightly coupled sensing
and communication protocols, which can optimize the over-
all performance of the sensor network by taking into account
the dependencies between communication and sensing tasks.

In SUAAVE, we plan to achieve this by following three lines
of investigation. First, using the hardware platform outlined
in Section 6, we shall collect data about how factors such as
atmospheric conditions, and UAV position relative to the
ground affect RF characteristics. Although some relevant
data about RF characteristics does exist [9, 4], the num-
ber of variables involved mean that results do not always
generalize well, and so there is no substitute for performing
platform specific observations. Second, using this data, we
shall develop probability models of RF characteristics as a
function of space and time. These will be used to inform
optimization algorithms when deciding how a UAV should
behave to maximise its overall performance. Third, we shall
develop both unicast and multicast routing protocols, which
will take into account the needs and behaviour of high-level
processes to optimize communication performance.

3. DISTRIBUTED DATA FUSION

Although UAVs provide several advantages for gathering in-
formation about various phenomena, the nature of this plat-
form poses unique challenges for data analysis and fusion.
In particular, although it is in the nature of all sensors to
generate noisy output, by mounting them on a moving ob-
ject whose position is difficult to determine with accuracy
introduces an extra level of uncertainty. For example, even
small changes to the pitch of the craft can make significant
changes to the angle that it makes with the horizon, thus
making it difficult to associate images with specific regions
on the ground.

Another important issue is the location where data fusion
takes place. The conventional approach is to use centralised
data fusion — information is sent to a central site to be
fused. However, such architectures require significant band-
width and are potentially fragile: a failure in the link with
the central site means that no fusion can take place. An al-
ternative approach is to use distributed data fusion (DDF)
[1], in which fusion occurs in nodes throughout the network.
Such networks can be inherently robust (failures lead to
gradual degradation), scalable (nodes need only know local
network topology) and modular (new nodes can be intro-
duced to enhance sensing capabilities). However, distributed
fusion introduces a number of challenges. One of the most
significant problems is double counting [5]: the system over-
estimates the amount of information available, leading to
implausibly accurate estimates.

In the SUAAVE project, we shall investigate DDF algo-
rithms that overcome these issues, and can also optimize
the location where data is fused and processed based on fac-
tors such as the available processing capacity of each node,



and their proximity to the data. We will then implement
field versions of these algorithms that take into account po-
sitional information and RF characteristics, as discussed in
the previous section.

4. MULTI-OBJECTIVE DECENTRALIZED
OPTIMIZATION

For most non-trivial applications, a UAV’s actions must be
guided by multiple objectives and are subject to multiple
constraints. For example, in a search and rescue scenario,
the optimal action for a UAV is not necessarily to cover the
search area using the shortest possible path. Instead, it may
also need to avoid obstacles, return to base to refuel, or move
to a different position to acquire a reliable communication
link with a ground control unit or other UAVs.

The complexity of this issue is further increased when UAVs
act as part of a collective to achieve a common set of goals.
In this case, actions of multiple UAVs must be co-ordinated
to achieve the best results. For instance, by flying in a spe-
cific formation, UAVs may cover a search area more effi-
ciently, achieve more reliable communication links or min-
imise the chance of collision. More significantly, by taking
into account all of these aspects in parallel the collective
may be able to achieve the best trade-off between all three.

In such cases, it may be possible to achieve trade-offs in a
centralised way by sending all information to be processed
at a single location (for example, a control station on the
ground). However, as with data fusion, adopting a cen-
tralised approach can incur an unacceptable communication
overhead and leave the system vulnerable if the single point
of control fails or becomes unavailable. For this reason, we
plan to investigate the use of decentralized control and op-
timization algorithms for co-ordinating multiple UAVs.

To achieve this, we plan to exploit and build on existing
work on decentralized co-ordination in multi-agent systems.
In particular, agent co-ordination problems can often be
framed as Distributed Constraint Optimization Problems
(DCOPs) for which a number of optimal solutions exist [11]
[12]. However, existing optimal algorithms for DCOPs scale
poorly as the number of agents in a system increases and
are prone to failure if messages between agents are lost or
the topology of the network changes. However, more robust
results have been shown using the max-sum algorithm [7].
Although this is not guaranteed to produce optimal solutions
in all cases, it has demonstrated near optimal performance
empirically in a wide variety of cases, scales well in large sys-
tems containing many agents, and is robust against message
loss and failure of individual agents.

Although these approaches are promising, one of their draw
backs is that they do not explicitly deal with cases in which
agents must co-ordinate their future actions in an uncertain
environment. For example, during search and surveillance,
UAVs may need to plan their future joint actions based on
current information, and then re-plan should an unexpected
obstacle turn up in their flight path. Problems such as these
are addressed by multi-agent reinforcement learning algo-
rithms. However, existing approaches can suffer from limi-
tations, such as lack of convergence guarantees. In our work,
we shall attempt to address these issues by looking at how

Figure 1: Ascending Technologies Hummingbird
UAV

DCOP algorithms can be used to share information between
UAVs to achieve more effective results.

5. SAFETY AND COLLISION AVOIDANCE

As discussed in previous sections, we aim to develop sophisti-
cated autonomous UAVs that can take into account multiple
objectives when deliberating over their actions. However, in-
creased autonomy and sophistication comes with increased
risk. This is particularly true if UAVs are to operate in
or near to populated areas where there is the potential for
collision resulting in personal injury of damage to property,
or legal issues regarding flight in prohibited areas. Thus,
to ensure public acceptance of such technology, it is essen-
tial that we have appropriate safety mechanisms in place
to minimise both the probability of a malfunction occurring
and the damage caused if one does occur.

For this reason, we shall develop a safety protocol and as-
sociated architecture that will fulfill three roles. First, it
will provide real time information and predictive models to
inform high-level decision processes about the current and
future state of critical resources. Most significantly, this will
include information about a UAV’s current energy supply
and how this will change in response to future actions. Sec-
ond, it will verify that each planned action does not move
the UAV into a position of adverse risk, such as into the
flight plan of other UAVs, or close to known obstacles or
no flight zones. Third, it will continually monitor the cur-
rent state of the UAV to detect malfunctions if and when
they occur. If a fault is detected the UAV will attempt a
set of pre-programmed behaviours to recover from the fail-
ure if possible (for example, by invoking collision avoidance
algorithms [2, 3]), or abort the mission in the safest possible
way.

6. IMPLEMENTATION AND EXPERIMENTS

Although software simulation can be a useful tool for ex-
ploring the properties of proposed algorithms, only so much
can be learnt without applying a system to its intended pur-
pose. This is particularly true for UAV applications, since
simplifying assumptions are often made during algorithm or
simulation development, which may give an inaccurate por-
trayal of how a system will perform in a real environment.

For this reason, we are adopting a practical approach on the
SUAAVE project, developing fully integrated systems de-
ployed on real UAVs. Initially, this will be based around As-



cending Technologies' Hummingbird platform, which con-
sists of a four rotor airframe with on-board battery, GPS
receiver, and wireless communication capabilities (see Fig-
ure 1).

At an approximate diameter of 53cm, this device is relatively
small and inexpensive and can carry a payload of up to 200
grams. Out-of-the-box, it is capable of maintaining its po-
sition using its GPS receiver; and accepting instructions by
remote control, or from on board software developed using
the vendor’s APIs. In each case, commands can either be
issued in terms of low level maneuvers (for example, by vary-
ing thrust to alter the yaw, pitch or roll of the aircraft) or
as instructions to visit GPS way-points.

From a research perspective, these features give us two ad-
vantages. First, the available APIs and potential payload al-
low us to add our own devices, such as additional processors
and sensors, to interface with the main system to support
additional functionality. Second, since most low level control
issues are taken care of by the platform, we can concentrate
on adding high-level functionality, such as co-ordination and
data fusion algorithms.

In our initial trails, we plan to use four of these UAVs with
on board cameras, to gather realistic data for image process-
ing tasks and radio transmission characterization. This will
be used to carry out initial experiments and analysis in the
lab, which will inform the development of our communica-
tion protocols and high-level control algorithms. Finally, we
aim to evaluate a complete system consisting of up to ten
UAVs, including high-level co-ordination, safety and sensing
mechanisms.

7. CONCLUSIONS

In many applications, an aerial view is indispensable for im-
proving situation awareness about various phenomena on
the ground. Until recently, this could only be achieved by
manned flight, which is expensive and places a high burden
on the pilot, with long hours of potentially dangerous activ-
ity at high levels of concentration. UAVs have the potential
to alleviate these problems, but their maximum benefit can
only be achieved through a high level of automation and
co-ordination between multiple UAVs.

In SUAAVE, we aim to achieve this vision by developing
fully integrated hardware and software systems. We shall in-
vestigate the complex dependencies that exist between tasks
such as ad-hoc wireless communication, data fusion and
multi-agent co-ordination; and so produce mechanisms that
optimize overall system performance.

Moreover, to establish performance results that are directly
applicable to the real world, we shall evaluate our solutions
using field trails of multiple UAVs operating together to
achieve a common set of goals.
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