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In [1] Hoare suggests a notation of assertions to describe the total correctness of communicating processes, and a calculus for proving it. But the question of the consistency of the calculus is left open in that paper. In this paper we give an operational model of communicating processes and present two variants of the calculus, which are consistent with this model. One of them cannot deal with livelock, while the other one does.
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Introduction

This paper proves the consistency of two versions of a calculus presented in [1]. This calculus deals with correctness formulas of the form \( \text{P sat R} \), where P is a process and R an assertion.

A process is constructed from a group of subprocesses, inter­communicating on a network of named channels, and communicates with its environment by sending and receiving messages on named channels too. Each communication is denoted as a pair "c.m" where "m" is the value of the message and "c" is the name of the channel along which it passes. In [1], past sequences and ready sets are introduced to describe the behaviour of processes, where past is a finite sequence of communications recording all communications in which a process has engaged up to any given moment, and ready is a set of communications which a process is prepared to communicate at any given moment. The pairs of past and ready are used to denote the states of processes. \((s,X)\) is called a state of the process P, if P may engage in the communications of s, and if, just after doing s, P can accept any communication in X.

For example:

(a) the only possible state of the inactive process STOP is \((\cdot,\emptyset)\). Because STOP never communicates at any moment, the possible record of its history is the empty sequence of communications, and the acceptable communications at any moment constitute an empty set as well.

(b) If P first sends the message e on the channel c, then stops, i.e. \( P = c!e \rightarrow \text{STOP} \). The possible states of P are:

\((\cdot,\{c.e\})\) — the beginning state of P. At this moment, P has not engaged in any communication, but is prepared to communicate message e on channel c.
\[(c.e, \emptyset) \quad \text{the state after } P \text{ sends } e \text{ on } c. \ P \text{ will not accept any more communication in future.}\]

(c) If \( P \) repeats the sending of message \( e \) on channel \( c \) for ever, i.e. \( P = c!e \rightarrow P \). The possible states of \( P \) are:

\((<>, \{c.e\}) \quad \text{the beginning state of } P.\)

\((c.e, \{c.e\}) \quad \text{the state after the first sending of } e \text{ on } c.\)

\((<.e^n, \{c.e\}) \quad \text{the state after the } n \text{th sending of } e \text{ on } c,\)

where \( a^n \) stands for \( a^{\cdots \cdots a} \).

(d) If \( P \) first receives a message of \( M \) on channel \( c \), or a message of \( N \) on the channel \( d \), then stops, i.e.

\( P = c?x:M \rightarrow \text{STOP} \quad d?y:N \rightarrow \text{STOP} \). The possible states of \( P \) are:

\((<>, c.M \cup d.N) \quad \text{the beginning state of } P. \ P \text{ is prepared to receive any message of } M \text{ on channel } c, \text{ or any message of } N \text{ on channel } d, \text{ where } c.M = \{c.x|x \in M\}\)

\((c.x, \emptyset) \quad \text{the state after } P \text{ receives the message } x \text{ of } M \text{ on the channel } c.\)

\((d.y, \emptyset) \quad \text{the state after } P \text{ receives the message } y \text{ of } N \text{ on the channel } d.\)

The assertions for total correctness of processes suggested in [1] are the predicates of channel variables - "channelname.past" or "channelname.ready". "c.past" stands for a message sequence recording all messages passing along the channel \( c \) up to some moment. It can be obtained from "past" by cancelling all communications along the other channels, then dropping the channel name \( c \) to get a pure message sequence,
e.g. \( c.(c,e)^n = e^n \),
and \( c.(c,e_1\wedge d.e_2) = e_1 \).

"c.ready" stands for the set of messages which are ready to be passed along the channel c at some moment,
e.g. \( c.(c.M \cup d.N) = M \quad (c \neq d) \).

Thus an assertion defines a set of states:
state-set of \( R = \{(s,X) | R [s/\text{past}] [X/\text{ready}] \} \).

For example,
state-set of false = \( \emptyset \)
state-set of true = the universe of states
\[ = \{ (s,X) | s \in \Sigma^* \& X \in \Sigma \}. \]
where \( \Sigma \) is the set of all communications.

Let \( P \) be a process and \( R \) be an assertion. Then \( P \) is said to satisfy \( R \) (abbreviated by \( P \text{ sat } R \)) if the assertion \( R \) correctly describes the states of \( P \), i.e. all the states of \( P \) constitute a subset of the state-set of \( R \).

For example,
if \( P = \text{c!e } \rightarrow P \), then from (c) we can see
\( P \text{ sat } (c.\text{ready} = \{e\}) \).

It implies that \( P \) never stops, i.e. \( P \) is deadlock-free.

[1],[2] and [3] are recommended to the reader who is interested in the capability of channel predicates for specifying the behaviour of processes. We shall not review them here.
Actually the calculus in [1] is not concerned with the unstable state of process. A process normally changes its states by taking communications with its environment. E.g. in the previous example (b), P changes its beginning state \((c,e)\) to state \((c,e,\emptyset)\) by passing value e on channel c to its environment. However, under certain circumstances a process itself, without participation the environment can also change its states. This phenomenon is called **internal transition**. Internal transition emerges either from internal communications (communications on hidden channels) or from non-deterministic operators (say, nondeterministic union). The hidden channels of a process are only for the communications between its subprocesses, invisibly to the environment. The nondeterministic union of the processes P and Q, \(P \equiv Q\), behaves either like P or like Q, but the choice between them is wholly nondeterministic, and may be made autonomously by the process, or by its implementor. So the choice cannot be influenced or even observed by the environment. In other words \((P \equiv Q)\) can transform itself autonomously either to P or to Q.

The internal transition may cause an unstable state. A state of a process is said to be unstable, if there is an internal transition which may happen at that moment, and an internal transition will usually bring the process to a new and different state.

E.g. consider the beginning state of \(((c,e \rightarrow P) \lor (d,m \rightarrow Q))\), at which the process may do internal choice, transforming itself to either \((c,e \rightarrow P)\) or \((d,m \rightarrow Q)\).

An unstable state may be unreliable. If the environment wants to communicate on c with the process \(((c,e \rightarrow P) \lor (d,m \rightarrow Q))\), then sometimes it may succeed, but sometimes it may fail depending on which alternative has been chosen by the process.
Moreover, in most cases, the internal transition can take place at a very high speed, compared with the external communication. This is due to the high speed of modern electronics. So we can suppose that the unstable state is not only unreliable, but also evanescent.

Thus it is claimed in [1] that the unstable states are not taken into account by the calculus. \((P \text{ sat } R)\) is interpreted more precisely as: "any stable state of \(P\) belongs to the state-set of \(R\).

Another problem which can be caused by internal transition is livelock. A process is said to be livelocked if after some moment during its evolution the process may engage in an infinite sequence of internal transitions, and ignore possible external communications completely. We usually wish to prove absence of livelock.

In the following sections we shall give an operational model of communicating processes, and present formal definitions of the previous concepts such as stable state, livelock, etc. Then two calculi, Calculus- and Calculus+, will be developed. Calculus- is simpler, but does not prove absence of livelock. Calculus+ is a little more complicated, but it has the ability to treat livelock. Both are consistent with the operational model in the sense that their rules are theorems in this model.

1. Operational Model

We adopt nearly the same syntax of communicating processes as in [1], which includes the constructs: output, input, nondeterministic union, alternation, channel renaming, parallelism, hiding and recursion. But, instead of the informal descriptions, we are taking a formal
system of the transitions of processes to be their semantics, known
as operational semantics, which was proposed by Robin Milner to
define the semantics of communicating systems in [4].

Transition is a binary relation over processes. Transition
results from an action taken by the process. An action may be
observable (external communication ranging over $\sum$), or it may be
unobservable (internal communication or internal choice). Let
$P$ and $Q$ be processes. We use

$$P \xrightarrow{c.m} Q$$

to denote "$P$ is transformed to $Q$ under the observable action $c.m$",
where $c.m \in \sum$

and

$$P \xrightarrow{U} Q$$

to denote "$P$ transforms itself unobservably to $Q$", where $U$ is a
special symbol not in $\sum$.

1. STOP

STOP is an inactive process, so STOP has no transition.

1.2 Output

If $P$ is a process and $c.e \in \sum$, then $(c.e \rightarrow P)$ is a process,
which first outputs $e$ on channel $c$ and then behaves like $P$. We use
the following axiom to define its semantics:

$$(c.e \rightarrow P) \xrightarrow{c.e} P.$$ 

This means that the only possible transition of $(c.e \rightarrow P)$ results
from the communication $c.e$, and transforms $(c.e \rightarrow P)$ to $P$. 
1.3 Input

Let \( P(x) \) be a process for each \( x \) in \( M \), and let \( c \cdot M \) be a subset of \( \Sigma \). Then \( (c \cdot x : M \to P(x)) \) is a process, which first inputs any message \( x \) of \( M \) on channel \( c \), and then behaves like \( P(x) \).

The only axioms which its transitions obey are:

\[
(c \cdot x : M \to P(x)) \xrightarrow{c \cdot x} P(x) \quad (x \in M).
\]

1.4 (Nondeterministic) Union

If \( P \) and \( Q \) are processes, \( (P \cup Q) \) is a process which behaves either like \( P \) or like \( Q \). The choice between them is autonomously made by the process itself. This statement can be axiomatised by

\[
(P \cup Q) \xrightarrow{\tau} P,
\]

and

\[
(P \cup Q) \xrightarrow{\tau} Q.
\]

1.5 Alternation

Let \( P(x) \) and \( Q(y) \) be processes for each \( x \) in \( M \) and \( y \) in \( N \).

Let \( c \) and \( d \) be distinct channel names, and let \( (c \cdot M \cup d \cdot N) \subseteq \Sigma \).

Then \( (c \cdot x : M \to P(x) \parallel d \cdot y : N \to Q(y)) \) is a process which is prepared to input either on channel \( c \) or channel \( d \), and then behaves like \( P(x) \) or \( Q(y) \) respectively, where \( x \) stands for the message just input on channel \( c \) and \( y \) for the message just input on channel \( d \).

The axioms which define the possible transitions of alternation should be:

\[
(c \cdot x : M \to P(x) \parallel d \cdot y : N \to Q(y)) \xrightarrow{c \cdot x} P(x) \quad (x \in M)
\]

and

\[
(c \cdot x : M \to P(x) \parallel d \cdot y : N \to Q(y)) \xrightarrow{d \cdot y} Q(y) \quad (y \in N).
\]
1.6 Channel Renaming

Let $P$ be a process, and $c$ be a channel, and let $d$ be a channel not in $P$. Then $P\left[\frac{d}{c}\right]$ is a process which behaves exactly like $P$, except that whenever $P$ uses channel $c$ for communicating, $P\left[\frac{d}{c}\right]$ uses channel $d$ instead.

We adopt the following inference rule to define the semantics of $P\left[\frac{d}{c}\right]$, because the transition of $P\left[\frac{d}{c}\right]$ takes transitions of $P$ to be its premiss.

Let $\alpha$ be an action (external or internal), i.e. $\alpha \in \Sigma \cup \{\tau\}$, and let $\text{ch}(\alpha)$ be the channel name of $\alpha$:

\[
\begin{align*}
\text{ch}(c.m) &= df \ c \\
\text{ch}(\tau) &= df \ \tau.
\end{align*}
\]

\[
\begin{array}{c}
P \xrightarrow{\alpha} Q \\
P\left[\frac{d}{c}\right] \xrightarrow{\alpha} Q\left[\frac{d}{c}\right]
\end{array}
\quad (\text{ch}(\alpha) \neq c)
\]

and

\[
\begin{array}{c}
P \xrightarrow{c.m} Q \\
P\left[\frac{d}{c}\right] \xrightarrow{c.m} Q\left[\frac{d}{c}\right]
\end{array}
\]

1.7 Parallelism

Let $A$ be the set of channel names occurring in process $P$, and let $B$ be the set of channel names occurring in process $Q$. Then $(P \parallel_A B Q)$ denotes a network constructed from processes $P$ and $Q$, which are connected to each other by common channels of $A$ and $B$. Thus the actions taken by $P$ on channels of $(A \cap B)$ must be synchronized with
the corresponding actions of Q, while the actions taken by P either internally or externally on channels (A-B) can still progress independently of Q.

The actions of Q are similarly constrained.

The inference rules for the semantics of \( P || Q \) are:

\[
\begin{align*}
\frac{P \xrightarrow{\alpha} P_1}{(P || Q) \xrightarrow{\alpha} (P || Q)} & \quad \text{ch}(\alpha) \in (A-B) \cup \{T\} \\
\frac{Q \xrightarrow{\alpha} Q_1}{(P || Q) \xrightarrow{\alpha} (P || Q)} & \quad \text{ch}(\alpha) \in (B-A) \cup \{T\} \\
\end{align*}
\]

and

\[
\frac{P \xrightarrow{\alpha} P_1 , Q \xrightarrow{\alpha} Q_1}{(P || Q) \xrightarrow{\alpha} (P || Q)} \quad \text{ch}(\alpha) \in (A \cap B) .
\]

1.6 Hiding

Let \( b \) be a channel intended by process P for internal communication. Then \((\text{chan } b \text{ in } P)\) is a process in which all communications along channel \( b \) are invisible to the environment.

It can be formulated as follows:

\[
\frac{P \xrightarrow{\alpha} Q}{(\text{chan } b \text{ in } P) \xrightarrow{\alpha} (\text{chan } b \text{ in } Q)} \quad \text{ch}(\alpha) \neq b ,
\]

and

\[
\frac{P \xrightarrow{b.m} Q}{(\text{chan } b \text{ in } P) \xrightarrow{F} (\text{chan } b \text{ in } Q)} .
\]
1.9 Recursion

A single recursion is of the form of

\[ p \triangleq F(p) , \]

where \( p \) is a process variable and \( F(p) \) is an expression constructed by \( p \) and the previous eight operators. We also use the notation \((\mu p.F)\) (the least fixed point of \( F \)) to denote the process defined by recursion \( p \triangleq F(p) \). As is well known, \( \mu p.F \) must behave exactly like \( F(\mu p.F) \). The transitions of \( \mu p.F \), since we have given the semantics of expression \( F \) with the structural rules (1.1)-(1.8), can be defined by the transitions of \( F(\mu p.F) \), i.e.

\[
\frac{F(\mu p.F) \xrightarrow{*} Q}{\mu p.F \xrightarrow{*} Q}.
\]

E.g. (a) Expression \( F(p) = (c!e \rightarrow p) \).

Since \( F(\mu p.F) = (c!e \rightarrow \mu p.F) \)
and \( (c!e \rightarrow \mu p.F) \xrightarrow{c.e} \mu p.F \) (1.2),
therefore \( \mu p.F \xrightarrow{c.e} \mu p.F \) (1.9).

(b) Expression \( I(p) = p \).

Since \( I(\mu p.I) = \mu p.I \),
therefore by (1.9) \( \mu p.I \xrightarrow{*} Q \) iff \( \mu p.I \xrightarrow{*} Q \).

So we cannot derive any transition of \( \mu p.I \) by (1.9), and we cannot derive it by (1.1)-(1.8) either. Thus \( \mu p.I \) is an inactive process.

Let a mutual recursion take the form

\[ p[i:N] \triangleq F(p) , \]

where \( p \) and \( F \) are arrays. Then the array of processes, \( \mu p[i:N].F \), defined by the mutual recursion obeys the following laws:
A formal deduction system for transitions has been established by (1.1)-(1.9) by which transitions of a complex process can be derived from the transitions of its simpler components. A transition $P \rightarrow Q$ is true iff it is a last line of a deduction in the system. A sequence of transitions (which has length $n$) generally takes the form $P_0 \rightarrow_1 P_1 \rightarrow_2 P_2 \rightarrow_3 \ldots \rightarrow_n P_n$. We shall usually write it as $P_0 \rightarrow_1 \rightarrow_2 \rightarrow_3 \ldots \rightarrow_n P_n$ and introduce a new inference rule for transition sequences:

$$
\frac{P \rightarrow Q, Q \rightarrow R}{P \rightarrow s^t R}
$$

where $s$ and $t$ are nonempty finite sequences of $\Sigma \cup \{t\}$.

2. Stable States

We proceed to formally describe stable states of processes. A state of a process consists of an action sequence in which the process has been engaged up to some moment in time, and an action set which the process is prepared to take at some given moment.

Each action of a process is described by a transition. So an action sequence of a process corresponds to a transition sequence of the process, and an action set which a process is ready to take corresponds to a set of transitions of the process. In other words, let $P$ be a process, let $s$ be a (nonempty) finite sequence of $\Sigma \cup \{t\}$.
and let $X \in (\Sigma \cup \{\tau\})$. Then $s$ is an action sequence of $P$ iff 
\[ \exists Q.P \xrightarrow{s} Q, \] and $X$ is a ready set of $P$ iff $X = \{x| \exists Q.P \xrightarrow{s} Q\}$.

But, as is well known, we are not concerned with the unobservable action $\tau$ in an action sequence, and we are also not concerned with the unstable state at which a process can progress unobservably to another state.

We add two axioms to the system for defining observable action sequence, where $P \xrightarrow{s} Q$ means "$P$ can be transformed to $Q$ under the observable action sequence $s (s \in \Sigma^*)$".

1.11 $P \xrightarrow{s} \tau \Rightarrow P$

This axiom says that before $P$ takes any action, $P$ does not change. Thus the empty sequence can be used to record the observable action sequence which a process has taken before it evolves.

1.12 $P \xrightarrow{s} Q$

$P \xrightarrow{\tau \backslash s} Q$

where $s\backslash \tau$ is obtained from $s$ by cancelling $\tau$. This rule implies that an observable action sequence is simply obtained from an action sequence by ignoring the unobservable action $\tau$.

Now we can precisely define the stable state.

Let $P$ be a process, $P^0$ denote the ready set of $P$, and $st(P)$ be the stable-state-set of $P$. Then

\[ P^0 = \{a | \exists Q.P \xrightarrow{a} Q\}, \]

and

\[ st(P) = \{ (s, Q^0) | \exists Q.P \xrightarrow{s} Q \land \tau \notin Q^0 \}. \]
This definition is exactly a formulization of the fact that \((s, X)\) is a stable state of \(P\) \(\text{iff}\) \(s\) is an observable action sequence of \(P\), and after doing \(s\), \(P\) can be stably prepared to take the actions \(X\).

We now show that the stable state of a process can be calculated by structural formulae.

Lemma 1.

1. \(\text{STOP}\overset{s}{\rightarrow} Q\) \(\text{iff}\) \(s = < >\) \& \(Q = \text{STOP}\)
2. \((c!e \rightarrow P)\overset{s}{\rightarrow} Q\) \(\text{iff}\) \(s = < >\) \& \(Q = (c!e \rightarrow P)\)
   \[\vee \exists s_1. s = c,e^* s_1 \& P \overset{s_1}{\rightarrow} Q.\]
3. \((c?x:M \rightarrow P(x))\overset{s}{\rightarrow} Q\) \(\text{iff}\) \(s = < >\) \& \(Q = (c?x:M \rightarrow P(x))\)
   \[\vee \exists x\in M, s_1. s = c,x^* s_1 \& P(x) \overset{s_1}{\rightarrow} Q.\]
4. \((P \lor Q)\overset{s}{\rightarrow} R\) \(\text{iff}\) \(s = < >\) \& \(R = (P \lor Q)\)
   \[\vee R \overset{s}{\rightarrow} P \lor Q \overset{s}{\rightarrow} R.\]
5. \((c?x:M \rightarrow P(x) \parallel d?y:N \rightarrow Q(y))\overset{s}{\rightarrow} R\) \(\text{iff}\) \(s = < >\) \& \(R = (c?x:M \rightarrow P(x) \parallel d?y:N \rightarrow Q(y))\)
   \[\vee \exists x\in M, y\in N, s_1. s = c,x^* s_1 \& P(x) \overset{s_1}{\rightarrow} R\]
   \[\vee s = d,y^* s_1 \& Q(y) \overset{s_1}{\rightarrow} R.\]
6. \(P\left[\frac{d}{c}\right] \overset{s}{\rightarrow} Q\) \(\text{iff}\) \(\exists P_1, s_1. P \overset{s_1}{\rightarrow} P_1\) \& \(Q = P_1\left[\frac{d}{c}\right]\)
   \[\vee s = d,y^* s_1 \& Q(y) \overset{s_1}{\rightarrow} R.\]
7. \((P\mid \parallel q)\overset{s}{\rightarrow} R\) \(\text{iff}\) \(s\in (A \cup B)^*\) \& \(\exists P_1, q_1. P \overset{s\mid A}{\rightarrow} P_1\)
   \[\& Q \overset{s\mid B}{\rightarrow} Q_1 \& R = (P_1 \mid A \mid B)_q,\]

where \((A \cup B)^*\) stands for the set of finite communication sequences along channels in \(A \cup B\), and \(s\mid A\) for the sequence obtained from \(s\) by cancelling the communications not along channels in \(A\).
(8) \((\text{chan } b \text{ in } P) \xrightarrow{\beta} Q\) iff \(\exists a_1, P_1 . \ s = s_1 \setminus b \land P \xrightarrow{\beta_1} P_1\) \& \(Q = (\text{chan } b \text{ in } P_1)\),

where \(s \setminus b\) is obtained from \(s\) by cancelling the communications on channel \(b\).

(9) \((\text{pp}[i:N], F)[j] \xrightarrow{s} Q\) iff \((P(\text{pp}[i:N], F))[j] \xrightarrow{s} Q\) \((j \in N)\),

provided \(s \neq \epsilon\) or \((Q \neq (\text{pp}[i:N], F)[j] \& Q \neq (F(\text{pp}[i:N], F))[j])\).

proof. We only give a part of the proof for parallelism.

(\(\Rightarrow\)) Suppose \((P_{AB} || Q) \xrightarrow{\beta} R\).

The axioms from which this may be derived are (1.11) and (1.12).

Then case (1) \(s = \epsilon\) \& \(R = (P_{AB} || Q)\) by (1.11).

Let \(P_1 = P\) and \(Q_1 = Q\).

Since \(<>^{\top_A} = <>\) and \(<>^{\top_B} = <>\), \(P \xrightarrow{<>^{\top_A}} P_1\) and \(Q \xrightarrow{<>^{\top_B}} Q_1\) by (1.11).

Thus RHS of (7) holds.

Case (2) \(\exists a_1 . \ s = s_1 \setminus \tau\) \& \((P_{AB} || Q) \xrightarrow{s_1} R\) by (1.12).

We prove RHS of (7) by induction on \(s_1\).

When \(s_1 = \epsilon\), \((P_{AB} || Q) \xrightarrow{s_1} R\) can be derived only by the rules in (1.7).

Subcases:

(a) \(R = (P_{AB}[i:Q]) \& P \xrightarrow{\alpha} P_1\) \& ch(\(\alpha\)) \in (A-B) \cup \{\tau\}.

Let \(Q_1 = Q\). Since \(<>^{\top_B} = <>\) and \(<>^{\top_A} = A \setminus \tau\),

\(P \xrightarrow{<>^{\top_A}} P_1\) by (1.12) and \(Q \xrightarrow{<>^{\top_B}} Q_1\) by (1.11).

So RHS holds.
(b) $R = (\{P|Q\}_AB)$ & $Q \xrightarrow{\cdot} Q_1$ & $\text{ch}(\cdot) \in (B-A) \cup \{\tau\}$.

Let $P_1 = P$. Then $\text{RHS}$ holds.

(c) $R = (\{P|Q\}_AB) \quad \text{&} \quad P \xrightarrow{\cdot} P_1 \quad \text{&} \quad Q \xrightarrow{\cdot} Q_1$ & $\text{ch}(\cdot) \in (A \cap B) \cdot$

Since $\alpha \cap A = \alpha \cap B = \alpha = \alpha \setminus \tau$, $P \xrightarrow{\cdot} A \quad P_1$ and $Q \xrightarrow{\cdot} B \quad Q_1$

by (1.12). So $\text{RHS}$ holds.

Now for $s_1 = t^\tau \alpha$, let $(\{P\}Q)_AB \xrightarrow{\cdot} T$ and $T \xrightarrow{\cdot} R$.

Then $t \setminus \tau \in (A \cup B)^*$ and $\exists P_2, Q_2: P \xrightarrow{\cdot} A \quad P_2 \quad Q \xrightarrow{\cdot} B \quad Q_2$

& $T = (\{P\}Q)_AB$ by induction.

From $(\{P\}Q)_AB \xrightarrow{\cdot} R$, repeating (a) (b) and (c), we can get $P_1$ and $Q_1$

such that $P_2 \xrightarrow{\cdot} A \quad P_1 \quad Q_2 \xrightarrow{\cdot} B \quad Q_1 \quad R = (\{P\}Q)_AB$.

Hence $\text{RHS}$ holds.

Lemma 2.

(1) $(\text{STOP})^0 = \emptyset$.

(2) $(c!e \longrightarrow P)^0 = \{c,e\}$.

(3) $(c?x:M \longrightarrow P(x))^0 = c.M$.

(4) $(P \text{ or } Q)^0 = \{\tau\}$.

(5) $(c?x:M \longrightarrow P(x) \cdot d?y:N \longrightarrow Q(y))^0 = c.M \cup d.N$.

(6) $(P[d_c]^0)^0 = P^0[d_c]^0$.

(7) $(P|Q)^0 = (P^0 \cap Q^0 \cap B) \cup P^0 \cap ((A-B) \cup \{\tau\})$

& $Q^0 \cap ((B-A) \cup \{\tau\})$,

where $P^0 \cap A$ stands for the set obtained from $P^0$ by including

only communications on channels in $A$. 

proof. We give the proof only for (7).

\[(P|_A^1 q)^{\circ} = \{ d \mid \exists R. (P|_A^1 q) \rightarrow R \}\] by definition.

Since \((P|_A^1 q) \rightarrow R\) can only be derived by the rules in (1.7), and

(a) \((\exists P_1, P \rightarrow P_1) \& \text{ch}(\alpha) \in (A-B) \cup \{\top\}\). 
iff \(\alpha \in P^0 \uparrow (A-B) \cup \{\top\}\). (by definition of \(P^0\)).

(b) \((\exists Q_1, Q \rightarrow Q_1) \& \text{ch}(\alpha) \in (B-A) \cup \{\top\}\). 
iff \(\alpha \in Q^0 \uparrow (B-A) \cup \{\top\}\). (by definition of \(Q^0\))

(c) \((\exists P_1, P_1 \rightarrow P_1 \& Q \rightarrow Q_1) \& \text{ch}(\alpha) \in (A \cap B)\) 
iff \(\alpha \in P^0 \uparrow (A \cap B) \& \text{ch}(\alpha) \in Q^0 \uparrow (A \cap B),\)

i.e. \(\alpha \in (P^0 \uparrow A \cap Q^0 \uparrow B)\),

therefore (7) is proved.

Theorems.

2.1 \(st(\text{STOP}) = \{(>\cdot \cdot)\}\).

2.2 \(st(c!e \rightarrow P) = \{(>\cdot \cdot \cdot, \{c,e\}\} \cup \{(c, e^* s, X) \mid (s, X) \in st(P)\}\).

2.3 \(st(c?x:M \rightarrow P(x)) = \{(>\cdot \cdot \cdot, c, M)\} \cup \{(c, x^* s, X) \mid x \in M \& (s, X) \in st(P(x))\}\).

2.4 \(st(P \text{ or } Q) = st(P) \cup st(Q)\).

2.5 \(st(c?x:M \rightarrow P(x) \uparrow d?y:N \rightarrow Q(y))
= \{(c, x^* s, X) \mid x \in M \& (s, X) \in st(P(x))\}
\cup \{(c, x^* s, X) \mid x \in M \& (s, X) \in st(P(x))\}
\cup \{(d, y^* s, X) \mid y \in N \& (s, X) \in st(Q(y))\}\).
2.6 \( \mathsf{st}(F[^{\gamma_c}]) = \mathsf{st}(F[^{\gamma_c}]). \)

2.7 \( \mathsf{st}(F_{AB}[^{\gamma}]) = \{(s, (X|A \vee Y|B) \cup X|(A-B) \cup Y|(B-A)) \mid s \in (A \cup B)^* \} \)
\& \((s|A, X) \in \mathsf{st}(F) \)
\& \((s|B, Y) \in \mathsf{st}(Q)\} .

2.8 \( \mathsf{st}(\text{chan } b \text{ in } F) = \{(s, X) \mid (s, X) \in \mathsf{st}(F) \) \& \(X[b] = \emptyset \} .

2.9 \( \forall j \in N, n. \) \( \mathsf{st}((\mu p[i:N], F)[j]) = \mathsf{st}((p^n(\mu p[i:N], F))[j] ) .

\textbf{proof.} \text{ We give the proofs of (2.7) and (2.9).}

\begin{align*}
\text{(2.7) } & (F_{AB}[^{\gamma}]) \xrightarrow{\mathcal{B}} R \text{ iff } s \in (A \cup B)^* \) \& \exists P_1, Q_1. \ F \xrightarrow{^s} A \rightarrow P_1 \\
& \) \& \exists Q \xrightarrow{^s} B \rightarrow Q_1 \) \& \exists R = (F_{AB}[^{\gamma}])

(by Lemma \( 1 \) (7)).

\end{align*}

and \( \mathcal{C} \in (P_1[^{\gamma}]) \) \& \( \mathcal{C} \in (Q_1[^{\gamma}]) \) \& \( \mathcal{C} \in (R[^{\gamma}]) \) \& \( \mathcal{C} \in (s \in (A \cup B)^* \}) \& \( \mathcal{C} \in (P_1[^{\gamma}]) \) \& \( \mathcal{C} \in (Q_1[^{\gamma}]) \) \& \( \mathcal{C} \in (R[^{\gamma}]) \)

(by def. of stable state)

\begin{align*}
\text{hence } (s, R[^{\gamma}]) \in \mathsf{st}(F_{AB}[^{\gamma}]) \text{ iff there exists } P_1 \text{ and } Q_1 \text{ such that }
\end{align*}

\begin{align*}
s \in (A \cup B)^* \) \& \( P \xrightarrow{^s} A \rightarrow P_1 \) \& \( Q \xrightarrow{^s} B \rightarrow Q_1 \) \& \( \mathcal{C} \in P_1[^{\gamma}] \) \& \( \mathcal{C} \in Q_1[^{\gamma}] \)
\& \( \exists R = (F_{AB}[^{\gamma}]) .
\end{align*}

\text{i.e. } s \in (A \cup B)^* \) \& \( (s|A, P_1[^{\gamma}]) \in \mathsf{st}(F) \) \& \( (s|B, Q_1[^{\gamma}]) \in \mathsf{st}(Q) \)
\& \( \exists R = (F_{AB}[^{\gamma}]) \) \& \( \exists R = (F_{AB}[^{\gamma}]) \) \& \( \exists R = (F_{AB}[^{\gamma}]) \) \& \( \exists R = (F_{AB}[^{\gamma}]) \)

Moreover \( R[^{\gamma}] = (P_1[^{\gamma}]) \) \& \( R[^{\gamma}] = (P_1[^{\gamma}] \& Q_1[^{\gamma}] \) \& \( P_1[^{\gamma}] \) \& \( Q_1[^{\gamma}] \) \& \( (A-B) \) \& \( Q_1[^{\gamma}] \) \& \( (B-A) \)

(since Lemma \( 2 \) (7) and \( (\mathcal{C} \in (P_1[^{\gamma}]) \) \& \( \mathcal{C} \in (Q_1[^{\gamma}]) \)), the proof is completed.
Let us just take the case of single recursion:

\[ \forall n. \text{ast}(p_F) = \text{ast}(p_F^n(p_F)) \]

which we prove from a stronger conclusion: \( p_F \) and \( p_F^n(p_F) \) not only have the same stable states, but also have the same unstable states.

Let \( \text{ast}(P) \) be the set of all states (stable and unstable) of process \( P \).

\[ \text{ast}(P) = \{ (s, Q^0) \mid P \xrightarrow{\delta} Q \} \]

Then we can show:

(a) \( \text{ast}(p_F p_F) = \text{ast}(p_F(p_F p_F)) \) by Lemma 1 (9) and Lemma 2 (9); and

(b) for any process expression \( H(p) \) and processes \( P \) and \( Q \),

\[ (\text{ast}(P) = \text{ast}(Q)) \implies (\text{ast}(H(P)) = \text{ast}(H(Q))) \]

which can be proved by routine induction on the structure of \( H \).

Thus \( \text{ast}(p_F p_F) = \text{ast}(p_F(p_F p_F)) \) by (a),

so \( \text{ast}(p_F p_F^n) = \text{ast}(p_F^{n+1}(p_F p_F)) \) by (b), and so on.

3. Calculus-

We now present the weaker calculus, named Calculus-, in which livelock is not taken into account. Calculus- is nearly the same as that given in [1], with the exception of the inference rule for hiding. Recall that the assertion which we use to specify the behaviour of a process is a predicate with channel variables - "channelname.past" and "channelname.ready", which are intended to describe the stable states.
Let $P$ be a process, and let $R$ be a channel predicate. Then "$P$ satisfies $R$" means that all stable states of $P$ satisfy $R$.

Formally

$$ (P \text{ sat } R) = \text{df } \forall (s, X) \in \text{st}(P). \ R[past/\{e\}]^{X/\text{ready}} $$

where $c.s$ is a message sequence obtained from $s$ by cancelling all communications not on channel $c$, and then dropping channel name $c$ from the resulting sequence; and $c.X$ is a message set obtained from $X$ in the same way.

In what follows $R[past/\{e\}]^{X/\text{ready}}$ is abbreviated as $Rs,X$.

We list the inference rules of Calculus—followed by the proofs of their consistency; i.e. every rule is a theorem under the interpretation $\text{(I-)}$ of $(P \text{ sat } R)$.

3.1 STOP

$$ Rs, \emptyset \iff (\text{STOP \ sat } R) $$

proof. $(\text{STOP \ sat } R) \iff \forall (s, X) \in \text{st}(P). \ Rs, X \quad \text{(def.)}$

$$ \iff \forall (s, X) \in \{<, \emptyset\}. \ Rs, X \quad \text{(2.1)} $$

$$ \iff R[<, \emptyset] $$

3.2 Output

$$ Rs, \emptyset \quad \& \quad (P \text{ sat } R[past/\{e\} / \text{c.past}]) \iff (c!e \rightarrow \emptyset) \text{ sat } R $$

where $Rs, \emptyset [\text{c.ready} / \emptyset]$ stands for

$$ Rs, \emptyset [\{e\} / \text{c.ready} / \emptyset / \text{ready}] $$
proof.  \[ \text{RES} \equiv \forall(s, X) \in \text{st}(c! e \rightarrow P) . \text{Rs}, X \] (def.)

\[ \equiv \forall(s, X) \in \left( \{(c, e^\land s, X) \mid (s, X) \in \text{st}(P) \} \right) . \text{Rs}, X \] (2, 2)

\[ \equiv R_{<s}, \{c, e\} \land \forall(s, X) \in \text{st}(P) . R_{c, e^\land s}, X \]

\[ \equiv R_{<s}, \{c, e\} \land (P \text{ sat } R \left[ e^\land c, \text{past} / \text{past} \right]) \]

(since \( c \{c, e\} = \{e\} \) and \( d \{c, e\} = \emptyset \)

if \( d \neq c \), and \( c (c, e^\land s) = e^\land c, s \)

and \( d (c, e^\land s) = d, s \) if \( d \neq c \).

3.3 Input

\[ R_{<s}, \{c, e\} \land \forall x \in M . (P(x) \text{ sat } R \left[ x^\land c, \text{past} / \text{past} \right]) \]

\[ \equiv (c? x : M \rightarrow P(x)) \text{ sat } R, \]

provided \( R \) does not contain \( x \) as a free variable.

proof. Omitted.

3.4 Union

\[ (P \text{ sat } R) \land (Q \text{ sat } R) \equiv (P \lor Q) \text{ sat } R. \]

proof.  \[ \text{RES} \equiv \forall(s, X) \in \text{st}(P \lor Q) . \text{Rs}, X \] (def.)

\[ \equiv \forall(s, X) \in (\text{st}(P) \cup \text{st}(Q)) . \text{Rs}, X \] (2, 4)

\[ \equiv (\forall(s, X) \in \text{st}(P) . \text{Rs}, X) \land (\forall(s, X) \in \text{st}(Q) . \text{Rs}, X) \]

\[ \equiv (P \text{ sat } R) \land (Q \text{ sat } R) \] (def.)
3.5 Alternation

\[
R < \left[ \frac{\text{start}}{\text{ready}} \right] \left[ \frac{x:\text{past}}{\text{past}} \right]
\]

\& \forall x:M. P(x) \text{ sat } R \left[ \frac{x:\text{past}}{\text{past}} \right]

\& \forall y:N. Q(y) \text{ sat } R \left[ \frac{y:\text{past}}{\text{past}} \right]

\equiv (c?x:M \to P(x) \parallel d?y:N \to Q(y)) \text{ sat } R,

provided \(c \neq d\) and \(R\) does not contain \(x\) or \(y\) freely.

proof. Omitted.

3.6 Renaming

\( (P \text{ sat } R \left[ \frac{c_1}{c_1} \right]) \equiv (P \left[ \frac{c_2}{c_1} \right] \text{ sat } R), \)

provided that \(R\) does not mention \(c\), and \(d\) does not occur in \(P\).

proof. Omitted.

3.7 Parallelism

If \(S\) only mentions channel names of \(A\)
and \(R\) only mentions channel names of \(B\),
and \(A \cap B = \{c_1, c_2, \ldots, c_n\}\), then

\[
(F \text{ sat } S) \& (Q \text{ sat } R) \implies (F \parallel Q) \text{ sat }
\]

\[
\forall i=1^n \exists x_i, y_i. S \left[ \frac{x_i:\text{ready}}{c_i} \right] \& R \left[ \frac{y_i:\text{ready}}{c_i} \right] \quad \text{sat}
\]

\[\& c_i.\text{ready} = x_i \land y_i \]

provided \(c_i \neq c_j\) for all \(i \neq j\).
proof. \[ \text{LHS} \Rightarrow \forall (s, X) \in \text{st}(P). \ S_{s,X} \land \forall (s, Y) \in \text{st}(Q). \ R_{s,Y}. \quad \text{(def.)} \]

\[ \Rightarrow \forall (s^A, X) \in \text{st}(P). \ S_{s,X} \land \forall (s^B, Y) \in \text{st}(Q). \ R_{s,Y} \]

(since \( S_{s,X} = S_{s^A,X} \) and \( R_{s,Y} = R_{s^B,Y} \)

by the assumptions of \( S \) and \( R \))

\[ \Rightarrow \forall s, X, Y. \ (s^A, X) \in \text{st}(P) \land (s^B, Y) \in \text{st}(Q) \]

\[ \Rightarrow S_{s,X} \land R_{s,Y} \]

\[ \Rightarrow \forall s, X, Y, Z. \ (s^A, X) \in \text{st}(P) \land (s^B, Y) \in \text{st}(Q) \]

\& \( Z = (x^A \cap Y^B) \cup X^T(A-B) \cup Y^T(B-A) \)

\[ \Rightarrow S_{s,Z \forall x^T(A \cap B)} \land R_{s,Z \forall y^T(A \cap B)} \]

(since \( (Z \cup x^T(A \cap B))^A = x^A \), \( (Z \forall x^T(A \cap B))^B = Y^B \)

and \( S_{s,X} = S_{s,X^A} \) and \( R_{s,Y} = R_{s,Y^B} \))

\[ \Rightarrow \forall s, X, Y, Z. \ (s^A, X) \in \text{st}(P) \land (s^B, Y) \in \text{st}(Q) \]

\& \( Z = (x^A \cap Y^B) \cup X^T(A-B) \cup Y^T(B-A) \)

\[ \Rightarrow \exists i \in 1 \leq n. \ X_i, Y_i. \ S \left[ \begin{array}{l} X_i \forall c_i, \text{ready} \\ Y_i \forall c_i, \text{ready} \end{array} \right] s, Z \]

\& \( R \left[ \begin{array}{l} X_i \forall c_i, \text{ready} \\ Y_i \forall c_i, \text{ready} \end{array} \right] s, Z \)

\[ \land \ \forall i = 1 \leq n. \ (c_i, \text{ready} = X_i \cap Y_i) \in s, Z \]

(let \( X_i = X \forall c_i \) and \( Y_i = Y \forall c_i \), \( i = 1, 2, \ldots, n \))

\[ \Rightarrow \text{RHS} \]

(2.7)
3.8 Hiding

\[(P \text{ sat } R) \Rightarrow (\text{chan } b \text{ in } P) \text{ sat } \exists b.\text{past. } R \left[ \emptyset_{b.\text{ready}} \right]\]

Note. This proof rule is simpler than the corresponding one in [1].
This is because we ignore livelock here, so infinite chatter on the
hidden channel \( b \) is allowed in this rule.

proof. \((P \text{ sat } R) \equiv \forall (s, x) \in \text{st}(P). \ R_{s, x} \) (def.)
\[\Rightarrow \forall (s, x) \in \text{st}(P). \exists b.\text{past. } R_{s, x} \] (let \( b.\text{past} = b.\text{s} \))
\[\Rightarrow \forall (s, x) \in \text{st}(P), s_1 = s \setminus b \wedge x \cap \{b\} = \emptyset \]
\[\Rightarrow \exists b.\text{past. } R \left[ \emptyset_{b.\text{ready}} \right] s_1, x \]
(since \( c.s = c.s_1 \) provided \( c \neq b \))
\[\Rightarrow \text{RHS} \] (2.8)

3.9 Recursion

Let \( R \) be an assertion with channel names \( \{a, \ldots, z\} \), and let
\( \#s \) stand for the length of the sequence \( s \). Then we define \( R \upharpoonright n \) as
the same assertion of \( R \) if only the first \((n-1)\) communications are
considered:

\[ R \upharpoonright n = \text{df } (\#a.\text{past} + \ldots + \#z.\text{past} \geq n) \vee R. \]

Thus \( R \upharpoonright 0 = \text{true} \) and \( R \equiv \forall n. R \upharpoonright n \) are always true for any
assertion \( R \).

The inference rule for recursion is:

\[ (\forall p, n. \ (\forall j \in N. \ p[j] \text{ sat } R[j] \upharpoonright n) \Rightarrow (\forall j \in N. \ F(p)[j] \text{ sat } R[j] \upharpoonright n+1)) \]
\[ \Rightarrow \forall j \in N. \ (p_p[i:N].F)[j] \text{ sat } R[j]. \]
proof. We only prove the case of single recursion:

\[(\forall p,n. \ p \text{ sat } R \downarrow n \Rightarrow F(p) \text{ sat } R \uparrow (n+1) \Rightarrow (\mu p.p \text{ sat } R).\]

Since \( R \uparrow 0 \equiv \text{true}, (\mu p.p \text{ sat } R \uparrow 0) \) by the definition.

Then \((F(\mu p.p \text{ sat } R \uparrow 1))\) by the premiss \((\text{let } p = \mu p.p \text{ and } n = 0)\).

Hence for any \( n \) \((F^n(\mu p.p \text{ sat } R \uparrow n))\) by repeated use of the premiss.

(2.9) shows that for any \( n \) \( \text{st(}p \mu p.p \text{ sat } R \uparrow n) = \text{st(F}^n(p \mu p.p)\),\) so
\((p \mu p.p \text{ sat } R \uparrow n)\) holds for any \( n \). Thus \((p \mu p.p \text{ sat } \forall n.R \uparrow n)\) by the
definition and \((p \mu p.p \text{ sat } R)\) follows from \( R = \forall n.R \uparrow n.\)

Beside the rules (3.1)-(3.9), of course, we need the familiar
inference rule:

**3.10 Consequence**

If \((R \Rightarrow S)\) is a theorem, then so is

\[(p \text{ sat } R) \Rightarrow (p \text{ sat } S).\]

proof. Omitted; it follows directly from the definition.

The inference rules presented here are more complete than those
in [1], in the sense that more expressible truths can be proved.

For example, the unprovable proposition of [1]

\[(\text{chan } b \text{ in } p.p.(b!0 \rightarrow p)) \text{ sat } \text{true}\]

becomes provable now.
But, meanwhile, for any assertion $R$

$$(\text{chan } b \text{ in } pp. (b!0 \rightarrow p)) \text{ sat } R$$

can unfortunately also be proved. Since

$$pp. (b!0 \rightarrow p) \text{ sat } b.\text{ready} \neq \emptyset$$

can be derived by (recursion), then

$$(\text{chan } b \text{ in } pp. (b!0 \rightarrow p)) \text{ sat } \emptyset \neq \emptyset \text{ by (hiding).}$$

Hence

$$(\text{chan } b \text{ in } pp. (b!0 \rightarrow p)) \text{ sat } R \text{ by (consequence).}$$

In other words, the process $(\text{chan } b \text{ in } pp. (b!0 \rightarrow p))$ can meet any assertion under the interpretation (I-). So the theorem $P \text{ sat } R$ deduced in Calculus- is only conditionally correct. The trouble here is that (I-) does not deal with livelock, and $(\text{chan } b \text{ in } pp. (b!0 \rightarrow p))$ is livelock everywhere. Thus its stable state set is empty. That is why it can meet any assertion.

4. Liveness

We now take up the question of livelock. A process gets into a livelock after some moment during its evolution, if from this moment the process may engage in an infinite sequence of internal transitions. This concept can be precisely described in the model as follows.

Let $P$ be a process. We first use $\text{trace}(P)$ to denote all possible action sequences of $P$ (both finite and infinite action sequences).
\[
\text{trace}(P) = \text{df} \left\{ s \mid s \not\in \varnothing \land \forall i \in \{0, \ldots, \#s\} \exists P_i, P_0 = P \land \right.
\[
\left. (1 \not\in \#s \rightarrow P_i \xrightarrow{(\varepsilon)_{i+1}} P_{i+1}) \right\},
\]

where \((u)_i\) stands for the \(i\)th action of \(s\) and \(#s = \infty\) if \(s\) is an infinite sequence.

Let \(s\) be a finite action sequence, and let \(\tau_\infty\) stand for an infinite sequence of \(\tau\). Then \(s \tau_\infty \in \text{trace}(P)\) means that \(P\) can take actions of \(s\) and after doing \(s\) \(P\) can engage in an infinite internal transition sequence, i.e. \(P\) is live locked after the moment of just finishing \(s\). So if we use \(\text{live}(P)\) to mean "\(P\) is live lock-free", then

\[
\text{live}(P) = \text{df} \quad \exists s \in (\Sigma \cup \{\tau\})^* \quad s \tau_\infty \in \text{trace}(P).
\]

Suppose \(P \xrightarrow{s} Q\) and \(\tau_\infty \in \text{trace}(Q)\). This implies that \(P\) can reach a state by doing \(s\) which will never get stable by the internal transitions of \(P\), even if we are so patient as to wait for an arbitrarily long time before further communication with it. So this is a state which is unreliable and cannot recover by itself.

But if \(P\) is live and \(P \xrightarrow{s} Q\), then \(\tau_\infty \in \text{trace}(Q)\) by the definition of \(\text{live}(P)\). Thus even if \(P\) enters into an unstable state, sooner or later it will be stable again, and perhaps sooner, due to the high speed of internal transition. In other words, if \(P\) is live, then the communication with its environment can be expected to go on reliably at any time. This reasoning is formalized as follows.

Theorem. Let \(P\) be a process and \(\text{live}(P)\). Then

\[
\forall s. (\exists P_1. P \xrightarrow{s} P_1 ) \Rightarrow \exists Q. P_1 \xrightarrow{\varepsilon_Q} Q \land (s, Q_0) \in \text{st}(P).
\]
proof. Suppose $P \xrightarrow{s} P_1$. Since $s \in \infty \subseteq \text{trace}(P)$ by live($P$), there must exist $n$ and $Q$ such that $P_1 \xrightarrow{\tau^n} Q$ and $\tau \in \infty^\infty$. Thus $(s, Q^0) \in \text{st}(P)$ from the definition of st($P$).

As a preparation for Calculus $*$ we need rules to build livelock-free processes.

The fact that all operators except the hiding and recursion preserve liveness can be directly proved from the definition of liveness.

Theorems

4.1 live(STOP)
4.2 live(cle $\rightarrow$ F) $\equiv$ live(F)
4.3 live(c?x:M $\rightarrow$ P(x)) $\equiv$ $\forall x M$. live(P(x))
4.4 live(P or Q) $\equiv$ live(P) $\&$ live(Q)
4.5 live(c?x:M $\rightarrow$ P(x) $\sqcup$ d?y:N $\rightarrow$ Q(y))
   $\equiv$ $\forall x M$. live(P(x)) $\&$ $\forall y N$. live(Q(y))
4.6 live($P \vDash_{\forall c}$) $\equiv$ live($P$)
4.7 live(P) $\&$ live(Q) $\Rightarrow$ live($P \parallel Q$)

proofs. Omitted.

The hiding operator can preserve liveness under a certain assumption - the original process will not be involved in infinite consecutive communications on the hidden channel.

Let $P$ be a process and let $b$ be a channel.

Then

$$\text{live}_b(P) = \text{df} \exists s. P \xrightarrow{s} Q \& \forall i \exists \alpha_i \& \text{ch}(\alpha_i) \in \{b, \tau\} \& \alpha^1 \alpha^2 \ldots \in \text{trace}(Q).$$
Theorem

4.8 \[ \text{live}_b(P) \iff \text{live(chan b in } P) \]

proof. Since \( s \in \infty \in \text{trace(chan b in } P) \),

iff there exists \( s_1 \overset{c_1}{\leadsto} s_2 \overset{c_2}{\leadsto} \ldots \) in \( \text{trace } (P) \) such that

\[ s_1[\tau/b] = s \quad \text{and} \quad \forall i. \ ch(c_i) \in \{b, c\}. \]

We now must face the fact that a process defined by recursion

is not always live. Can we find a syntactic restriction on recursion

which can guarantee the liveness of the defined process? The

answer is positive. However there is a variety of such restrictions,

and we prefer here to present a simple but useful one.

Let us first see some examples.

(a) \( P(p) = \text{chan } b \text{ in } (b!e \rightarrow p). \)

Since \( (b!e \rightarrow \mu p.F) \overset{b.p}{\longrightarrow} \mu p.F \) by (1.2),

\[ \text{chan } b \text{ in } (b!e \rightarrow \mu p.F) \overset{c}{\longrightarrow} (\text{chan } b \text{ in } \mu p.F) \text{ by (1.8).} \]

Then \( \mu p.F \overset{c}{\longrightarrow} (\text{chan } b \text{ in } \mu p.F) \text{ by (1.9).} \)

Thus \( (\text{chan } b \text{ in } \mu p.F) \overset{c}{\longrightarrow} \text{chan } b \text{ in } (\text{chan } b \text{ in } \mu p.F) \)

and \( (\text{chan } b \text{ in } \ldots \text{chan } b \text{ in } \mu p.F) \overset{n}{\longrightarrow} (\text{chan } b \text{ in } \ldots \text{chan } b \text{ in } \mu p.F) \)

by (1.8).

So \( \mu p.F \) is not live.

The reason for its livelock is obvious, because \( \mu p.F \) has not

got any external channel. The only possible transition of \( \mu p.F \) is

internal, so if it is to progress any longer, it must be livelocked.
Moreover why and how should we be concerned with a process which cannot communicate with its environment?

Thus it is suggested that the recursion which defines a live process must have external channels. Let F be a recursion (single or mutual). Then the external channels of F are channels specifically for external communications, never hidden or renamed in F.

\[
xch(F) = \{ c | \text{c does not occur in the hiding operator of F as a hidden channel, nor in the renaming operator of F as a renamed channel} \}.
\]

(b) \( F(p) = (c!e \rightarrow p) \lor p \)

In this recursion, F has an external channel c. But \( pp.F \) is still not live. Since \( F(pp.F) \rightarrow pp.F \) by (1.4), then \( pp.F \rightarrow pp.F \) by (1.9).

The trouble here is that one of the occurrences of p in F is not guarded by external channel c.

Hence the restriction has to be strengthened by the further requirement that the recursion which we use to define process must be externally guarded. Precisely for single recursion \( p \triangleleft F(p) \), we say that \( F(p) \) is externally guarded iff every occurrence of p in F(p) has an enclosing external guard, i.e. there exists \( G, H_1, \ldots, H_n \) and \( g_i \) such that

\[
F(p) = G(g_1 \rightarrow H_1(p), \ldots, g_n \rightarrow H_n(p)),
\]

where every \( g_i \) is an input or output command on channel of \( xch(F) \).
The definition of the externally guarded mutual recursion can be given in the following way.

For recursion $p[i:N] \triangleq F(p)$, we say that $p[i]$ is not externally guarded in $F(p)[i_j]$, if $p[i]$ occurs in $F(p)[i_j]$ without an enclosing guard of $\text{ch}(F)$.

Then $F(p)$ is externally guarded iff there is no infinite sequence $p[i_1], p[i_2], \ldots$ such that for each $j$, $p[i_{j+1}]$ is not externally guarded in $F(p)[i_j]$. (cf. p. 72, [4]).

We end this section by giving a theorem that the process defined by an externally guarded recursion is live. The proof of the theorem is only shown for single recursion. It holds for mutual recursion as well, but is more tedious.

We first need four lemmas. They are mainly proved by structural induction on the process expression, so we will not give the details of the proofs.

Let $p \triangleq F(p)$ be a single recursion concerned.

Lemma 1. For any natural number $n$ and expression $H$,

$$\text{trace}(B(p,F)) = \text{trace}(E(F^n(p,F))).$$

Proof. (1) $\text{trace}(p,F) = \text{trace}(F(p,F))$ by the definition of trace and (1.9)

(2) By structural induction on expressions, we can prove

$$\forall p,q,H. (\text{trace}(p) = \text{trace}(q)) \implies (\text{trace}(H(p)) = \text{trace}(H(q))).$$

Then the lemma follows (1) and (2) directly.
Lemma 2. If $F(p)$ is externally guarded, then

$$F(p) darrow H(p) \iff F(q) darrow H(q),$$

for any $p, q, \alpha,$ and $H$.

proof. Since $F(p)$ is externally guarded, $F(p)$ must be of the form of

$$G(g_1 H_1(p), \ldots, g_n H_n(p)),$$

where $g_i (i=1, \ldots, n)$ are guards. Then by making an induction on the structure of $G$, the lemma can be proved.

Let $\text{inch}(F)$ be the set of internal channels of $F(p)$, i.e.,

$$\text{inch}(F) = \{ c \mid c \text{ occurs in a hiding operator of } F \text{ as a hidden channel or in a renaming operator of } F \text{ as a renamed channel} \}.$$

Lemma 3. If $F(p)$ is externally guarded and $F(p) darrow H(p)$, then

$$\text{inch}(F) \supseteq \text{inch}(H).$$

proof. By the routine induction on the structure of $G$ too,

where $F(p) = G(g_1 H_1(p), \ldots, g_n H_n(p)).$

One of the corollaries of this lemma which we shall use in the proof of the desired theorem is that:

if $E_0(p) \xrightarrow{\alpha_1} H_1(p) \xrightarrow{\alpha_2} \ldots \xrightarrow{\alpha_n} H_n(p)$ and $\forall i < n. (H_i(p)$ is externally guarded), then $H_n(E_0(p))$ is externally guarded.

This is because the guards of every occurrence of $p$ in $H_n(E_0(p))$ are not less than the guards of the corresponding occurrence of $p$ in $E_0(p)$, and $\text{inch}(H_n) \subseteq \text{inch}(E_0)$ by the lemma. Thus we can prove the conclusion from the hypothesis: $E_0(p)$ is externally guarded.
Lemma 4. If

1. \( F(p) \rightarrow H(p) \),
2. \( F(p) \) is externally guarded,
and (3) \( H(p) \) is externally unguarded,

then \( \alpha \not\in \tau \).

proof. Roughly speaking, since \( F(p) \) is externally guarded, while \( H(p) \) is not, an external communication must be referred.

The rigorous proof can be given by induction on the transition rules (1.1)-(1.8).

We prove the theorem itself now.

Theorem 4.9 (single recursion)

If \( p \not\in F(p) \) is externally guarded,
and for any process \( p \), \( \text{live}(p) \rightarrow \text{live}(F(p)) \),
then \( \text{live}(pp.F) \).

proof. Suppose \((\alpha_1 \alpha_2 \ldots) \in \text{trace}(pp.F)\). Let us prove that \((\alpha_1 \alpha_2 \ldots) \) cannot take \( \tau \) as its tail.

By lemma 1, \((\alpha_1 \alpha_2 \ldots) \in \text{trace}(F(pp.F))\). Say

\[
F(pp.F) \xrightarrow{\alpha_1} H_1(pp.F) \xrightarrow{\alpha_2} H_2(pp.F) \xrightarrow{\alpha_3} \ldots
\]

If all \( E_j(p) \) is guarded, then, by lemma 2, for any \( p \)
\((\alpha_1 \alpha_2 \ldots) \in \text{trace}(F(p))\). So \((\alpha_1 \alpha_2 \ldots) \in \text{trace}(F(STOP))\).

But \( \text{live}(F(STOP)) \) by \( \text{live}(STOP) \) and \( \text{live}(p) \rightarrow \text{live}(F(p)) \),
therefore \((\alpha_1 \alpha_2 \ldots) \) is as required.
If \( \exists k \) \((\forall i < k, H_i(p) \text{ is externally guarded}) \& (H_k(p) \text{ is not externally guarded})\), then \( \alpha_k \neq \tau \) by lemma 4.

Furthermore

\[
\begin{align*}
\mathcal{F}_1^2(p) & \xrightarrow{\alpha_1} H_1(F(p)) \xrightarrow{\alpha_2} \cdots \xrightarrow{\alpha_k} H_k(F(p)) \quad \text{(by lemma 2)}
\end{align*}
\]

\( H_i(F(p)) \) \((1 \leq k)\) are guarded \quad \text{(by lemma 3)}

and \((\alpha_{k+1} \alpha_{k+2} \cdots) \in \text{trace}(H_k(p \cdot p \cdot F))\) \quad \text{(by lemma 1)}.

Say \( H_k(F(pp.F)) \xrightarrow{\alpha_{k+1}} G_1(pp.F) \xrightarrow{\alpha_{k+2}} G_2(pp.F) \xrightarrow{\alpha_{k+3}} \cdots \)

It implies \( \mathcal{F}_1^2(pp.F) \xrightarrow{\alpha_1} \cdots \xrightarrow{\alpha_{k+1}} G_1(pp.F) \xrightarrow{\alpha_{k+2}} G_2(pp.F) \xrightarrow{\alpha_{k+3}} \cdots \)

Then repeating the previous reasoning, we can get \( \alpha_m \) \((m > k)\) such that \( \alpha_m \neq \tau \).

Hence in this way we can prove that \( \forall n \exists m \), \( m > n \) \& \( \alpha_m \neq \tau \); i.e. \((\alpha_1 \alpha_2 \cdots)\) cannot take \( \tau^\infty \) as its tail.

The version of Theorem 4.9 for mutual recursion should be

Theorem 4.9 (mutual recursion).

If \( F[i:N] \triangleq F(p) \) is externally guarded,

and \( (\forall j \in N. \text{live}(F[j])) \implies (\forall j \in N. \text{live}(F(p)[j])) \),

then \( \forall j \in N. \text{live}(F[p][i:N].F)[j]) \).

We are now in a position to modify calculus- into calculus+, which takes liveness into account.
5. Calculus+ 

In this calculus \((P \text{ sat } R)\) has a stronger interpretation:

\[
(P \text{ sat } R) = \delta_r \text{ live}(P) \& \forall (s,X) \in \text{st}(P) \cdot R_{n,X} \quad \ldots \quad (I_+).
\]

Under this interpretation, for any assertion \(R\) \((P \text{ sat } R)\) implies \(\text{live}(P)\), and for no process \(P\) \((P \text{ sat } \text{false})\) holds. It is because Theorem 4 says that any livelock-free process after doing any observable action sequence can get into a stable state. Meanwhile the empty sequence \(<\>\) is an observable action sequence of every process by (1.11). Thus the stable-state-set of a live process is always nonempty. Hence \((P \text{ sat } \text{false})\) cannot hold for any \(P\) by its interpretation.

So the calculus consistent with this interpretation can be expected to prove the liveness of process, and reject the ridiculous formula \((P \text{ sat } \text{false})\) as well.

Calculus+ is obtained from Calculus- by replacing (4.8) and (4.9) by the following rules (5.8) and (5.9). But all the proofs for the consistency of the rules must use the interpretation \((I_+)\) instead. Here we only list (5.8) and (5.9) with their consistency proofs.
5.8 Hiding

Let $f$ be a total function from message strings to natural numbers, and let $\{c, \ldots, z\}$ be a finite set of channel names. Then

$$ (P \text{ sat } (R & \forall b. \text{past } \leq f(c.\text{past}, \ldots, z.\text{past}))) $$

$$ \rightarrow (\text{ (chan } b \text{ in } P) \text{ sat } \exists \text{ past. } R \left[ \frac{\delta_{b,\text{past}}}{b.\text{ready}} \right] ) . $$

proof. The only thing which we need to prove, given (3.8), is that:

$$ P \text{ sat } \#b.\text{past } \leq f(c.\text{past}, \ldots, z.\text{past}) $$

$$ \rightarrow \text{ live(chan } b \text{ in } P). $$

By (4.8), it will be enough for us to show

$$ P \text{ sat } \#b.\text{past } \leq f(c.\text{past}, \ldots, z.\text{past}) $$

$$ \rightarrow \text{ live}_b(F). $$

This last proposition can be proved by

$$ \text{ LHS } \rightarrow \forall s \in (\Sigma \cup \{-\})^*. s \in \text{ trace}(F) \rightarrow (\#b.\text{s } \leq f(c.\text{s}, \ldots, z.\text{s})) $$

(by Theorem in 4)

$$ \rightarrow \text{ live}_b(F) $$

(by def. of live$_b(F)$).

5.9 Recursion

If $p[i:N] \triangleq F(p)$ is externally guarded, then

$$ (\forall p, n. (\forall j \in N. p[j] \text{ sat } R[j] \sqsubseteq n) \Rightarrow (\forall j \in N. F(p)[j] \text{ sat } R[j] \sqsubseteq n+1)) $$

$$ \Rightarrow \forall j \in N. (p[p[i:N].F][j] \text{ sat } R[j]) . $$

proof. We only need, by (3.9), to prove that

$$ \forall j \in N. \text{ live}((p[p[i:N].F][j]) \text{ is true under these antecedents.} $$
By (4.9), this can be reduced to showing

\[(\forall j \in N. \text{live}(p[j])) \implies (\forall j \in N. \text{live}(P(p)[j]))\]This proposition is true, because \(R[j][0] \equiv \text{true}\) and
by the definition of \(P \text{ sat } R\), \(\text{live}(p[j]) \implies (p[j] \text{ sat true})\).

Thus

\[(\forall j \in N. \text{live}(p[j])) \implies (\forall j \in N. p[j] \text{ sat } R[j][0])\implies (\forall j \in N. P(p)[j] \text{ sat } R[j][1])\]  
(by the antecedent)

\implies \forall j \in N. \text{live}(P(p)[j])\]  
(by the def. of \(P \text{ sat } R\)).

5.10 Consequence

If \(R \implies S\), then

\[(P \text{ sat } R) \implies (P \text{ sat } S)\].

6. Discussion

We have presented an operational model for two variants of
Hoare's calculus, but we still do not know if there is a model for
Hoare's calculus itself. The difficulty of finding that model
seems to arise from that the predicate of past and ready variables is
not able to describe the liveness of process, while the proof rule
for recursion in Hoare's calculus has no antecedent to guarantee the
liveness of the process concerned. So in the desired model an infinite
internal transition sequence should always take a "stable" process as
its limit. One of the possible candidates of that model can be found
in [5], but unfortunately it rejects infinite hiding.
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