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A COfllT1unications iink which delivers messages in the same order 

8S they are transmItted cen be modelled abstrectly as an unbounded 

burrer. In [4, 4.2 xy a burrar is derIned es a process which I.S at 

all times ready to Input a message on Its lert channel, and (loIhenever 

possible) is ready to output on its right channel the earliest lIe9sege 

which it has 1nput but not yet output. The state or a burfer Ciln be 

identified with the aequenca s or messages Ialhich it has input but not 

yet output. Each incoming message x is added to the right hand end 

or a (to gIve s"£X»)i and eech outgoIng messaga is removed from the 

left and of s (to give s'). The velue of the message is that of the 

removed item so. The seQuence e is InItially empty (.0::: ». 

This Inrormal dascription is captured In the formal definition 

or a buffar by a syetem of mutually recursIve equations, one for each 

value of s: 

BUFrER "" BUF (.( » 

whera BUr (a) lert7x ----1> BUF«x» irs < > 

(left7x ~ BUF(s"<x» 

Or1ghtts ~ BUF(s'» ifa/<>o 

The bur fer described above can never refuse to input another 

message, 80 thara ia no upper bound on the number of messeges it can 

store wa1tlng ror dal,ivery. In contrast, II bounded burfer, when rull, 

101111 refusa to input further messages. For exeMple, a bufrer which 

can store at most one measage can ba defined by simpie recursion: 

COpy II: laft7x ~ rightlx ~ COpy 



A buffer i5 a" e:o:amr1e of a ripe, 1.E'., a ,HOCE'SS with a single 

input (narnel a" the left and a singie output cha"nel un the right. 

fI pair of pipes P aCid L.l can bEl assemblad Illtu a ;Jif~ql" lonqpr pipe 

(p,». U} b'l ccr'n~cti I'q t~{1 rlq~It channtll of P to :r"S left channel of Ll. 

so thrJt all lliee'rJqli~ o'Jt.put by P artl slmult"n8nti,,11' lntJuL by Lj and 

vice IJ8r~". Jt">l?se internal mes!';~ges are cc"r:e<l!ec. so that (I,)::>;l) 

is also a pipp. 111 which all a.tarnal 1nput g[le~ t:J P and ail e.ternai 

output co~s from Ll. 

The a1gebr.)jc; properties of pipes in gp.nera1 and buffprs in 

prJrt!cular ara in\!8stigated in /;;, 4.f]. ror a d8~igner of communications 

serIJic{ls, the mO:Jt importarJt properties are ttlat tJuffers can \!aiid1y be 

composed In serle~ hy ttle chain1ng operetor » 

BUf rlll	 RurrLR »' coro'(
 

cun» PurrER
 

BurrtR »(lUr rER
 

In this paper 1&Ip. ~!1al1 e.tend these results to a different kind of 

comrnunicaticr" sarvice. namely one wllich may non-detarministicailly 

reorder trE! "'e'!lsrlge'!l before delivery. Such a service Cijrl be mod{liled 

abstractly as a bag {sometima~ known as a collection or muiti98t, 

beceuse eecll member may appear in it more than nf'ce). Like , buffer, , 
beg ls at all ti~e~ wliling to input a mas~age on its left channel. 

Whenaver the ~ag i'!l non-a~ty. it ia preparad to output ~ of its 

storad JYla">sagss on the rigllt channeL Tha choice of message for output 

is made non-ceterministita1iy by the operator n , wllich ~elects an 
y<t 

arbltrary member y from a beg t. Thua a beg can be defined in a manner 

'!Iirni1ar to the Durfer, using tre variabie t to stand for the ba9 of 

valuea which hava baen input but not yet output: 



BAG. B( 0 ) 

8(t) = left7x ----?' B('(it) if t = V 

1.ft7. ----7 B('0 \..><» 

O(n
ye' 

rightly ~ B(' U (Vll if'l V 

whera o is the empty bag 

o is the bag containing only x 

o U are bag addition Bind subtraction 

For a desIgnsr of communication services, it is an important fact 

that bage enjoy tha IIl1ma lligebraic properties as those quoted above 

for bufrers. so t hat they can be validly composed in saries with ott-er 

bags or vith bufrere 

BAG	 BAG »COpy COPY» BAG
 

BAG» BUFFER BurFER ')') BAG
 

BAG» SA G 

furthermore, aince II bag ie non-delerministic, it ia 

poseibla for the non-deterministic choice a1"'8y5 to fall on the longest 

walting message. and in this CBge II bag can behave exactly like B 

burrer. This mBBnll that a buffer Is a perfectly valid implementillion of 

III bag. or more formally 

BAG F;;;;; BUnTA. 

frOIn the implemElntor'lII point of view. the most important distinction 

between buffers and bags illl that baga can be cOlllposed not only in series 

but also in par aile 1 with other baglll and with buffera. Paraliel 

c:ofJlpoaitlon in this case ia rapresented by the interleaving operator III 
[i. 3.g, whic:h parlllita arbitrary interleaving of ectiona FroW! ita two 



..
 
operands. 50 consider the process (BAG III BAG). Each me9B898 1t 

inpute is gtared by ona of 1ts tlolO operands, W8 knC\IJ not which. 

Each II"essaga it outputs 19 output by one of the operand!!, loiS know 

not which. But 1019 do know that each message output has been previously 

input ami 101111 not be output again. Thus the pair of bags behaves 

like a single bag, end it makes no difference which of the pair has 

actually carried each rneaS99Q. Thus we informally justify the 1alol 

BAG: BAG BAGIII 

Other 1e..,& w1th similar justlfication are: 

BAG. BAG COPYIII 
BAG BUffERIII 

The algebraic 111110/8 quoted above are clearly on69 which we lIIould 

like to be true. It 111 the purpose of this paper to supply the 

necessary proofs. It 1s 8n equally important objectivB that these 

prooflll should USB eilllple lIIethods such a9 algabraic calculat1on, IIIhlch 

cBn bB Bpplled more generally to proofs of more comp1lcated theorems 

nBeded for tha des1gn of euccBssful protocols. Accord1ngly, the next 

section of thB papBr 1e de\/otad to quoting end expla1ning the relevant 

proof lIlathodl and algebraic propertie9 of tha operators in USB. Many 

of thase will be found ThB proofs of the theorams Bra postponBdin r4.]. 
to the third sBctlon. A f1nB1 eectlen 19 devoted to a comparison of 

our treetment with t!;Je or1g1nBl trBatmBnt of [1J, which is based on an 

algebraic \/Braion of CC5 t Bnd which inep1rBd us to work on the current 

peper. 



5. 

2. Proof method 

A general met hod of proving equations and Inequations in 

Communicating Sequential Processes la to reduce each side to the 

same standard form. The standerd form is a guarded expression defining 

a process by mutual recursIon, end not containing parallel combinators. 

The theorem of unique solutions foc guarded recursion then completes 

the proof. The reduction to standard form is achieved by symbolic 

BJl:9cutlon of input and output commands, which can be formally justified 

by appeal to the relevant algebraic laws. The algebraic calculation is 

911ghtly simpl!' led by introduction of some new compact but complicated 

nolations. These Bre BJl:plelned informally in SBCtion 2.1, and defined 

I"ormally In terms of the more femiliar operators of LV. Section 2.2 

iists the standerd algabreic properties of the new oper"tors, and proves 

them from their definitions. Saction 2.3 gives the rather more 

complicated laws ... hich are actually uaed in symbolic axecution of 

eJl:prasslons denoting pipss. Thase laws are strong enough to reduce 

ell well-ctafined pipes to a etanderd guarded form, in ~hich the parallel 

combinetors » and III are pushad as far inward as possible. fhia 

givE!s confidence that the lews are strong enough for 1111 practical 

purposes. llIe wl1i SSVIII IIIpace by omitting the channei 'ieftl and lright' 

frolll input IIInd output cDlIIIIIandlll. 

2.1 Composite choice 

The technique '-18 shaii use for proving equations in the relit of 

thia paper ia simpiy based on slgebraic calculations, which in prectice 

alllounts to no more than eymboiic eJl:ecution of input end output commends. 

In order to reduce the siZe of calculetions end the number of 18'-1e 

needed, we introduce severai composite choice operators. 



6. 

If P and Q BCB processes, the prOCEt5S P ~lJ 19 formally defined 

P ':>0 (p\\o)"o (or equivalently. (p n (.I) U 0) 

The cQ'"Po,91te choice ~ arls89 naturally from concealment of 

internal event!!. rOI" instance, the follow1ng law describes the behaviour 

of a pipe P» 0 "'han P i.'J ready for both exlernal cQlII'I1unicatlon end 

internal cOllllllunlceUon, but l.l 1s only Io/l111ng to accept messages from P 

[4, 4.9, I.e., 

if P (7x ~Pl(x) n :e ~P2)z, 

and Q '" (7.-: ~ 01 (x» 

then P»[J '" (7x~(P1(x»)o[J))~{P2>')Q1(e)). 

Tha bfl operand of ~ deals with the CSSS "'hen the exlernal 

connunlcation OCCUr-II flret, Bnd the right operand describes ",hat happens 

after the concealed COlIImunlcatlon. That is .... hy an 9syrnnetri c operator 

ts needed. 

lila shall USB an infill notatlon fo(' conditions. If b 19 a boolean 

exprBs!IIion 

P f b -I­ 0 P 1 r b is true 

o If b i9 falge 

Note that 

(P1n P2)1bi(Ql r:a2) (p, -j: bf 0') n (P2 {bt02) 

Proof: consider the casell thet b ia true end false. 

5I.l!ar!y 

(p, (l P2lfb} (0 GQ2) (PI fbt01) G (P2-fb}02).
' 
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let b be a boo lean ElJ(prs9sion. and 5 be e set. rt1e guarded sat 

b & 5 is defined 

b • S S-fb:j.O 

where 0 is the empty set. 

Silllilarly, if P is a procen we define 

b • P ptbt sTOP
 

Another composite operator is denoted ill let P be a procBss,

,d 

and [a(y) Iyet1 e sst of processes, The process P ITl a(y) is defined 
,<t 

b, 

p mQ(,) P*. .31+ (p [] n Q(,))
,0 ,ott 

where 0 is the empt y set. 

Thus a ba9 can be radar ined from section 11 

BAG • 8(U) 

8(t) = (7. ~8(t8G)) m(l, ~8(tBW)
 
YEt
 

Let P be a process, and [a()') l Y€Sl • set of proCBl!lS89. The 

process P "S\ Q(.,.) is defined in the same way 85 [fl , but using ~ in 
,~t ,~ l 

place of 0 . 

P ~ 0 t (p'\::" n Q(,)Q(,j P+l -

'Eel ,Eel
 

An i",,"lBdiale advantage of the notations ITl Bnd ~ 15 that they 
, ~l '<l 

Bnable us to reduce all well-defined pipes to 8 standard farM, 89 shown 

in sectIon 2.:3. 
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2.2 la..s of cOlllposite choice 

Th!s section Is devoted to quoting and explaining algebraic
 

properties of the operators 1n Use, which aro based on the following
 

basic laws presentod in LV.
 

(1)	 La... ! of nondeterminismfi., 3.y
 

n is idempotent, syllllletric end lIssociative.
 

(2) laws of' ganoral choice 14, 3.il 

The general choice operator 0 enjoys algebraic proper ties similar 

to n .. It 18 idempotent, sy""'etrlc, a990ciative and distributes 

through n STOP is the unit or 0 Moreover n distributeD 

through 0 

A consequence of' the last distributlvity principle is that a Is 

lIlore deterlllinistic then n this 1s li!l(preased In the closure lew 

l1A (Closure) 

P n Q pnt.!M(pOo) 

Proof': RHS (p n Q n p) 0 (p n Q n Q) n distributes through G 

LHS properties of n 

The follow1ng lemmas 101111 be used llMl8d1ate1y 

(.) STOP n (q 0 R) STOP nan R n (u GR) 

(0) STOP n (q 0 R) STOP n Q n (Q 0 RJ 



I
 
Proof: (a) lHS = (STOP n Q) O<STDP n R) n distributes throu9h 0 

9. 

" (STOpGSTDP)n(o[JSTDP)n(STDP[JR)n(oIlR) 

Gdistributes through n 

RHS ois Ide~otent 

(b) RHS Q n(STDPn~G~ properties of n 

LHS	 by (a) twice 

and properties of n 

The fundamental convexity law for nand 0 follOllls directly 

(rei'll the lemmas 

II B (Convex! ty) 

(B) pn(p 0011 R) pn(p [Jo)n(pll R)n(pD 0 GR) 

(b) pn(p 0 0 GR) pn(p llo)n(pGo flR) 

Proof: (a) lHS P[j(STDPn(o DR» odistributee throu9h n 

and has unit STOP 

pDcsTOP nonA n(Q [] R» lemma (a) 

RHS 0 distributes through n 

(b) similar 

The clOsure and convexity laws generalise to any finite nUIl'DBt' of 

operands. let T be B finite nonB'"Pty family of sets end let J' be 

an enlarged r81\'1i Iy such that. ":f 52 J' 

Bnd 'iT <::)'. o:J U'E: ':T. U <:T <: Ucy 

Thus c:J' contains only sets which 111' between a set. of c.r- end lhe union of 

ell stile In :r- . 

n (0 P,l n (0 P,)
h;J" tE-T leT td 
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The ccnvelll closure or ~ is the laq;lBsl rS/IIily satisfying the conditions 

• 
or ":T given above. 

Any BlIIpression 11'1 the operators nand G can be expanded to 8 

normal rorlll 

TQ, 
tET 

o P t 

.
 
In which 'J'"" 1s its own convalt closure. This method can be used to 

prove Illost or the theorelllB in this aBetion. 

ldhBn Pend 0 have the same initial evei'll. (p nQ) dageneralollll to 

nondeterMinistic choice fl, 3.2.],]: 

L2 (e ~R) 0 (e ~S) (e ~ RJ n (e ~S) 

(3) Laws Dr ~ fl, 3.2.i]
 

L3 The prerixing operator ~ dietr Ibutes through n
 

(Xl. ~ (p(x) n "(x») ( ... ~ pIx»~ n (Xl8 ~ "(x» 

prOVided 8 i, r1nlte. 

Generalisation 

I r both 8 end Care rinite, than
 

(x,. ~ p(x» n<..,c ~ "(x» (Xl. ~ R(x» n (XlC ~ R(X»
 

..twr. R(x) pIx) n "(x) x£ eO c 

pIx) x«: B-C 

"(x) x E C-8 
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L6 P'\::,.(O~R) • (P~O)~R. 

P,oof, LHS • P~ «0 0 R) n R) def of ~ 

• (P'\,(oO R))n (P'\, R) \;~ distributes through n 

(PO 0 OR) n(oO R)n(pO R)nR def of ~ 

(POOOR)n(aOR)nR lalll of con\lBxi ty 

«p'(,o)O R)n R o distributes thr-ough n 

RHS der of ~ 

L7 ~ also distributes through 0 

(a) (P,OP2)'(,0 (P1~0) 0 (P2'(,0) 

(b) P~(01002)	 (p"",,)O (P'\02) 

Proof: (a) lHS:::	 {P1D P20 Q)no der of ~ 

{P1Dp2DGl),,(Pl0Q)n(P2Do)no la"" of convexity 

«P1 00)r,Q) 0 «P2[]O)nQ) [1 distributes through n 

~ RHS	 def of ~ 

(b) Similar- to	 (e) • .. 
AI! expected. 0 and n distribute through ~ 

LB (p~a)OR .	 (pO R)'\:,. (aD R) 

Proof: LHS.	 ((PO o)no)O R def of ~ 

(pOODR)n(OOR) 0 dlstr ibute9 thrDugh n 

RHS der of ~ 
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L9	 (""'a)nR (pnR) ~(a nR) 

Proof: LHS	 (pDa)nanR der of ~ 

«pnR) G(anR» n a '1R n is idempotent and 

dlstr ibutes through 0 

AHS	 der of ~ 

furthermore. STOP is the Ieft-unit of ~ • 

LlO	 SHJP~ a ::= Q 

Proof: LHS	 (STopOa)na def of ~ 

ana STOP Is the unit of 0 

RHS n is idempotent 

finally 101'9 gIve an expansion theorslIl for ~ , where the argulIIents 

arB expressed in terms of general choice. 

L11	 let P = ( ... ---" p(x)) 

and a . ( .. e ---"a(x» 

If both 8 end C are finite, then 

P,\:> a n RS· Cc;Ss..(sVC) 

where ~5 = ( .. 5 ---"R(x» 

and R(x) · p(x) n a(x) x~B(\C 

·p(x) xE. 8-C 

· Q(x) xE; C-B 

Proof: lHS	 « ... ~ p(x}) 0(.. e ~ Q(x))) '1( .. e ~ a(x» der of ~ 

(... Ue ~R(x» n (..e ~R(x)) property of -:;. 

RHS lelO of convexity 
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(5) Laws of m 
y<5 

m1s distributive and associative. 
y.5 

L12 (a) (P1np2) ffi q(y) = (PI IDs q(y)) n (P2 mq(y))
Y£ 5 y£ yf. 5 

(b) P rn (a'(y)nq2(y)) .'P IDs q1(y»)n(p m q2(y»
yES yEo y~~ 

Proof: (,) LH5 = (plnP2)~5=0t«p1np2)D n q(y)) da' 0' []1511 ytiS y£ 

(Plnp2){.s=0-!"«p1D n a(y»)n(P2D n a(y))-r yES yE 5 

o dis tributes through n 

"" RHS der of ffi and property
s 

y< o"! bot 

(b) Similar to (a). 

L13 (p []15'(y)) (Jl5 R(,) = P III (a(,) III R(,))
yti zE y€-S ZE:S 

Proof: Case 1. 5 • 0 

LHS '" P y~5 O(y) de' of m 
"0 

. P de' of m 
,'0 

= RH5 de' of Oloy< 

Case 2. 5 ~ 0 

LH5 = (p 0 n a(,) 0 n R(,) de' of m 
y£5 z£5 ,<5 

pO(, ':Is 0 (,)0 n R(,j) the associative law of 
. y z£5 0 

pay~ (0(,) a,':1 R(,») odistributee through n. 

p[] J:15 (0(,) '~5 R(,)) de' of m 
,,5 

. RH5 de' of ITl 
" s 
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Generalisstion 

(p [fl5 o(y» tnT R(,) = P [fls(O(y) [JlT R(,» pl'ovided that 5 ,",0 ::::!)o T .. Q
y€ Z E y(. z~ 

Proof; Similar to l1.3. 

L14 
y.
(]ls d19tributel!!l left through [l. 

(Pl0P2) Gl o(y) • (Pl en o(y» [](P2 en o(y))
yes yCS y~ 

Proof: LHS = (Pl OP2) f5' at «P'OP2)[] n o(y)) def of Cf1
YE~ Yf s 

• (p, 0 P2) f-s. a t «PIOns o(y» 0(P2 0 n. o(y»)
yG y 5 

a ill idempotent and assoc­
iative 

= RHS property of {bt lind def or m 
y<5 

us n d19tributelll through ITl 
ytS
 

(p \fl o(y)) n R • (pnR) rn (o(y) n R)

yf5 yloS 

P['oof: LHS • (P{:s. ohpon O(y))nR def 0' m
y€S yt.s 

(pnR) {-s • o't «pO n O(y)) n R)
Y'~ 

n distributes through ·Pt 
_ RHS n d1etribut88 through o 

U6 o elsa distdbutBe through [Jl 
y<S
 

(p m O(y» aR • (p OR) [)ls (o(y)O R)

yf s yi. 

Proof: Similar to l4.
 

L11 If t 1. nonempty, then
 

P ITl o(y) • n (p [JO(y»
ye' Y<' 

Proof, LHS. P 0 ( n o(y) def of [Jl 
ye' y•• 

n ... _.. _0..... __ .....~.~'" n 



". 

L1S P \0.(0 m R(y)) = (p"O) 01 R(y)y"!S yE..5 

Proof: LH5 (p 0(0 In R(y» n (0 f,ls R(y» der or ~ 

«pOo)no) {.S = a:}- «pOoOyQ R(y» n (o0r.s R(y» 

der of [Jls
y' 

(P,,"O)-\'-S = at «p"o) 0 Ds R(y» the distributive 13101 of 0 

RHS de'" of m
YES 

rinally, ~B have an Dxpansion theorem for ~ 

L19 Let P= (PL []\ PR(y»
yES 

and o.z rn(Ol i<l QR(y» 

If 5£r, and IJR(y)!::PR(y) for all y€.S, then 

P\O.o • «PL,,"OL) [Jl OR(y»
YET 

Proof: C8911 1. 5 '" 0 

LHS=PL~Q	 der of m
,"a 

'" RHS	 L1S of myes 

CUB 2. 5 I 0
 

lHS", n n (PLOOL UPR(y)OOR(,)) n n (OLGOR(,)
yES ztt H.	T 

the distributive la~ or 0 

. n n, «PLOOL[JPR(y)OOR(,))n(OLDOR(,))n(PLOOLOOR(.)))
yE. s zit 

lalll of convexi ty 

. n n «PLOOCOPR(y)OOR(,))n	 (OL[JOR(,»
ye5 z£r 

n (PLDod] OR(y)O OR(,» n (PLQ aLD ORr,))) 

1<'1101 of ~onve)ll;lty and since 5 ~ T 

- n n «PLOOLOOR(.» n(OLOOR(,)))
yiS z€T 

hw of convexity anj since QR(y)l§:PR(y) 

,. RH5 
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2~3 Properties of	 nondeterministic pipes 

The IntroductJ.on of boolasn guerda and the cDlIlposite choice
 

operator m 101111 reduce the number of laws needed to describe
 
y<5 

behavIour of nondeterlllinistic pipes,	 sinCe they permit ail pipes to 

be expressed In the standard form 

(b'" 7)( ~Pl()(»	 m (ty----?-P2(y»
 
y<5
 

The speciel case ",hen 8 pipe cannot initially input is dealt with by 

setting b = felse.. If it 1s not ready to output, then 5 15 lIet to D. 

for the deadlocked	 pipe STOP, both b :: false end 5 = O. 

Now W8 cen give en expansion theorem for chaining of nondeterlllinistic 

pipes. 

l20 let P,., (bl	 '" 7x ~Pl(x» []l Uv ~P2(y» 
y<S 

end Q .. (cl & 7)( ~lJl()(» mOv ~l.l2(y» 
y<T 

Then P :»Q R \S\ w(y) 
y£.el&S 

IIIhere R _ (bl & 7x~(P1()()~>Q»	 m(!y..........:,.(P~>Q2(y») 
yET 

and • (y) .2(y) >~Ql(y) 

The definition of, R says that p >')Q mey engage in en external 

co",,"unicetion if either P or 0 (or both) does. When both ere ready 

to cOlllnunlcate with each other, then the internal cOllllllooication takes 

place, end tha choice alllong the IlIEIseeges being tranSlIlitted from P to Q 

is left unspecified. In this el.btle cese, the behaviour of P :»0 is 

stated by L20 to be the cOlllpos1te choice R '\S"\ 11/ (y). 
ye.c1 & 5 
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Simple special cases of this law ace given b!!low. They ace best 

remembered as examples of aymbollc axecution of input and output 

commands. 

(a) when P "" (?x """"'P1(x)) ITl (!y ~P2(y» and U = (?x. ~Ul(x» 
yeS 

p» lJ (7' --,>(P1(,)>> 0)) 'S\. (.2(y»>U'(y») 
y< S 

(b) w~nP=(7x-":;'Pl(X»m(~Y---::'P2(y» and U=(~z~R) 
yO 

p:>') U {7x --'> (P1(x)"o) \l (" ~ (P»") 

(c) whenP"" (?x4P1(x» and 0=(?x-":;'U1(x») 

P.» 0 = 7x """;'(p(x) ,,>U) 

(d) when P == Ul 4R) and U (7x ~ U1 (x» 

P :» U '" R >') 01 (z) 

(e) when p ... (7x ~Pl(x» and U '" (7x ~Ul(x» m(!y -::'U2(y» 
y 6. T 

P'> 0 • (7' ~Pl('»" U) ITl (ly --'> (p» 02(y») 
yO 

(r)	 when p", (ll -?oR) and O' (7x ~01(x» m('y ~02(y») 
Y<T 

P:lo>Q "" n (ly .~(p» 02(y»i~(R>'>Ql(Z» 
r- T 

Proof: gee appendix. 
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r
 
The expansion theorem foe interleaving of pipes is 

L21 let P (b1 &: 1)( ~Pl{x» [fl (!y ~P2(y)) 
y~S 

and Q (e1 6. ?}(, ~ ll1(x» ill (:z ~Q2(z». 
'0 

Then P III 0 = (bl • ?x --'> (Pl(x) 1110) 

\] ,1 • ?x ---? (p III 01(x» 

mly ~ (P2(y) 1110) 
y<S 

m I' --'> (p III 02(d» 
,<1 

Proof: sea appandix. 

finally, 1019 heve an Bxpansion theorem foc the l:o"lJ0sitel:hoice of pipes. 

Ln let P == (bl 6. 7)( --':;Pl(x» ITl (:y '-:;"P2(y» 
y£S 

and U = (7)1; ........ Ql(x» (Jl (:y ~ Q2(y»
 
yO 

If S~T. then 

P \I,. 0 (?x ~"'(x)) [fl Oy --,>R2(y» 
yO 

where Rl (x) (pl(x)nOl(x» {bl:\- 01(x) 

and R2(y) (p2(y)n 02(y» ..t-y.st 02(y) 

Proof; lHS :z: «b1 4' 7'1< ~Rl()(» ill (~y ~R2(y» 
yES 

'\-.«?X ~"'(x» mOy --'>"2(y») 
y<T 

property or ~ 

«b1 • ?x ~ Rl(x»~(7x --'> "'(x»)) 

Ul (ly --,>Rl(y»
y<:T 

the e)l;panl!lion theorem of ~ 

RHS 
both 0 end n ac. idempotent, 
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3.	 Properties of BAG 

In this section liIe 9holo/ that BAG enjoys 8 sst of algebraic 

properties quoted in Section 1. The proofs are based on pure algebraic 

transformation and the uniqua fixed point theorem. 

3.1	 Composition in series 

This subsection is devoted to showing the following results 

BAG"" BAG >"> COpy"" COpy) BAG 

BAG >'> BUFFER = BUFFER >'> BAG 

BAG '>'> BAG 

We shall uSB the definition of BAG gillen 1n section 2.1. 

The following properties of bags will be u!IIad in the later proofs. 

(e)	 H y£ t, then 

t t:JW't00 t G)\.ii8(V 

(b) HYEl,lhen 

(t 8timv(' C:JG) t to 9. 

(e) t G • \J ~ (t • GJ A. UJ V (t. VA.·LV) 

Readers will noUce that the introduction of cOlllposlte choices ~ 

and	 Gl Is e great help 1n reducing the elZB of celculat1ons. Tha 
y<S 

laws	 of cClIllpoelte Choice playa key role in 9impllfying the proofs. 

r lr9t	 IIIe ehow that BAG can bs composed in serIes witP, COPY, 
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lemma 1
 

let t denote e nonempty bag, then for any y £. t
 

(a(t)>> COPY) £ a(t GJ(ij) n(ly ----'> COPY) 

Proof, LHS = (1x~l(tlV~)>>COPY)\S\ (a(b\':)10»>(,y --?COPY» 
y<ct 

expansion of >') case (a) 

[; n (a(b 8C:!J)>>(%y 4copy» der of ~ 
y<ty"t 

r;;;: RHS	 der of n 

This	 lemma IIIL11 be used in the form 

LHS n	 RHS IE lHS 

Theorem 1 

BAG >'>COPY "" BAG 

Proof: for any bag t we der lne 

A( t) .., B( t) » copy 

By taking t ., 'V we obtain 

A{U) = BAG >') COPY 

lIIe intend to show that the processes A( t} and B( t) l'IIeet the 88me 

gUllrded mutually recursive equatLons. There ara two cases: 

(0)	 t. U 

A(U) any) >)[OPY d.f of A(V) 

• ,. -+ (a(19) >>COPY) expansion of)'> cass (e) 

• ,. ----,)A(@)	 de' of A('(y) 



:n ~ 

(1) t i9" nonempty 

A(t) = (? ---7 B(t GJZ!0) m'y ---7B(t l:JW»»(1y --> ('y --'> copy»
 
y<et
 

def A. B and COPY 

(1. --> (B( t (jW) »COPY» 'is\. (B( t 8(0) »(!y --+ COPY» 
y£t 

eJCpansion of » C89"e (8) 

n (?x ---7(8(t\jGJ)>>COPY)~8(tt::lZV) »(.y ---+COPY» 
yEt 

!linee t is nonelPlpty end ~dlstributss 
through n 

n(1x --> (8(t GJGJ) >)[OPY) 
y<t 

'\.',.(?x ~ (8(t l:JW0(9) »(!y ~ COPY» 

\) ,y --> (8(t VW)>> COPY») 

e)l(pen,ion 01» case (b) 

n (?x --'> «8(t lfGJ)>>COPY)n(8(t t::lCiJ0(V)>>('y _COPY)) 
y~t 

o'y ~ (8(t V(V)>> COPY») 

e)l(penelon of the composite choiCe 
of pipes cese (e) 

n (1. ---;. A( t B" 8) [\ 'y ~ A(t Gi(0») 
y £.t 

def A, lemma 1 and proparty (8) of bag~ 

• (1. ---7A(t 80) [Jl ,y~A(tGfyl»
yH \V 

since t la nona"'Pty and G distributllll through n ~ 

Oxford University 
Computing t..aboratory 
ProG,"O'ming Research Group-Ubrary 
8- i 1 Yeble r.:;~.ad 
Oxlord Ox·, cJrJD 
r)xf0rr (n""t.;~\ '),~ 141 
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Combining these re!llults we conclude that for any beg t 

A(t)	 = Bit) 

by the uniQue fixed po).nt 'theorem. By taking t "" .() ... a complete the
 

proof.
 

NOId we give a proof of the equality 

BAG »BAG = BAG 

lelTll18 2 

If t is a none~ty bag, t~en for any y(t
 

(8(t)>> 8(.» >; (8 (t t.=J (V) »8('!.j (v»
 

p.roor~ S.l.III11ar to lemma'. 

lemme :3 

8(U»>8(v), (7. ~8(uUJ0».(v) 

y~}y ..... (B(u)".(vtJtJ)l{y,";t8(u U(j)»8(v ») 

Proo'l 8y induction on the size of t"e beg u 

(D)	 u = V 

lHS = (7...... B(l.!r)>>8( v» m(!y -i>8{V»>.( v 8W))
ytv 

Bxpan!lion of >"> csse (e) 
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(') A98UIII9 that the conclusion Is true when the size of u Is m. 

Now let uS 8.1tElmlne the case when	 the stUI of u 19 111+1. 

lH5 = (1' ~ (B(u (8)>>B('»	 Ul ly ~ (B(u»> B(, l:JG:)))) 
y" 

~(B(U 80)>> B(, I.!J(:.J)) 
",u 

expansion of '>'> 

= n «1' --!> (O(u (8)>>B(')) mly ~ (B(u»>B(, 130]») 
Z!£U	 yl£.v 

~ (B( uB(Jl >'> B(, \..+1\.1»)) 

since u Is nonsmpty and ~ distributB9 throu9h n 

n «1, ~ (B(u 08) »0(,» lIl,y -,)0 (B(u) »B(, C:J(V ») 
l£U	 y~ 

~(1' ~ (B(u 8ZV00l >,>B(, 00» 

Ul 'y ~«B(ul:JCVl»B('ZVCV8(J))fy "GJ0-}
Y~u'C!f\l 

(B(u G0C:J(V) >'>B(, GrW»» 

the inductive hypothesis and property (b) or bag 

n (?, ~ «B(u G!GJ!»B(,))n(B(u 800&»>0(, "Gl(V») 
«u 

ITl ly,~ «B(u»>B(, (3GJ» t yO t( (B(u 0(V) »B(,)) 
YiE" u0\1 ' 

4-y. ':t(B(u 13(!JC:JtiJ)>> B(, GJCY »») 

expansion or ~ 
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It is easy to calculate that 

A(V) 7x -----? B(15} »BAG by taking u'" II :::U in lemma 3 

7x -7 A(IV) dar of A 

end A(t) (?x ->(8(t l.:l0 )>>8AG)~n :y -">(8(t Z=JW»)8AGJ) 

by taking \I =U in lEjJMla :3 

(?x--?A(t~0)D ~t :Y~A(tCJW)) 
dar of A and m 

y<t 

r.om the unique rixed point theorem it follows that for any beg t 

A(t) : 8«) 

8y taking t U , IolB have 

BAG >'>'8AG '(D) 8(t!) 8AG 

Similerly we can prolle 

Theoralll 3 

BAG >"> BurF ER = BAG 

finally let us explore another property of BAG: 

copy» BAG = BAG 

lemma 4 

(ly --? COPY)>> B(t) COpy» 8( t ZV'\D') 

This lemme elates that though aCt) 15 willing to output 111899ages On ita 

right chaMaI, it does not ••ttar l' thB internal cDlnlIIUl11cation between 

two operands takes place rint; end the 111888ege y 1e transmitted to a(t). 
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Proof;	 By induction on the BiZ8 of the beg t. 

(0)	 t = V 

LHS COPY»8(W) E1xpanslon of » caee (d) 

(1) Assume that the conclusion 1s true when the eiz8 of tis m. Then, 

for any bag t wi th s1 ZEI m+1 we helle 

LHS = (n :, ~(:y ~COPY)>>8(t 0"'»'\::,.(COPY>~8(t 0l.V»ut I.::J 

expansion of >') csse (r) 

= (Q :, ~COPY»8(tl..=J"lj00»R.(COPY>~8(t ~\!J» 

the indue tille hypothesis 

= (IJt :' ~COPY»8(t l:f1EM{j"») 

~(7X ~(Ox ~COPY»>8(t ~(6» m :, ~COPY>'8(t0WBl:5 )) 
,.t ljlrl 

8xpaneion of » C8S8 (e) 

• (7x --"(Ox -l>COPy»,8(t 1.~:H6» [J\ :, ~(cor'Y»8(t0\6\.:J~ ») 
"t~M	 expen.lon or the c0"'P09ih 

choice of pip•• 8nd property 
(a)	 or bag 

• COpy"	 8( t 0ZV ) 
8xpendon 0" y> cee. (.) 

ThEiorem 4 

COPY '>")BAG BAGE 

Proof: Define A{t):::: ClJPY>,> 8(1) for any bag t. Then we have 

A(U) '" COPY::>') BAG der or A 

'"' 71{ ~Ox ~COpy»:> BAG) 8xpandon or» cae. (e) 

7x ~A(0) lemma	 4 end der of A. 
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and A(t) (7x ----). flx -'HOPY»>B{t) [1t :, -4 COpy» B(t \:;1(6» 

8."."a10" 01' >'> ca.. (.) 

(7x ----;> A(t '0'0lG Q !, ~ A(t \.:Hxf» 
lemma 4	 and der m,<t 

which lrnpl199 that A(t) "" 8(t) by the unique fhed point theorem. 

1n partlcular, by laldng t =1.1 we ri.,ilith the proof 

Theorem	 5 

BUffER >') BAG "" BAG 

Proof:	 Similar to theorem 4~ 

3.2 Composition in parallel 

Bage can be composed not only in series as shown in Section 3.1, 

but abo 1n perellel with bSl;Js and with buffers. In this Bubsection 

w. shell	 prove that 

BAG :	 BAG III COpy
 

BAG 11\ BUffER
 

BAG \1\ BAG 

As in the previous subsectlon, both sides of the equetlan will be 

reduced to guarded mutually recursive Bxpressions forllll.Jlatllld 1n terms 

of primitivB operators. The only subtle point is to choose the 

appropriate peaceeses A(t). 

first let uS show that 

BAG ""	 BAG \\l BAG 
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LSlMla 5 

B(u)II\B(v) • (7<--,>(B(ulj\§)\\\B( V)T1B(u)iIlS( v 1§\.><5»)) 

ITl (l, ~B(u) iii B( v \..-5\:5» 
«v 

m(lY---'>B(U\.:)"W)\\\ B(v) 
y<U 

Proof, LHS. (7< -+B(u"01j) H\ B( v») 

II (7< -+ B(u) IIIB(v 0~5)) 

III (l, -7B(u) (II B(v ·'-'7,1»
lE.. \1 t..=J \V 

IT1 (ly -+B(u I.::JZV) 1\\ B( v)) £Ill.panaion of III 
y"u 

=- RHS	 property of 0 

Theorem	 6 

BAG \11 BAG = BAG 

Proof I	 for e.ny bag t, illS de' ins 

A(t) =	 ug =t (B(u)\I\B(V)) 

A(V) •	 BAG 11\ BAG def of A and BAG
 

(7< --'> «B(\!)") III BAG) n (BAG 1\\ B«(9»» lemma 5
 

II: 7x ~ A(1!J) der of A and property (c) of 
bag. 

A(t) -	 0 ((7< -+B(ul:!f1!J)II\B(v) nB(u) IIIB( v 0l!0))
U~\1 .t 

(fl(l, -+B(u) \\\ B( v 8 7 ,1»
lE,.V	 \.:J 

ITl (ly -+B(u t:Fy') \1\ B( v))
YE.-U \!.J 

lemma 5 
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,~= t I(?< ~ ,Q.t(IBI'Mlj) HI B(, ))n(B(u) III B(' B"0 » J) 

ill I', ~ lu~It IB(,) il\ BI' G~»)n)~ttIB('B0)U\l(,»)) 
,., "u 

~ I ly --t (,C:.tIB(, \:::51.0 JiIlBI'») nuQ=t IB(,) \II BI' 8(0)))) 
y€.u yE.V 

property or ---7 

17< ~Alt 00)) ~t (!y ~Alq.:H:6)) 
def of A and since n is 

idempotent 

By the uniQue r!;o:;ed point theorem lila conclude that 

Alt) = B(t) for any bag t 

When t :. V lola obtain the conclusion 

lalYllllB 6 

Blt)I\\(:. ~COP') = 17< ~"It 01.'0)\1\('. ~COp,) 

0,. ~Blt)11I COP,) 

ITl "~ (Bit \..;lW) III (:. ~Cop,»)y.t 
Proof: Silllilar to lemma 5. 

lerm'la 7 

B(t) III COP, = (7. --;>«Blt 00)l\\cop,)n(Blt)\\\ ('< -'> COPY»» 

~t(:y ~B(t \.::J\.r.J )\\\COP')) 

Proof: Similar to lemma 5. 
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TheoC9l'1l 7 

BAG 1\1 COpy '" BAG 

Proor: We darine 

A(V) • BAG III COpy 

and A( t) (B(t)11J cOPYln (n B(t BlV) 1\\ (ly ---4> COPY))
r<t 

Then 9i~ilBr to theorem 6. we ha¥e 

A("OI. (?X-7«B8)lllcoPy)n(BAGIII(lx""""'cOPY)))) i.~.? 

?'1t. ~ A <~) der or A 

A(t) (?x 4 «B(t 1.zj ~) 1\\ COpy) n (B( t) 11\ ('x ~ coPY)))) 

~t('Y ~B(t\..:J1V)\I\coPY)
 

n r:I«?X ~B(t \::fT»1;0~l 1\\ (ly ~ COpy)
 

D'y ~B(t1::JWllllcoPY)
 

III !, --7 B(t 0l!5B0) III (,y --'> cOPY))

'<t8to 

Lemma & and Lemma 7 

o (?x --7A(t lJ120)) gJ (ly ~A(t l:ll.:J)) 

n ~ (?x ~ A( t 131.>0 l G!y --'> A( t 1:fl.:J) P]l:llV" --?> A( t 1..::>0) 
der or A. property or ~ end properly <a) 

or bag 

o (?x ~A(t "BGl) ,o~t !y ~A(t BW)) 
law or con¥e'1t.ity 
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fhe definition of BUrfER end BUr i9 givsn 1n Section'. We can shOlll 

Theorem a 

BAG \\\8UrrEA = BAG 

f!n~lly lIIe	 shollll that 8 buffer 19 a \/alid implemantatlon of a bag. 

Theorem 9 

BAG i; Burf ER 

Proof: for any beg t lila define 

A(t)	 n BUr(,)
bag(a)",t 

where the functiOn bag i9 defIned 

ba9(') =	 Vi's =<>:\-b'9(") G ~ 

Then lLIe have 

A(V)	 8ur(~» der of A(U') 

?x --}BUf(<.X» der of BUr« '» 

?x ---'»A(ZV) der of A('t.!J) 

~hen t 15	 a nonempty bag, we heve 

A(tl Il BUr«y....... s) de' of A{t)
\V \!jbB9(·)=t 

n (?x ~Bur«y>""'s":.:..x»ll~y~ BUr(s))
lrJ \!j ba9(B)=t 

der of BUf("-y>...... .8) 

J rJ (?x ---l>A(t lJl20l t1 ly ---l>A(t <.:rW))- 160 ba9(.)=t 
daf of A 

Ox ---l> A( t L11j)) Kl (ly ---l> A( t t:50)) 
daf of ytt 

m 
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4. Comparison 

Many proof methods have been proposed for distributed systems 

LV LV. in ttlis 9flction we compare our method with that presented 

in 8]. 

The essence of treatments presented in LVand this paper is an 

axiom6tic framelolork for the descrIption of processes; ueriric"tion19 

are to be done on the basis of the algebraic: la.... s. The axiomatic 

framework descr ibad in L1.1 is ACP1.' the algebra of co~un!cating 

processes including si lent steps. The model of concurrency Iole 

concentrate on Is baaed on the mathematical theory of Communiceting 

Sequential Processes F4J. Algebraic: laws presented in LiJ and L"ilJ 

ailow us to prove the properties of distributed systems by symbolic 

execution of atomic events. The general method of proving an equation 

is to reduce both sides of the equation to the same guarded recursive 

expression. The theorem of unique solution for guarded recursion, 

called the Recursive Specification Principle in LV. plays a kay rola 

In both treatments .. 

The differencs!! betloJeen these two methods are thlll following: 

(1) in our method. the alphabet 15 a permanent, predafined property 

of a process. The choice of an alphabet usually involves a deliberate 

silTlJlificetion.. On the otter hand, SOITl9 processes may nauer engag, in 

a particular event in their aiphabet .. For instance, STOPA is used to 

describe the behaviour of a broken object with alphabet A, though it 

never actually engageS in any of the events of A.. In general, two 

processes can behave identically, but have different alphabets. 

In contrl!lst, the elphabet of is procese P in LV is determined by 

its behaviour. For""elly it is specified by the alphabet function 

r:J,.: OJ ~ tt, where !fJ dsnotes the sst of processss, and 6't the !IIet 
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of all Bubnts of events in the finite univBr9a. Intuitively, o(D) 

contains exactly those events in which P will actually engage. As a 

COnSBQUence, the alphabet of the deadlocked process STOP is empty. 

In order to find the alphabet of an infinite procBss 'rom its 

9pecif~cetlon and in order to apply 90me conditional axioms involving 

the alphabet, a theory about alph8bet, called oI./P calculus. was 

introduced in LV. In general equality in ol..(p) is undecidable. 

The predefined alphabet simplifies the definition end laws for 

thEl II operator In LV. This paper has used the interleaving operator 

\11 instnd of \\ • and so casts no light on the significance of the 

constant alphabet. 

(2) An explicit symbol "L • denotlnq 8 sIlent or internal e\lent. lo.Ias 

d8acribad In £-1). It haa a natural maaning. The drawback is of course 

that we lose abetraction from internai activity. 

In our model. the internal event Is taken to be wholly in\lieible, 

end wholl.,. Irrelevant to the loglcai correctness of a process. As a 

reault. WI! ha\lB more law6; and theorellls In\lol\llng Internal actions 

become alightly easIer to prove. 

(3) In CCS, the timing of the resolution of internal non-determlnlsrr. is 

signifIcant; so in CCS it Is not true that 

I.~p) [J (a ~~) (a --;. (p nO» 

Such distirctlons cannot be drawn In CSP. in the all.alllpies of thilll paper, 

the CSP approach seems ad\lantagaoua. 

(4) In order to aimplify the slgebraic calculation in sectIon 3, we 

ha\la developed a calculus adspted "OUI to the apecl fie neada of the 

preaent proble",. and introduced SOlll8 new compact but complicatsd notatIon 



in section 2. The sxpansion theorelll for nondeterministlc pipes helps to 

sbbreviate prooFs., 9nd i9 applicsble to a class or similar problellls. \lie 

think that it lIlay be neces99ry to derive la1ol9 specl81 to each application 

in order to control the complexity or the prOOr9. 

In LlJ all prooFs 1&I9re b8sed on the set of axioms and conditional 

axiorll9 For the prirllitive operator9 or ccs; the number of laws was small, 

and the prooFs were corrsspondingly 9lightly more cO"'Plex. 

(S) The la"9 of CSP are proved from a mathematical model. in the 

traditional manner of mathematics. The laws or CCS are deflned bya.n 

ingenious congruence relation over a syntactic or operational model. 

The di9tinction is more 9igniFicsnt in non-algebr9ic reasoning, end so 

is not epparent in thi9 paper. 
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Appendix 

Definition 

lot P Bnd Q both be pipes. The process P» U is rOl"mally 

de fined 

P» lJ (p	 [mid/'19ht] 1\ Q [mld/lert] )\{m.ld} 

,.,here \ denotes the concealment operalol'. and the process P [o/c] 

behaves the	 same Btl P except that the channel. c is renamed by d. 

The following 18w or concealment in F. J.'i/ is useful in 

Bxploring the property or nondeterministic pipe: 

(8)	 If B () C 19 Unite, then 

("'----7 p (,»\C ("B- C ~ P(')\C) 'S..:' (p(x)"-.c)
)(I!B'IC 

liJe will rarer the foUOl6Iing 1811/ 0, 2.3.1 ly In the proof or l2Q or 

nondeterministic pipe 

(b)	 Let P = ("A ---? P(.» 

end Q. (y,a ---? O(y» 

Then	 (p 110) • ("C ---7 P' II 0') 

_he,e C =	 (Ana) U (A- '(0) U (a- o<p) 

and pi",	 p(z) 11' z(.A 

P,	 olhElr~ige 

end Q' C"	 a(z} if Z E: B
 

o
 otherwisB 



Now we orrer a proor ror L20 or nondeterministic pipe quoted 

in section Z.J 

L20 Let P (b1 &; lert?x ~P1(x) Ul (right!y --7PZ(y)
Y£s 

and 0 (el &; lert7x ~al(_» m (rightl)" -==>02()"»),<T 

'S\Then P ).)oQ R y~cl&;S lIIey) 

[Jlwhere R '" (bl &; lert7_ ~ Pl (x»>a) ,<T (r1ghtl)" ~ p >"> 02(y») 

and we,) = P2(,) »01(,) 

Proor:
 

LHS., «bl &; lart?_ -;"Pl(_>[mid/ril,Jht]JD rn.1d!y --?PZ(y)[mid/rigl1t1)
 

\\ (e1 ••id1x ~ 01 (X)[.id/loriJ!D dght!, ~02(,)[mld/10"1))\.Gid} 

dar or » 

(bl &; lert?x ~Pl(X)[,"id/r19htJ \I O[mid/lert] 

[Jl "ght!, ~ p[m'd/"ght11\ 02(,) ["d/le"J 
,0 

Ul .'dl, ~ P2 (,) [.,d!d9h'} 1\ 01 (,)[mld/lertJ >\G'd1 
y,cl&.S 

b, (b) 

= RHS b, (e) 
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The followlng propertiee of the interleaving operator \\\ F. J.[l 

wl1l be used in the proof of tl"v3 13)(pansion theorem ror interleaving or 

plpes. 

(8) II \ distrlbutes through n 

(0)	 If P • ("A -7 Pc,»~ 

and Q "" (y:8 ~ p(y) 

the,plIlQ· ("A-7(p(,lII1Q)Oy'B-7(p\IIQ(y»)) 

L21 let P .. (bl A left?)( ~P1(x») ill (!y 
y<5 

~ P2(y) 

andQ'" (cl A lefl?)( ~Q1(x)) ITl (~z 
,0 

~Q2(z» 

The' p\\\Q. (01.'sft7'~(P'(')I\\Q) 

\l c1 • lort7' ~ (P III Ql (,» 

III rightly ~ (P2(y)\\\ Q) 
y<S 

Dl right!, ----'> (pl\\ Q2(,»)
,<T 

Proof: There ere four diHBrent Ca!!l8!!1 

(0)	 5 = T. 0 

LHS. (b1 A left?x ~P1(x))11\ (c1 " hrt?x ~Q1(x)) 

def or ill 
y£ o 

• RHS	 propsrty (b) of III 



(1)	 5 '" 0 and T ~ 0 

lHS '" (b1 & lert7K~P1(x»llIn(c1 & left7K4Q1(K)Orlght:Z--+Q2(Z» 
'~T 

de f	 of and si"ce T " 0Ul 
, .U 

n «b1 .& left?K 4P1(K))\\\(c1 & left?K ~1:I1(K)Orlght!2~1:I2(Z») 
aT 

prapert, (0) af III 

n (b1 & left7K 4 (P1 (K)IH(c1 & left7K -;. 1:11 (K)O righttz ~ tl2(z») 

'<T
 

oc' • left7, ---7 (p III Q1(,»
 

orIght" ~ (p III Q2(,») 

property (b) of III 

:c n(b1 & lert7K~n(p'(K)II\(c1 & left7K~Q1(x)Oright:l~1:I2(Z») 
ztT	 z~T 

Dc' • 1.ft7x~(pl\lQ'('»
 

orIght" ~ (p III Q2(,»)
 

property of ~ 

:c RHS property (8) of H\ 

for	 the followi"g cases 

(2)	 5" 0 a"d T:: a 

(3) and T" 05" 0 

the reasonIng process 18 aimilsr to (1). 

This	 co""letes the proof. 



ALGEBRAIC SPECIFIC~TION AND PROOF 

OF ~ DISTRIBtrrED RECOVER~ ~LGORITHM 

He, Jifeng and C_~.R. Hoare 

Summary 

~n algebraic specification is given of an algorithm for recov€ry from 

catastrophe by a deterministic proc:ess. A second version of the algorithm 

also includes check-points. The algorl.thms are formulated in the notations 

of Communicating Sequential Processes [Hoare), and the proofs of correctness 

are conducted wholly by apphc:ation of algebraic laws (together with the 

unique fixed pCJin~ theorem). 



1. Introduction 

Algebraic specifications have been formalized and used fo[" a Ilumbe[" 

of years [Guttag and Horning] {Goguen, Thatche[" and Wa9ner]. A p["oblem that 

has emerged in their practical application is that it involves la["ge numbers 

of Ulutually interactive equations, which cannot easily be seen to reflect 

the ["equirements. In this paper, present a problem in distributed computing, 

for which the specification can be clearly expressed by a sin9le algebraic 

equation. Furthermore, the correctness of its solution is established by purely 

algebraic transformations similar to those proposed for functional pro9rallls 

[Backus] [Burstall and Darlington]. 

We shall use the notation of Communicating Sequential Processes {HoareJ 

to define the problem and its solution. 
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The problem is defined as follows, Let P be a deterministic pipe, i.e.,
 

a process which only has two channels in its alphabet, namely an input
 

channel 'left' and an output channel 'right'. Let ~ be a symbol standing
 
'\ 

for a catastrophic event. We specify P as a process which behaves like P 
A 

until: occurs, and after each !t behaves like P from the start aga1n. 

"­Formally, P is defined in [Hoare] to satisfy the recurSive equation. 

/\ /\ ~ "\ 
p" P (I- ~ P) 

The infil( /\ denotes the interrupt operator, whose traces are simply defined 

traces (P'" Q) sf. traces(p) t4lraces(Q)l S"'c.) '" } 

where 5 '\ t is the catenation of the two sequences 5 and t. 

In general, for a long-lasting process P, a return to the start is not the 

most ple<l.sant way to deal with catastrophe. It ,",ould be much better to return 

to the state just before the occurrence of J. i.e. on each occurrence of ~ 

P just carries on from where it has reached so far. The behavl.our that \ole 

wish for: can be specified as the arbitrary interleaving of the behaviour of 

P and that of a process which just engages in a series of i- Thls is just 

the behaviDur of the process 

p II RUN~ 

where RUNt "". (~ ---> X) 

and is parallel composition 

In order to lend plausibility to P t RUN~ as a specification of ,",hat we want, we 

can provl? using laws giv~n in section 2 that whenever ~ occurs it behaves 

exactly the same afterwards as before, Le., for all its traces s 

{pIIR,-"~)/S' {pIIRUNZ)/S'<j, (p/(sl'cl. P ) II RUN 

Here Q/s (for s E. traces(Q}) describes the behaviour of Q after engaging in 

the events recorded in the trace s. 



Parallel composit.ion is the same as interledving in this case, since 

the alphabets of its operands are disjoint. 

In summary, what we have been given is't; dnd whdt we want is P II RUN~. So the 

problem is to find some function F transforming the first into the second. 

In theory, the function F would be easy to define. (hint: P 11 S10Ptt behaves 

the same as P) • In practice, there are addi~ional constraints to be satisfied, 

}<I'hich will rule out such formal tricks as preventing the occurrenCll of 

i altogether. In this pa.rticular case, the additional constraint is that 
A 
P be chained in bet....een two pipes PRE and POST, which filter its input and 

output respectively. So the solution must take the form 

~ 

PRE >;> P » POST 

....here the chaining operator ;» is defined to link the output channtl of its 

left operand to the input channel of its right operand, and to conceal the 

communications which pass on this internal channel. 

Readers will notice that the introduction of the input Interface PRE and the 

output interface POST involves at least one level of buffering on the input 
"­and output of P. Therefore this fact must be reflected in our definitive 

statement of the problem: 

Find processes PRE and POST such that for all deterministic P 

PRE ;» ~ ;>;> POST '" (B ;>;> P ;>;> Bl 11 RUNj 

wheJ:e B is t.he singie - buffering process: 

B = left?x----:, right!x----;tB 

To simplify t.he solution, we suppose that ~ is in the alphabet of the processes 

PRE and POST; and we extend the definition of » in a natural way to l"nsure 

the occurrence of i requires simultaneous participation of both its operands. 

Thus in the solution outlined above, whenever ~ occurs, all three processes 

PRE, 
~ 

P and POST know about it at once. Furthermore, we lDay assUDIe that all 

pipes being examined are deterministic - a fact of ....hich our solution will 

take advantage. 
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The solation method ....e adopt is one that 105 falr-ly widely used in interactive 

systems PRE records all messages input; after an occurrence of it. and be~ore 

inputting any further messages, PRE feeds all these messages on again to P 

(which nos restarted as a result of the same occurrence of Sl..lllilarly,i ). 
POST keeps a count of all messages output, and ignores that nu.-nber of messages 

~ 

output by P after an occurrence of ~. The only subtle point is to ensure the 

correct outCOme even when t occurs in the mldctle of the recovery procedure. 

The torlllli solution of this problem and its proof of correctness are given 

in Section 3. 

For a long-lasting process, the solutIon described above suffers from two 

severe drawbacks: 

1. The delay involved in recovery g("o'o/s linearly ....ith the passage of time. 

2. The storage required by PRE also gro'o/S hnearly (and POST logarithmically). 

The solutiDn to these prOblems is to introduce a checkpoint facility, triggered, 
by a speci'!l event@. The process Ch(P) i:;; defined to behave like P, except 

that each Qo;urrerre of i sends it back to its sttlte just af:ter the most 

recent OCCllrrence of (5), or to the beginning if GJ btls not yet occurred. Any 

occurrence of 0 htls no other effect on the behaviour of P. This operation is 

defined in [Hoare] on deterministic processes by the following ltl'o/s 

L1 Ch(P) Ch2(P,P) 

L2 if P '" (X,B----?P(lt)) 

then Ch2{P,Q) ,. (It:B ---..,. Ch2(p(lt) ,Q) 

o~ -'> Ch2(Q .Q)
 

o@ .. ----?Ch2(P,P))
 

Sere L2 is suggestive of the standard implementation method. P is the current 

process and Q is the checkpointed process, waiting to be reinstated on the 

neltt occurrence of ~ , or superseded on the next occurrence of @ . 



The improved solutl.on can now be specifl.ed: 

Fil1<l a pair of pipes PRE and POST, containing both i and @ 
in their alphabet, such that for all deterministic P 

PRE » eh (p) » POST 
(6 " P " 6) II R~Z ' CDS 

The solutlon and its proof are gJ.ven in section 4. 

Before embarkJ.ng on the proofs, sectJ.on 2 contains a summary of the algebral.c 

laws ....hich .... ill be used. SOllie of them are somewhat sl.mpler and/or stronger 

than those of [Hodle I because they apply only to deterministic processes, 

which are therefore free of divergence. 

III fut.ure ....e shall use the following abbreviations: 

a '" a/<?x> ("'! x -';;oS), 
BPa '" s » P » B 

a(p/s)a '" a » (pis) » a 

a (p/s)s 6 » (p/s) » B , etc 
, y x y 

We also define 

PRUN ~~RUN; II STOPlleft,righ~ 

This is the pipe which has channels left and right 1n its alphabet, but 
never uses them; it only engages (forever) in the 7 event 

"' 

OXford Universilv 
Computing '_abaratory 
Prop<p,mming Research Group-Ubrary
8-11 :<eblf Road 
Oxforc OX·, ;JQD 
Oxforc- (P9R."1 :14141 
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2. D~terministic Pipes 

In this section we are concerned with processes which input only on a
 

channel named 'left' and output only on a channel named 'right'. Such
 

processes are called pipes. We also allow pipe to engage in events from
 

a fixed alphabet A. Thus our definition is slightly more general than that
 

given in. [Hoare].
 

Two pipES P and Q may be Joined together so that the output channel of p
 

is connected to the input channel of Q, and the sequence of messages output
 

by P and input by Q on this internal channel is concealed from their common
 

environment. Furthermore any event in A requires simultaneous participation
 

of both P and Q. The result of connection is denoted
 

P » Q 

We will save space by omitting the channel names'left' and right' from input
 

and output cOllllUands. We also suppose that all pipes being examined in the
 

rest of this paper are deterministic, and do not diverge.
 

Now we intend to explore algebraic laws of the chaining operator ». which
 

are based on the foliowing basic laws presented in [Hoare].
 

( 1 ) Law of general choice [Hoare, 3.3.1 L5) 

(X:A~ p(X)D (y:B--.,Q(Y) 

(z: (A U B) -1 (if z E. (A-B) then P[z) 

else if zE.. (B-A) thenQ(z) 

else if Z £. (AIlB) then (P(z) n Q(z)) 

In particular, when the left-hand side is known to be a deterministic 

process, then the term (p(z)n Q(z») in the right-hand side can be replaced 

by either p(z) or Q(z). (If A("\B is nonempty, p(z) equals Q(z), since 

otherwise the left hand side lo'Ould be nondeterministic.) 



(2) Laws for the after operator [lJoare, 1.8.3, Ll-L3 and 2.6.1 L7j 

(a)	 p/o = p 

(b)	 P/(s /\.t} '" (pis lit 

(c)	 (x:B iP(x») I<c> P(,·c» prOVided that c (; B 

where pis is the behl'.lviour of P aftf"lr engaging in the events of the trace 

s, and ~t is undefined if s is not a trace of P. 

(d)	 f(P)/U(s) f IP/s) 

where f is an inJcctlon from the alphl'.lbet of Penta a set of symbols S, 

and the process f(p) is defined as one which engages in the event ftc) 

whenever P would have engaged ln c. The starred function f'" is defined 

by the following laws 

f"'{o) '" <> 

1'" «x> /\. u) =<.f (x»/\' f'" (u) 

(3) Laws of concurrency {Hoare, 2.3.1 L7 l'.lnd 2.3.3 L2] 

(a)	 Let P (x:B ~P(x» 

and Q '" (y:C -------:;"Q(y»
 

Then (P !IQ) '" (z.:.:D--}P' II Q')
 
where D '" (B f\ C) U (8 -oI,Q) U (C - ol. P)
 

and p' P(z) if z Co B
 

P otherwise
 

and Q' Q (z) if 2 E. C
 

Q otherwise
 

and ""- P denotes the alphabet of P.
 

(b)	 (P 1b t Q) II R (P II RJ jbf (Q II RJ
 

where p ~bt Q
 if b	 then P else Q 

fel	 {P ~ Ql/s '" (P/{sf"'~p» (Q/(stol.Q» 

where the expressi<m (st B) denotes the trl'.lce s when restricted to events 

in the set B. 
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( 4) laws of cha in ing 

The introduction of Boolean guards IINMOSJ is a gredt help in 

reducing the number of laws needed and the s~ze of the calculations wh~ch 

use them. A boolean guarded command is simply defined 

b & P p ibl STOP 

An immediate advantage of this notation is that it enables us to 

represent every deterministic pipe P in a fUled representation 

P (bl&?x ~Pl (X}O b2&!e -----.,P2D y:B ----+P)(y» 

ThE special case ""hen P cannot initially input is dealt with by setting 

hI to false, so that the first clause reduces to STOP. which disappears 

because it is a unit of D. Similarly initial output is prevented by 

setting b2 false, and initial particip~tion is an event not possible when 

B is	 empty. 

In IHoare] there are eight 1a""5 for chaining (4.4.1). Use of Boolean 

gualds enable these to be reduced to a single expans ion law, which serves 

as an algebraic definition of the chaining operator. 

(a)	 Let p = (bl&?x~ PI(xlD b2&!e ~P2 0 y:B --7P)(yl)
 

and Q '" (cl&?x -} Q1 (x) 0 c2&! f ---7 Q2 0 y,C --) QJ (yl)
 

Then P»Q = ((TO U)fl Ulib2 ... c1}T
 

where T = (b1ll.7x -}(P1 (x) » Q)
 

oc2&! f -----'(P » Q2)
 

DY:Bn C --I...,PJ (y) » QJ (y)))
 

and U = (b2A,cl) & (P2 »Ql(e)l
 

The first line of the definition of T describes case when the external 

input by P takes pl'ace first; in the second lIne the external output by Q 

takes place first; and the third line describes simultaneous participation 

by P and Q in an externill event in which both are ready to engage. 

The definition of U describes the case in ""hich the internal commW"lication 

takes place first, so that the value of e is transmitted from P to Q, but 

the cOlllDW1ication is concealed. In all four cases, the process or processes 

which engage in the initial event make the appropriate progress, and they 

continue to be chained by». A proof of this law is given in the 

appendix. 



The main diff ic'~lt~' and cOmplexity in the above law is the clause 

(T ~ U) n u which results from the hiding of an internal event 

[Hoare, J.5.1 L10j. Fortunately, if P» Q is known to be deterministic 

{and therefore free from divergenc:el we can simplify the statement of the 

la'" tu
 

F »Q T
 0U 

Froof when b2 /\ c 1 is false, U =" STOP and T ~ U '" T. In the otlier case, 

(T~u)rl U '" T ~ U, since (because of determinism) the two operdnds of n 

are equal. 

(cl	 We comC' next to laws which show how t.:he after operator distributes 

through cbaining. The proofs of these laws are given in appendix. 

A deterministic p~pe P » Q may engage in an external event x ~f both 

P and Q are ready for it. In this case, both operands of » lIIake the 

appropriate progress, and continue to be connected by». Forl1lally, this 

is described by the law. 

(p » Q) !(x) (p!<x» » (Q!<x»	 provided that x E:. A 

and <x> E- treces(PJn traces (Q) 

If P is r-eady to output a sequence of messages u to Q, and Q is \lliling to 

accept this sequence from P, then the internal communications take 

place, so that the messages in u are transmitted from P to Q, but the 

communications are concealed. The following law is just an obvious 

formallzati::m of the informal description in terms of symbolic executi3n. 

P » Q (P!dght.u) » (Q!left.u) provided that right.uEtraces(p) 

and left.uetraces(Q) 

"'here right.u and left.u are defined 

right.u <>	 if u = <> 

<right. u > '" right. (u' ) otherwise 
o 

left.u " <> if u = <> 

<left. Uo> ~left. (u') other",ise 

"'here U and u· denotes the head and the tail of the sequence u respectively.
o 

The	 laws given aboVe for a deterministic chain generalise to three operands 

(P» Q » R)!<X> (P!<x» » (Q!<x» » (R!<x» 

provided that x C; A and <x> ttraces(P)(\ traces(Q)(\ traces(R) 
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It 5 is a trace of Q, and P is w11110g to offer those input messages 1n 

5 to Q, and R is J:"eady to accept tht;>se ouLput messages in 5 from Q, then 

the inten\31 communications may take place. FurthermQre. after three 

operands make progress, they \ofill still be connected by». This informal 

descripciofl is most succinctly formalized in the 13\01 

(P»Q»R) (P/~ighl.ins(5»» (Q/s) » (Rjleft.outs(s» 

provided that 5 {;:tr3ces(Q} and nght.llls(sH.traces{P) ani lefl.outs ~tral..es{R: 

where ins(s) '" s 1~eft1 is the sequence of values input: in the trace 5, 

and o~ts(s) = 51 ti9hL) is the sequence of values output in the trace s. 



3. Recoverable Processes 

We return now to the first recovery problem, that of finding pipes PRE and POST. 

PRE is conven~ent~y defined by mutual recurs Lon '.nth two parameters: 

u the sequence of all values input so far
 

v the sequence of values that must be output before the next input takes place
 

Similarly, POST m,'intains two counts,
 

n the number of all outputs so far
 

m the number of Lnputs that must be ignored before the next output is copied.
 

The processes PRE and POST are defined:
 

PRE -= PRE (o,<»
 

PRE(<>,u} -= (?x ---+FRE«x>,U" <x»IJ ~ --1 PRE(u,u))
 

PRE «x>" v,u} -= (!)I.~PRE( v,u) G1----)PR£(U,U»
 

POST = POST ( 0, 0)
 

POST (D,m) = (7x --) {!x -----7POST (O,m+1) 0~ ---t POST (m,m) )
 

01 -,;.. POST(m,n))) 

POST (n+l ,m) (7)( -------1POST (n,m)D ~ -)POST (m,m» 

where u and v denote the sequence of messages. 

The purpose of PRE{v,u) .is first to output the messages recorded in v, and 

then to behave l.ike PRE«>,u). Similarly, the purpose of POST(n,m) ls to 

input and ignore any sequence of n messages and then behave like POST(O,m). 

These facts can be formal ized and proved as simple lemmas 

Lemma 1 

(a) PRElu,v)/right.u PRE «>,v) 

(b) POST("v,"u)/left.u =, POST(O,"u)
 

where right.u is the t.ra':E consisting of outputs of all tte messages in u, ard left. v is
 

the trace consisting of all the messages in v, and "u is the length of
 

the sequence u.
 

Proof: 

(a) By induction on the length of u 

(0) Fnr u '" <> 

PRE «>, v )/r~ght.<> -= PRE(<>,v)/<>	 def of right. <> 

L2(a) 
=0 PRE«>,V ) 



(I)	 F\ssUIII~ the inductive hypothesis
 

PRECUt v)!right.u PRE(<>,v) for IIu '" n
 

PRE(o:>"'U, v l!righl.( <x>"ul PRE «x>..... u, vl !( <r ight. x>..... r ighL u) 
def of right «x>..... u) 

"'(PRE«x> .... u,v l!<right..>0)/righLu L2(b) 

PRE(u,v )/rlght.u L2 (c) and defirllt10n of 

PRE 

PRE(<>,v) the induct1ve 

assumption 

(b)	 Sinular to (a) 

In the following part of this section, \ole intend to sho\ol that , 
PRE	 » P » POST BPB	 II RUN ~ 

The technIque of the pr-oof is one of quite general applicability: we show that 

each side of the equation is a solution of the samf' set of guarded mutually 

recursive definitions. In order to formulate these equations, \ole need t.o 

choose an appropr iate set of indices, where there 1S at least. one index fOI: 

each 'state' of the process. A common strategy is to use t.he traces of the 

process ilself as an indexing set, or- as 1ts main component.. We deal w1th 

the right hand side of the equation first 

3.1	 The right hand side of the equation 

First of all ·...e define for any trace of s of P 

F\ (s) '" B (p/s) B II RUN i 
C(x,s) '" Bx (P/s)B y II RUN) for <!y> last{s t lright~l 

By taking s = <> we get the initial equation 

BPB IRUN~ '" A(<» 

For convenience we introduce, for any pipe P a pair of predicates r? and r! 

to indicate whether P is ready for input or output. 

r? 3m. <?m> (. traces(P)
 
l
 

r 3m. <1m> E:.traCes(P) 

In general we define for any trace s of P 

r ? '3 m	 s "<?In> f.. traces(P) 

r "'.J m s ..... <!m> f:. traces(P)s 

5 
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Lemma	 2 

BPS:o	 (?x -----;) (BP/<?x> B ir?} (8x P/<:!e> Be 1r!t STOP» 

~r '&!e --t(BP/<le>BJ) 

Proof: 

BPB (?x -----l8 xPB 0 r & BP/<!e> Bel L4(b) 

(?x -}( r', -----t BP/<7x)B r-J'r· --:> Bx~/<!e) Be> 

o C·
,

& (?x ----) ~P!<!e)8e 0 Ie ~BP/<le)B») L4(b)
 

RBS Ll
 

Lemma	 3 

BxPB	 - (ly --'7(BP/<?x>B\r 
, 
·~(BxP/<!e;'-Be~ r 

I 
l STOP» y 

r • & ? z ~ BzP,(?x) By}o , 

Proof: 

Similar to lemma 2_ 

Lemma 4 
7 , ' 

(a) A(s) (?X,~ (A(s"<?x» ~ 1:5 '~ (C(x,S <!e>) 1:rs 'tPRUN~!J 

o
 rs"&!e ~A(s"<!e>}
 

o ~~A{S»	 for s f. traC"e~ (P I 

" , I I(b) C(x,s): (ly~{A(S/\<?x» }r t(C(x,s <Ie» trs lPRUN~) , , s 

C &?z ----->,C(;~,s <?x»s0 
for s f.. traces (p)
 

a.J,d <!y> '" last (st 'lCi9htj)
 

o 1--->C(X,sJ) 

Pc-oof (al 

A(s) de! of A (s)SP/S8	 II RUN~ 
" j..? ~ 

(?x ---;Jo (BP,.s Ox> BtJ; s "* (BxP/s <1 e>Be t r s
l * STOP» ~RUNV 

1: ! "Ie ----7 BP/s"'<!e>B II RUN~o 6 

o t --,)0 BP/ sB II RUNt)	 lemma ;2 and L3 (a) 

- lUIS	 L 11hl 
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{b) Similar to (a) 

We have now rE!duced the right hand side of our equation to a set of guarded 

mutually recursive definitions of A and C. As is quite usual, these equations 

are formulated in terms of elementary Optrators 0 . ----} ,g. They do not contain 

I). » or hiding, so they conceal the original process structure of the formula. 

That is why they are useful in proving identity of formUlae with radically differing 

proce S5 structures. 

The time has come to apply the Same technique to the left hand side of the equation'. 

If we can derive the same set af mutually recursive definl.tions, then an appeal to 

the unique fixed point theorem completes the proof of the solutio". 

J.2 The left hand side 

Similar to 11.(5) and C(x,s}, the processes A' (5) and C' (x,s) ar-e defined for­

any trace s of P~ 

A A 
A' (s) '" PRE«>,ins(s)} »(p/s (~------:l>P)» POST (0, If outs(s» 

c' (:l",s) '" PRE«x>,ins{s) ..... (X}) » (pis" ( ~"'P)l » POSTy(O, It outs(s)-l) 

where posry(O,nJ "'- (lY-----7POST(O,n+lJ/J J ---"'POST(n,n» 

and (Iy) = last(s~ l right1J 

First, let us show that occurrence of ~ has no effect on the behaviour of the 

processes A'(s)and C' (x,s) 

LemmaS 

(a) ,A'IS)/(';z..> A' (s) 

(b) C' 1:l",s)l< Z> C' (x,s) 

Prcof: 

(a) LHS = (PRE«),inS(s»)/(~» » «(PIS" (;-/'P))I<t » » (POST(O,~outS(S)l/(J > I 

L4(C) 
A 

PRE(ins(s),ins(s)) » P» POST(fouts(s), Itouts{s) 

L2(C) and definitiOl 

PRE, POST and P 

(PRE(ins(s) ,ins(s)JIr'Jb.~n5(S)J » t~/s) » (POST(*outs(s) ,lIouts(s)!JeH,out'SI 

L4 (Cl 

A' (s) Lemma 
A 

of p 

land definit. 

(b) Slmilar to (a) 



Corollary 

If neither 
? 

rs nor 
, 

rs' is true, then 

A' (s) '" RUN~ 1 

Proof 

A' (s) ~ --'" PRE(ins(s),ins(s»» ~» 

't ~ 1\'ls\ 

POST(#louts(s), #outs(s» L4 (b) 

LellllDa 5 

Now is the tilDe to reduce the left hand side of the equation to a set of 

guarded mutua~ly recursive definitions of A' and c', and to shOll that both 

sides of the equation meet the same set of recursive definitions. 

Lemma 6 

The processes A' (s) and C' (x,s) meet the same guarded recursive equations as 

A Is) and C (s) • 

ProoL (il) 

A' (s) (?x -----;»PRE«x>,ins(s{'<x» » «(P/s)"'lJ;-P» »POST(O,#outs(s»
 

--?PRE(ins(s),ins(s») »P» POST(jIouts(s),#louts{s»
o f 
~ 

A ' , 
r & PRE(O,ins(s) » (pis <Ie» (4-:"p» » POST (O,#louts(s»o s ~ e 

L4(bl 

? " /\ /\ ..
(7x ---., (r • & (PRE(<>,ins\s) <x» » ((pis <7x» ~_P» »POST(Q,louts(s») 

s 

" ~,,"& (PRE«x>,ins(s) <x» » (pis <Ie» (~_p» »roST (O,ltouts(s»)I] 's e 

, , 
-7> PRE(ins(s) <x>,in5(s) <x» »P» POST(#outs(sl,#outs(s)JlI] i 

~ 

OJ - A' (5) 

/\ ",,,,, 
r & (7x~PRE«x>,ins(s) <x»» «(pis <!e» (.4_P») »POST (Q,#outs(s» 

O 

I] s 'e 

le-->PRE(O.ins(s»)» (pisA <!e» '"(.,j---j>oP)A »POST(O,#outs(s)+l) 

o ~ _PRE(in5(S) ,ins(s})>> P » POST (#louts (s) ,#outs(s)) 

Lemma 5 and L4 (b) 

~ ...? '" ~ I(7x _(A'ls <?x»lrs'~(C'(x,s <le»"r~}PRUNi) 

IJ , & !e _ 1\' Is"<!e>l 
s 

corollary of leuaM 5

I] i~A'(S)) and Ll 
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Theorem 2 

A 
PRE » P » POSTBPS IRUNt 

Proof: 

From lemma 6 and the unique fixed point theorem it follows that 

A' (5) '" A (5) for 5 Ltrac;es(P) 

By tak.ing s '" <>, we complete the proof 
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4. Recoverable Processes \o,rith Clleckpoints 

This section 1'5 devoted to the second recovery problem, that of finding a pair of 

pipes of PRE and POST, containing both ~ and@in their alphabet such that for all 

determini~tic P 

PRE » Ch(P) » POST BPB ~ RUNM0:J} 

Here PRE has the same parameters as that def~ned in Section J. But f>O$T is with 

an extra parameter u, which records the sequence of messages which has input but 

not yet output. 

The technique adopted in Section) ""ill be used again; we will show that each 

side of the equation is a solution of the same set of mutually recursive equations, 

and choose the traces Df P as the main part of an indexing set for the equations. 

Definit.ion 

The processes PRE dnd POST are def ined
 

PRE'" PRE (0,<»
 

PRE{U, v ) U ........ PRE(v,v)
 

0
 t&) .--l'" PRE (u,u)
 

0
 u t <> & !u ~ PRE (u',v)
 

0
 u = <> & ? u ~ PRE {<x>, v ..... <x»)
 

POST = POST«>.O,O)
 

POST(u,n,m) (i -----,)t POST(u,m,lll)
 

o © -'" POSf(u,n,n)
 

Out <> & !u ---? POST(O,n,m)
 

o (u = ,<> V nfO) &?x ----? (POST (u, n-1 ,Ill) tn+OO~POST «lO ,0 ,m+l ) ) ) 

where n,1Il ~ a alld u, v 'denote the sequence of messages. 

Furthermore, for any trace s of P we define 

Q' (s,t) PRE«>,ins(s-t)) »Ch2{P!s,P!t) »POST«>,O,louts(s-t) 

fort~5 



.2. 

R ' (X,s,t) PRE{(x>,ins(s-t)"(.x)l » Ch2(P/s,p/tj »POSTI<y>.O,tloutS(S-L») 

for t ~ s 

and (ly> lot5t(S~tnghtJ) 

where soot is the suffix of s obtained by remov~ng t from s. 

By tak.ing s '" t = <> we get the init.Lal equat.lon 

PRE» Ch{P) » POST'" Q' (<>,<» 

similar to lemma 1 and lemma 5 ..... e can sho..... the follo ..... ing results 

Lenuna 7
 

(al PRE(u, v J/fight.u PRE(<>,v)
 

(b) POST (S,#-u,H v)/left.u POST(S,O,lv) 

Lemma 8 

(a) Q' {s.t)/<t > = Q' (s.t) 

(b) R' (X,s,tl/<i. > = R ' (X,S,t) 

Corollary , 
If neither r s' nor r s ! is true, then 

Q'(s,t): PRUN:'.€) 

Lemma 9
 

{aJ Q'(S,t).eo (?X--;>(Q'(s"<?x),tJ~rs7t (R'(x,s"<!e>,t)~t-sJWRUNl'@')
 
o rsl&!e -Q' (s·"'(!e>,l) 

o 1_Q'{s,tJ 

o ®~ Q' (s,s» 

" J,.") " •
(~) R'(x,s,t) = (ly----.,.(Q'(s,<?x>,thr '}(R'(x,s (!e>.tltr -I>PRUN'~,@) 

O 7 , 
rs&?z~R'(z,5 <?x>,t) 

o t ~ R' (x,s,t) 

o @-----yR'(X,5,S)) 

Proof 

Similar to leuma 6 



Theorem 3 

PRE » Ch(P) » POSTBPB II RUN 

Proof: i ,@ 
For any tr2lce s of P \ole define 

Q(S,tl '" BP!s 811 RUN~, @ for t ~ 5 

R(x.s,t} '" BxP!s By II RUN;., © for t ~ 5 

and <ly> '" last (sr ~r~ght~) 

From these defin~t.ionii it follo\ols that 

Q(S.t) '" Q(s,s) 

and R(x,s,tl '" R(x,s,s) provided th!t t ~ s 

'.....hen s'" t '" <> ....e obta~n
 

BPB II RUNtl-, © = Q(O,<»)
 

Moreover \ole have
 

Q(s,t) "" (7x---l>(BP!s <7X)B{rs7t(8kP!S <le>Be{rs1t>srop)) I! RUN~, @
 

1 
~ r s &le ~ BP!s <!e>B II RUN J .@ 

o~ --.BP/s B II RUN!J ' © 
o<0~ BP!s B II RUN~ , @ lemma 2 and L3(a) 

, }?" '1=(7)( -----Jo(Q(s <7x>,t) t I: s dR(x,s <le>,tHrs FRUN" r;.))l
 
II- ' l$',
 

0
, ,

I:s"&le----,).Q(s <le>,t) 

o 7~Q(5,tl 

o@ ---+Q(s,s))
 

L3 (b) (C) and since
 

Q(s.t) '" Q(s,s)
 

Similarly ....e can show that
 

R(x,s,t) (ly ----:lo (Q(s"<?X),tlt rs?t(R(X,s"'<le>,tl~I:!)PRUN
1
,@)) 

O
? • 

:r s 
, 

&7:;:--..,. R (:;:,s
A 

<?x>,t) 

o ; ---JR(x, s,t) 

o : ------)R(X, 5,5)) 

Thus we conclude that. the processes Q(s.t) and R(x,s,t) meet the same guarded 

recursive equations as Q' (s,t) and R' (x,s,t) and they DlUSt be the saroe. 

In particular, by tak.i.ng 5 = t = <>, we obtain 

8P81lRUNi ,@= Q(<>,<>l '" Q' (0,0) = PRE» Ch(p) » POST 
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Discussion 

For the particular problem treated in this paper, algebraic methods seem much 

prli'ferable to JIIOce familiar assertiollal techniques [Hoare, zhouJ. There is 

insufficient elfperience to generalise this conclusion; p(>chaf's in sume caSE>$ a 

mixed approach ~ould be the most effective. 

Nevertheless, even for a grossly over-simplified problem, the algebraic calculations 

ace non-trivial. This probably has to be accepted as inevitable in any ser.l.OUS 

application of mathematics to engineering. The calculations can be simplified by 

prior development of a calculus adapted more to the .<>pecific needs of a problem. 

It will be interesting to see ho," far such calculi are applicable to morl:' general 

classes of problems; but it seems quite likely that they will not. Again, we may 

have to accept that each application will require derlvation of specialised laws 

to control its complexity. 

It would be interesting to explore lllOre realistic problems and solutlons. For 

example: 

(1)	 Extension of the present solution beyond pipes to any number of input and 

output channels. ~Iere the problem and its solution are sketched out. 

Let F be a process wlth ~e input channels I.left•...• i.left. and m output 

channels I.right, ...• m.right. Let G be a process with m input channels 

I.left, m.left, and n output channels I.right, n.right. w. 
suppose that they are also allowed to engage in events from a fixed alphabet A. 

~ and Q can be joined together so that the output channels l.right •... ,m.right of P 

are connected to the input channels I.left, .·,m.left of Q respectively, and 

the sequences of messages output by P and input by Q on these internal channels 

are concealed from the common environment. Moreover. any event in A requires 

simultaneous participation of roth P and Q. The result of connection is 

denoted by 

P »m Q 

Whenever we connect P and Q, we assume that these connected channels are
 

capable of transmitting the same kind of messages.
 

0..1. right lP} .;..i.leftlQ)	 for 1~ i ~ m 



[\,. I llJ I tioJl 

Let P Le ,1 pf"<.:PSS wit.h tl.nput chi'Hlnels I.left, . __ , .i.left, and III output 

r.hal,nels l.rJ']llt, In.right. We ric(inl' 

BPB Rt P » R"c m m 

".h, Ie B[ II . " 
I~ld 

'lnd = II' i'"" m I ~l. i,.t 

ilnd tll" process l~B is rJ.~fineri as Olle tllat engages in the communicat.i\Jn i.c.v 

WllPIl~V,,~r fJ w(luJd have enga<Jed 1n the communication c.v. 

W,. .lre re'1uned fo find the suitable processe-s PRE t and POST such that 
m 

, 
"PB	 II RUN~ FREt »e P » 

m 
POST

m 

In f<lct, the struc-tures of PRE£ and POST,--, are similar to those defined in 

Section 3. Here we only forrua,lize the process PREe , and leave thp de£inition 

of POST and '-hI" detailed proof as an exercise for the intertlsted reader. 
m 

FREe i,PREII 
I .<;oi.;, ( 

where PRE ""as defined in Section 3. 

(2)	 Removal of the !'iimplification that the ~ and CSJ events are detecte-:l 

s llDultalleousl y by a 11 processes_ 

III this c","se, it is not. possl.ble to impielnt>nt cJIl:"ck pointl.ng exacti)', 

bec,\use PIU'; ';lfJd/or POST nlay continue to input or output after the@ 

but before the checkpointl.ng mess"-ge reaches them. The best that can 

be done i!'i tlJ gu,J,rantee recovery to some point soon after@ 

When	 the specl.fication i,l;; appropriately weakened, the iUlplementation could 

be based on the \dca of [Lamport]. 

OJ	 But l·'erj]a,ps the most s€rl.OUS simplifl.cation is the assumption that all processes 
Me d~t€rmin1.5tl.c. For gene-ral non-deterministic processes, a full recovery 

using t.he techniques of this pap€r is not possible; so the speci£ication must 

be somehow weakened. 



(4)	 Anochee eelaced peoblem is selective recoveey in a disteibuted teansaction 

peocessing system. Heee an opera toe at a console may del~berately wish to 

fall back to his most recent checkpoint; but this should have minimal effect 

on the behavioue of the system as obseeved by operators at other consoles_ 

It would be interesting if the methods used in this papee could be extended 

to throw light an this inteactable peoblem. 
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Appendix 

Definition 

Let P and Q both be pipes. The process P » Q is formally defined 

P » Q;o (Plmid/righllil Q[ffiid/lefl1)\ tmid~ 
where \ derotes the concealment operator, and the process Pld/c] behaves the 

same as P e~cept that the channel c is renamed by d. 

The following laws of concealment in [Hoare, 3.5] are useful in exploring 

the propertl€S of the chaining operator 

(1) If B (\ C = l) 
then (I: 8 ------) P (x))\ c (x:B ---?(P(xl\ e) 

(2) If Bne "1.1 and is finite 

then (x:B ~ P(x) l\ C = Qn (QO (x:B-C-----J>P(x»)) 

where Q =­ n p (x) \ C 

x;}H\C 

(3) (p\ C) I!> (n P/t)\c 

tCT 

where T'" traces (p) II ~t I t r (o'-P-Cj =­ 53 
provideil that T is finite and 5 E. traces (p\ C) 

Here we offer proofs for laws of chaining quoted in Section 2 

(a) Let P = (bl&:'x ---"PI (X)D b2&!e ---;P2 y B-+P](y)l~ 
and Q =- (c1&?X----)Ql(x)D c2&!f --')Q2 0 YC~Q3(y) 

then P » Q == if b2/\Cl then {TO U)n u else T 

where T == (b1&?x -----loP1(x) »Q 

oc2&!f~ P » Q2 

oy:B('lC--+ P3(y) » Q3(y)) 

and U '" (b2/\d) & (p2 »Ql(eJ) 

Proof: 

LHS == (p[lDid/rightlll QJmid/leftn\ tmid~ 
(bls.?x ~Pl (x) (mid/eightJ II Q[mid/left} 

oc2&! f ~ P [mid/r ightl II Q2 [mid/leftl 

oy,B(\ C ----;> P3(y) (mid/right) 1\ Q (y) [mid/left] 

o\b2/\ c1) & mid!e ~ p2 [mid/right] II Q1 (e) [mid/leftl", tmid5 

L3{c) in Section 2 

RIlS LaW 1.2 of concealment ~ 



(b)	 Let P -: (bi & ?x~Pl (XID b2&!e~P2 Uy:B------)P)(y»)
 

and Q ~ (el & ?x ------.,.Ql (x) 0 c2&!f~Q2 0 Y:C-j Q3(y))
 

and R <: (dl & ?x-..,.RI(x1O d2&!y ~ R2 0 y:D_R)(yl)
 

If P » Q » R is deterministic, then
 

P»Q» R : (b( & ?x -----+ pi (x) » Q » R
 

od2 & ! Y ~ P » Q » Rl 

oy: (S(\CI\D)----+ P){y) » Q)(y)>> RJ(y) 

o (b2" (1) & (Pl » Q1 (el » Rl 

U {clAd}) 4- IP» Q2» RI(t)J 

Proof: 

Similar to (.) 

(e) 

1.	 If P » Q is deterministic, then 

\1' » QJ I<x> " (p!(J<» » fQ!<><» provided th<1t )(~ A 

and <x) 10. traces (p)n traces(QJ 

Proof; 

We define 

T = ttl t" trace~ (P Imid/r iqht] II Q[mid/left] ) /\ t r (L1eft ,right! UA) <x> ~ 
FrDIl! the assumption it follows that (]I() E T 

(P)"> Q1/<x> '" n ((PIMid/rightlIIQ{mid/leftJ/t»\ ~mid5 
t ~ T ' ­

Law ) of concealment 

((P[mid!rightl ~ Q1mid/leftJ}'<x»\ lmiil1 
Since P » Q Is deterministic 

(p [mid!rightJ /<x> 11 (Q lmicl!lett]/<x»)\ llllid j 
LJ (d) in Section 2 

(P/<x» » IQ/<x») def of » 

2.	 If P » Q is deterministic, t.hen 

P » Q '" (P/riqht.ul » (Q/left.uJ proVided that riqht.u( tra<:es(P) 

and left.u ~ traces(QI 

Proof: 

We define 

T = l tit ~ traces (Plmidjright] IJ Q[mid/left])" t r (~eft,right ~ V~ = <> 1 
FrOID the as sumption we hav","
 

mid. u ~ tuces (P fmid/r ight) )
 

mid. u {traces (Q [mid/left))
 

and mid.ur (fleft,right\ VA) '" <> 

which implies that 

mid.uE:. T 



Thus	 we concllrle that 

P » Q '" (P » Q l/<> L2 (a) in Section 2 

=t':lr «P[mid/rightJ IIQ[mid/lE-f t ll/tl\ tmid~ Law 3 of concealment 

((P{mid/right] II Q [mld/leftJ)/mid.ul\ tlllid ~ since P » Q is deterministic 

: (P [mid/r ightJ /mid. u) )1 (Q \mid/left] /mid. u) l\tmidJ 
L31d} in Section :2 

IP/right.u) » IQ/left.u) def of » 

3.	 If P » Q» R is deterministic, then 

(P » Q » R)/<x) '" (p/<X» » (Q/<X)} « {R/<x») 

provided th.at x t. A and <x) L traces (P) (\ traces (Q) (\ traces (R) 

Proof: 

Similar to (cl.1 

4.	 If P » Q» R is deterministic, then 

P » Q » R '" (P/right.ins{s») » (Q/s) » (R/left.outs(s» 

provided that s~traces (Q) and right.lns(s),traces(Pl and left.outs(s)Et:caces(Rl 

Proof: 

Similar to (c).2 




