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Abstract

This thesis describes a type system that combines ML-style pelymorphism with
a general approach to overloading. The central idea is to use qualified types that
include predicates and restrict the set of Lypes at which an object can be used to
particular instances of a polymorphic type. Different applications of qualified types
can beobtained by changing the underlying system of predicates. We illustrate this
with examples including type classes, explicit subtyping and extensible records.

Much of the thesis deals with a simple, implicitly typed, functional language.
Extending the Damas/Milner approach to type inference, we define an ordering
between the constrained type schemes used in our system and show that the set
of all possible typings for a given term has a greatest element with respect to this
ordering. Furthermore, this principal type scheme can be calculated using a type
inference algorithm.

Using an abstract notion of evidence, we show how the meaning of a program in this
system can be described by translating it into a language that includes constructs
for manipulating evidence valuies. Since any given term may have many distinct
translations it is necessary to give coherence conditions which guarantee that the
meaning of a term is well defined. This thesis introduces a new technique for
establishing results of this kind, using a semantic interpretation of the ordering
relation on type schemes.

We also address more practical issues concerning the use of qualified types, both
for the general system and for specific applications. This includes a promising new
representation for extensible records, based on the use of evidence. In addition, we
describe the implementation of type classes in Haskell and (Gofer, an experimental
system developed by the author.
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Summary of notation

Substitutions

R, S, T,U,... Substitutions (capture avoiding) of types for type variables.

id The identity substitution.

RS Composition of substitutions R and 5.

S[ri/t, ..., 7/ta] Substitution mapping each {; to 7;, and any other variable ¢
to St.

(ri/t1, ..., Ta/la]  Abbreviation for id[r /8, ..., 7a/ta).

S[m:/t] Substitution mapping each {; to 7; as { ranges over some (im-

plicit) set of index values, and any other variable ¢ to St.

[ri/t] Abbreviation for id[r;/t,].

R=S§ Equality of substitutions, ignoring ‘new’ variables, Section 3.4.2,
page 32.

Terms

E F,... Term expressions.

T, Yy.enn Term variables, Section 3.1.2, page 20.

EF Application of E to F, Section 3.1.2, page 20.

Az.E A-abstraction, Section 3.1.2, page 20.

let z =Ein F Local definition of z in F, Section 3.1.2, page 20.

v



Av.E

FV(E)
(Efz]F
id

Erase F

Evidence abstraction, Section 4.2, page 41.

If v = »,...,va is a list of evidence variables, then Av.E is
used as an abbreviation for Av;. ... Avy . E, Section 4.2, page 42.

Evidence application, Section 4.2, page 41.

If e = e,...,e, is a list of evidence expressions, then FEe
is used as an abbreviation for (...(Fe;)...)¢q, Section 4.2,
page 42.

Term variables appearing free in E, Section 3.1.2, page 20.

Capture free substitution of E for each free occurrence of r
in F, Section 3.1.2, page 20.

The identity term Azx.z.

Erasure of E, Section 5.2, page 57.

Predicates and evidence

1]
T,

P,Q R,...

e?f'l g!"'

u, ¥, W,...

EV(e)

P,Q
PHQ

Predicates.
Predicate sets/assignments.

Evidence expressions (also used to represent lists of evidence
expressions), Section 4.2, page 41.

Evidence variables (also used to represent lists of evidence
variables), Section 4.2, page 41.

Predicate assignment. If v = #,..., vg 18 a list of evidence
variables and P = #1,..., 7, is a list of predicates, then v: P
is used as an abbreviation for the predicate assignment v :
iy.. .y Un iy, Jection 4.2, page 42.

Type variables appearing free in ¢, Section 4.2, page 41.
The empty set/predicate assignment, Section 2.1, page 8.
Union (concatenation} of P and @, Section 2.1, page 8.

Predicate entailment, Section 2.1, page 8.



PhHe:Q

PlFe=f:@Q

Construction of evidence e for @ from predicate assignment
P, Section 4.2, page 41.

Evidence equality judgement, Section 5.4.1, page 60.

Types and type schemes

AL N

R

T U B,
toa, 3,7, ..
VT.o

P=c

(P|o)

Type

TV(a)

AV(a)

Gen(A, p)

(Pla) <(Qln)
C:(QIn) 2 (Plo)
C'oC

v
T ~T

OML Type schemes, Section 3.1.1, page 19.
OP types, Section 5.1, page 55.

Qualified types, Section 3.1.1, page 19.
Simple types, Section 3.1.1, page 19.
Type variables, Section 3.1.1, page 19.
Polymorphic type, Section 3.1.1, page 19.

Qualified type, Section 3.1.1, page 19.

Ifo= Q= tand P, @ are predicate sets then P = o is used
as an abbreviation for (P, ¢}) = o, Section 3.1.1, page 19.

If P=my,...,m, 13 a list of predicates, then P = o is used as
an abbreviation for m; = ... = 74 = p, Section 4.2, page 42

Constrained type scheme, Section 3.2.1, page 22.

The set of all simple type expressions, Section 3.1.1, page 20.
Type variables appearing free in &, Section 3.1.1, page 19.
Ambiguous type variables in o, Section 5.8.3, page 78.
Generalisation of p with respect to A, Section 3.2.4, page 25.
Ordering on constrained type schemes, Section 3.2.1, page 22.
Conversion C from (@|n} to (P|o), Section 5.5, page 66.
Composition of conversions, Section 5.5, page 66.

Most general unifier I of 7 and 7, Section 3.4.1, page 30.



Typing judgements and related notation

A, A
dom A

Az, 20

A(z)
P|A+ E:o
PIAR E:o
Pl|AF E:¢q
P|[AFE~F:o
PIAFEBF:o
PIAFE=F: ¢
FE=F

Type assignments, Section 3.1.3, page 20.
Domain of type assignment A4, Section 3.1.3, page 20.

Type assignment obtained from A by adding a new binding
for z, Section 3.1.3, page 20.

Value assigned to z in type assignment A, Section 3.1.3, page 20.
Typiug judgement, Section 3.1.3, page 21.

Syntax-directed typing judgement, Section 3.3.1, page 27.
Type inference algorithm judgement, Section 3.4.2, page 30.
Typed translation judgement, Section 5.2, page 38.

Typed reduction judgement, Section 5.4.2, page 61.

Typed equality judgement, Section 5.4, page €0.

Equality of terms in all applicable contexts, Section 5.4, page 60.
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Chapter 1

Introduction

1.1

Type systems for programming languages

Many programmming languages rely on the use of a systemn of types to distinguish
between different kinds of value. This in turn is used to identify two classes of
program; those which are well-typed and accepted by the type system, and those
that it rejects. Many different kinds of type system have been considered but, in
each case, the principal benefits are the same:

The ability to detect program errors at compile time: A type dis-
cipline can often help to detect simple program errors such as passing an
inappropriate number of parameters to a function.

Improved performance: If, by means of the type systern, it is poasible to
ensure that the result of a particular calculation will always be of a certain
type, then it is possible to omit the corresponding runtime checks that would
otherwise be needed before using that value. The resulting program will
typically be slightly shorter and faster.

Documentation: The types of the values defined in a program are often
useful as a simple form of documentation. Indeed, in some sitvations, just
knowing the type of an object can be enough to deduce properties about its
behaviour (Wadler, 1989).

The main disadvantage is that no effective type system is complete; there wil
always he programs tbat are rejected hy the type system, even though they would
have produced well-defined results if executed without consideration of the types
of the terms involved. For example, the expression:

1 + (if True then 1 else “str”)

1



has a well-defined numeric value, but will not be accepted in many typed languages
because the values 1 and “str” in the two branches of the conditional do not have
the same type. More sophisticated type systems might accept the expression above,
but would reject similar expressions obtained by replacing the constant True with
increasingly complicated boolean-valued expressions.

For most of the work in this thesis we concentrate on type systems for statically
typed languages. The most important factors to be considered in the design of
such systems are:

o Flexibility: The type system should not impose too many restrictions on
the programmer and should accept a reasonably large class of programs.

¢ Effective type checking: There should be an effective process for deter-
mining whether or not a particular program is acceptable. For example, it is
not usually acceptable for a compiler to enter a non-terminating computation
in an attempt to determine whether a given program is acceptable.

s Intuitive behaviour: The programmer should be able to predict which
programs will be accepted and which will not.

® Accuracy: The types assigned to objects should accurately reflect the prop-
erties of those objects. The desire for more detailed types (that give more
information about the corresponding families of values) must be balanced
with the aim of maintaining effective type checking.

1.2 Type inference and polymorphism

In his seminal paper “A Theory of Type Polymorphism in Programming” (1978),
Milner observed that, in many cases, there is no need to mention the types of the
objects appearing in an expression since they may be inferred from context. Using
a simple implicitly typed language based on the untyped A-calculus, lie showed how
a type inference algorithm could be used to calculate vakid typings for programs
without explicit type annotations. In later work (Damas and Milner, 1982) it was
established that the typing that Milner’s algorithm assigns to a given term (if any
typing is possible) is, in a very precise sense, the most general typing that can be
obtained for that term, extending an earlier resuit due to Hindley (1969).

Another significant feature of Milner’s work was its formal treatment of polymor-
phism: The ability to treat some terms as having many different types. Opportuni-
ties for polymorphism occur when the type of a term is not completely determined
by its context. For example, using the notation of a modern functional language,



we can consider a function lengéh that takes a list of values as its argument and
returns the length of the list (an integer) as its result:

length [] =0
length (z:15) = 1+ length zs

The values held in the list (represented by the variable z in the second line of the
definition) are not actually used in the calculation. Hence the length function can
be treated as having type [a¢] — Int for any type a, where Int denotes the type of
integers, (2] denotes the type of lists with members of type a, and @ — b denotes
the type of functions mapping values of type 4 to values of type b. Rather than
picking any one particular type of this form, we say that length has a type seheme
Va.[a] — Int, using explicit universal quantification as in (Damas and Milner,
1982) to indicate that the chaice of a is arbitrary. Following Strachey (1967), this
is often described as paremeiric pelymorphism since the set of types represented
by a type scheme can be obtained by choosing different values for the quantified
type variables (the parameters) in the type part of the type scheme.

More generally, if Type denotes the set of all first-order types, and f(t) is an
element of Type {possibly involving the type variable t), then an object with type
scheme ¥1.f(t) can be treated as having any of the types in the set

{/(r) | 7 € Tupe },

where f(7) is obtained by substituting 7 for ¢ in f(¢) in the obvious way. Treating
the elements of Type as type schemes with no quantified variables, each 7 € Type
corresponds to the singleton set of types {r}. With this in mind, the elements of
Type are often referred to as monetypes.

1.3 The choice between ‘all’ and ‘one’

While convenient for many programs, there are also examples that cannot be
described comfortably using either parametric polymorphic types or monotypes;
the choice between ‘all’ and ‘one’ is too severe. What type, for example, should
be assigned to the addition function (+)?7 We would certainly hope to be able to
use the same operator to add both integer and floating point numbers, but the
standard Hindley/Miluer type system gives only two options:

# The simplest solution is to use distinct monotyped function symbols for each
variant of the addition function that is required. However, the use of several
different symbols describing a single concept seems unnatural and may not be
practical in situations where any significant number of variations is required.

3



Furthermore, we will typically need to repeat the definitions of any values
defined, either directly or indirectly, in terms of addition for each different
choice of that function.

# An alternative approach would be to treat addition as having a polymorphic
type - for example, (Ya.a — a — a) - but this makes the type system
unsound, or at least, reduces its ability to detect type errors involving the
use of addition since there are types a on which the addition operator is
undefined. As a result, there are programs that will be accepted by the type
system, and yet result in a run-time type error. Note that the implementation
of addition will typically involve the use of distinct sections of code for each
different type for which the function is defined. This is in stark contrast to
the lergth function described above where the same code can be used for
every different choice of type, and is an example of what is commonly called
ad-hoc pelymerphism.

In the past, many language designers have side-stepped these issues; typical ap-
proaches include: treating all kinds of numeric values as the elements of a single
type, relying on implicit coercions between numeric values of different kinds or us-
ing somewhat ad-hoc techniques to determine which particular version of a function
is needed in a given context.

There have also been a number of atiempts to solve these problems using con-
strained type systems in which the range of type variables may be restricled to
particular families of types. We mention in particular the work of Kaes (1988)
and Wadler and Blott (1989) on parametric overloading, of Mitchell (1984) and
Fuh and Mishra (1989, 1950} on subtyping and of Harper and Pierce (1990) on
extensible records. These papers provide much of the motivation for this thesis
and their examples will be used to illustrate some of the applications of our work.

1.4 Qualified types

This thesis develops a general approach to constrained type systems based on the
use of quelified types and providing an intermediate level between monomorphic
and polymorphic typing disciplines. For example, if w(t) is a predicate on types,
then we can use a type scheme of the form Vi.x(2) = f(¢) to represent a set of
types:
{f(r) | 7is a type such that n(7) holds }.

For example, we might write the type of the addition function described in the
previous section as Ve.Num 1t = ¢ — t — { where Num ¢ is a predicate that is



true exactly when ¢ is a numeric type. Many further examples will be given in
later chapters.

The use of qualified types may be thought of in two ways: Either as a restricted
form of polymorphism, or as an extension of the use of monotypes, commonly
described as everloading, in which a function may have different interpretations
according to the types of its arguments.

The main benefits of using qualified types are:

o A general approach that includes familiar type systems as special cases. Re-
sults and tools developed for the general system are immediately applicable
to each particular application.

e A flexible treatment of predicates on types and inferences between them that
is largely independent of any single type system.

e More accurate assignment of types to objects without losing the ability to
support effective type checking.

* The abijlity to include local constraints as part of the type of an object. This
enables the definition and use of polymorphic overloaded values within a
program.

e A precise treatment of the relationship between implicit and explicit over-
loading. This is particularly wseful for describing the implementation of
systems supporting qualified types.

1.5 Outline of thesis

This thesis addresses both theoretical and practical issues concerning the use and
application of qualified types and we begin by summarising the contents of the
following chapters.

The choice of 2 suitable language of predicates is clearly an important part of
any application of qualified types. Chapter 2 introduces a formal framework for
predicate systems and specifies some simple properties which they are expected to
satisfy. We illustrate these definitions by giving systems of predicates which can
be used to describe the use of type classes, subtyping and extensible recotds.

Chapter 3 describes an extension of Milner’s type system which includes support
for overloading based on the use of qualified types and parameterised by an arbi-
trary system of predicates. We define an ordering on the set of type schemes and
show that there is a type inference algorithm which calculates principal types, i.e.
greatest possible typings with respect to this ordering.

5



The next two chapters re-examine and extend the work of Chapters 2 and 3, using
the concepl of eviderce introduced in Chapter 4 to give a semantic interpretation
for overloading. We show how the definition of predicate systems can be extended
to describe the construction of evidence and suggest suitable choices of evidence
for particular applications. In the case of type classes and subtyping, these include
well-known techniques which are already used in the implementation of such sys-
tems. Previous work with extensible records does not appear to have made use
of analogous techniques, but we show how the concept of evidence leads us to a
promising new implementation.

Chapter 5 shows how the semantics of programs in the language described in Chap-
ter 3 can be captured by translating them into a language with explicit constructs
for manipulating evidence values. Each source term may have many different
translations and it is necessary to show that these are semantically equivalent in
order to prove that the meaning of the original term is well-defined. We accom-
plish this by identifying a particular prireipal lranslation and showing how any
other translation can be-expressed in terms of this. These results depend on a
notion of uniqueness of evidence, a property of the predicate system which must
be verified independently for each application of qualified types. The most impor-
tant and novel aspect of our approach is the use of conversions to give a semantic
interpretation for the ordering relation between type schemes.

The following three chapters deal with more practical issues and we adopt a
leas rigourous approach with the emphasis on concrete implementation techniques
rather than the formal properties of the type systems involved. Chapter 6 begins
the transition from theory to practice by describing a number of extensions to the
type systems presented in the previous chapters. Each of these might potentially
be used to provide more accurate type checking, simplified principal types or more
efficient implementations.

In Chapter 7 we focus on the system of type classes used in the functional pro-
gramming language Haskell and describe some useful optimisations to the original
implementation suggested by Wadler and Blott {1989). In particular, we concen-
trate on the task of trying to minimise the construction of dictionary values which
play the role of evidence in this particular application,

Chapter 8 qutlines an alternative approach to type classes as implernented in Gofer,
a small, experimental system developed by the author. We discuss the relationship
between the two approaches and show how the system of type classes in Gofer lends
itself to a remarkably clean and efficient implementation.

Finally, Chapter 9 outlines several ideas for further work motivated by the issues
raised in the preceding chapters.



Chapter 2

Predicates

The key feature of a system of qualified types that distinguishes it from other
systems based solely on parametric polymorphism is the use of a language of
predicates to describe sets of types (or more generally, relations between types).
Exactly which sets of types and 1clations are useful will (of course) vary from one
application to another and it does not seem appropriate to base a general theory
on any particular choice. Qur solution, outlined in this chapter, is to work in a
framework where the properties of a (largely unspecified) language of predicates
are described in terms of an entailment relation that iz expected to satisfy a few
simple laws, In this way, we are able to treat the choice of a language of predicates
as a parameter for each of the type systems described in subsequent chapters.
This approach also has the advantage that it enables us to investigate how the
properties of particular type systems are affected by properties of the underlying
systemns of predicates.

The basic notation for predicates and entailment is outlined in Section 2.1. The
remaining sections illustrate this general framework with applications fo: Haskell-
style type classes (Section 2.2), subtyping (Section 2.3) and extensible records
(Section 2.4). Although we consider each of these examples independently, this
work opens up the possibility of combining elements of each in a single concrete
programming language.

2.1 Basic definitions

For much of this thesis we deal with an abstract language of predicates on types.
The exact form of individual predicates is not significant but, in practical applica-
tions, they are often written using expressions of the form » = p v ... v, where
p is a predicate symbol corresponding to an n-place relation between types: The



predicate n represents the assertion that the types denoted by the type expressions
T1,--.,7n are in this relation. The only condition imposed on the set of predicates
is that it be closed under substitutions mapping type variables (and hence type
expressions) to type expressions, i.e. for any such substitution S and any predicate
m as above, the expression:

Sr=p(Sn) ... (S7a)

should also be a predicate.

Properties of predicates are captured by an entailment relation H- between (finite}
sets of predicates. An entailment of the form Pt {r} indicates that the predicate
7 can be inferred from the predicates in P. In practice, we often write T as an
abbreviation for the singleton predicate set {r} and hence write this entailment
as P - m. More generally, we expect the entailment relation between arbitrary
finite sets of predicates to satisfy:

PH@ o VYVreQ@ Pk (set-entail)

This is ofien used implicitly in the definition of entailment for particular appli-
cations of qualified types. Thus we describe only the rules for entailments of the
form P Kk 7 and use (set-entail) to extend this to the desired relation between
predicate sets.

The only other properties that we assume about entailment are as follows:

s Monotonicity. P = P’ whenever P 2 P’. By (set-entail), this is equivalent
to saying that P W 7 for each = € P.

o Transitivity. If PH @ and Q ¥ R, then PH R.

¢ Closure property. If Pt @, then SP - 5Q for any substitution 5. This
condition is needed to ensure that the system of predicates is compatible
with the use of parametric polymorphism.

A number of other useful properties of H- follow directly from these laws. For
example, taking P’ = P in the definition of monotonicity gives P H P, showing
that H is reflexive. Furthermore, taking P’ = @ we find that P H @ for all P.
Some additional derived properties are given below.

In the following, we write P, @ for the union of predicate sets F and ¢ and use
P, r as an abbreviation for P, {x}. The principal reason for this choice of notation
(rather than the conventional P U @} is to avoid any preconceptions about the
properties of the (_,_) operator. This will be convenient in later work (Chapters 4
and 5 in particular} where we consider entailments between ordered collections of
predicates.



With this in mind, we reformulate the properties of predicate entailment given
above so that we do not need to rely on any particular interpretation of § and (-, )
in formal proofs. A suitable collection of rules is given in Figure 2.1 and these are
usually taken used as part of definition of entailment in specific applications.

Monotonicity: (id) PH P
{term) PH D
(fst) P,Q% P
(snd) P,gH Q
(univ) w
PH Q,R
Transitivity: {trans) PHQ QHWR
PH R
PH @
C1 ty: (el _—
osure property: (close) SFF 50
I i
Derived rules: (dist) Fr@ PH &
PP Q@
(uty FHQ PQER
PH R

Figure 2.1: Rules for predicate entailment.

Notice the law (univ) which is needed to establish the derived rules of distributivity
(dist) and the cut rule (ecut). For the special case of predicate sets, all three of
these rules can be proved using monotonicity, transitivity and (set-entail} and
hence the rules in Figure 2.1 may seem unnecessarily complicated. However, the
benefits of this approach will become more apparent in later chapters.

For the purposes of entailment, we can treat {_,_) as an associative aperator: It is a
simple exercise to show that P,(Q,R)H (P, @), R and (P, @), RH P,(Q, R) for
any P, @ and R. By (trans), it follows that (P, @), R and P,{Q, R) are equivalent
in the sense that:

Pt P(QRY= PH (P,GQ),R and P,(Q,R)H P & (P,Q)RH P

The equivalence of P,® and B, P to P can be established in a similar way, so that
@ can be treated as an identity for (_,_).
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2.2 Type classes

Much of the original motivation for qualified types came from the study of {ype
classes, introduced by Wadler and Blott (1989) and adopted as part of the stan-
dard for the programming language Haskell (Hudak et al., 1992). Type classes are
particularly useful for describing the implementation of standard polymeorphic op-
erators (such as computable equality), but they can also be used as a more general
tool for the development of clear, modular programs (Jones, 1990).

In this section we sketch the principal components of a system of type classes and
describe the corresponding system of predicates. The use and implementation of
type classes is considered in more depth in Chapters 4, 7 and 8.

2.2.1 Class declarations

Broadly speaking, a type ¢lass represents a family of types (the instances of the
class) together with an associated set of member functions defined for each Instance
of the class. For each class C and type r, a predicate of the form C 7 represents the
assertion that 7 is an instance of the class . This notation follows the concrete
syntax of Haskell (were it not for the use of a limited character set, these predicates
might well have been written in the form r € C). A standard example is the set of
types whose elements may be tested for equality. The following clgss declaration
illustrates how this can be defined in the concrete syntax of Haskell:

class EZq a where
(==) :: a ->a->Bocl

The definition is in two parts:

& The expression Eq a in the first line introduces a name Eq for the class and
indicates that the type variable a will be used to represent an arbitrary
instance of the class in the following part of the definition.

¢ The second line gives the names of the member functions of the class. In
this case we have a single member function, represented by the infix operator
symbol (==). The type signature a -> a -» Bool indicates that, for each
instance a of Eq, the equality operator is defined as a function taking two
arguments of type a and returning a boolean value of type Boal.

The equality operator (==) will now be treated as having the (qualified) type:

(==) :: Ega=>a=->a->Bool

10



Note the convention that all free variables in a type expression are implicitly bound
by a universal quantifier at the outermost level. Thus {==) is ‘polymorphic’ in a,
but the choice of types for a is restricted Lo instances of Eq.

Even before we have defined a single instance of the class, we can use the (==)
operator, either directly or indirectly, in the definition of other values. Forexample:

False
x==y || member x ys

member x []
member x (y:ys)

xs ‘subset’ ye = all (\x -> member x ys) xs

The restriction to lists of values whose type is an instance of Eq is reflected by the
types assigned to these functions:

member :: Eq a => a -> [a] -> Bool
subset :: Eq a =» [a] ~-» [a] -> Bool

2.2.2 Instance declarations

The instances of a class are defined by a collection of instance declirations as
illustrated by the following examples. An implementation of the equalily function
on integers, supplied by a built-in primitive prinEqInt with monomerphic type
Int ->» Int -> Bool, can be included as part of the definition of (==) using the
declaration:

instance Eq Int where
(==) = primEqInt

The same function might also be used, indirectly, to define an equality operation
on values of type Char representing characters:

ingtance Eq Char where
c=c’ = ord c == ordc’

ord c gives the integer code corresponding to the character c.
g g p g

Instances of a class may also be given for standard and user-defined algebraic data
types as in the following definition of equality on lists:

instance Eq a =» Eg [a] where

(1 == [] = True
(1 ax (y:ys) = False
(x:18) == [] = False

(x:xs) == (y:ys) X==y &% xs==ys

11



The expression Eq a => Eq [2] in the first Line indicates that the definition of
equality on lists depends on the definition of equality on the elements held in the
lists: If ais an instance of Eqg, then so is [a).
Note that the set of types defined by a finite collection of instance declarations
may be infinite (but recnrsively erumerable).

2.2.3 Superclasses

The system of type classes used in Haskell also supports a mechanism for defining
hierarchies of classes using a notion of superclesses. For example, a simple dec-
laration for the class Ord (whose instances are those types with elements ordered
using the (<=) operator) might be:

class Eq a => Ord a where
(<=) :: a => a -> Bool

indicating that every instance of Ord should also be an instance of Eq. (Note that,
in this situation, the => symbol should be read as 2 not implication; to say that
Eq is a superclass of Ord means that t£0rd implies t€Eq and not the converse.)

2.2.4 The entailment relation for type classes

The definilion of the predicate entailment relation k- depends on the information
provided by the class and instance declarations appearing in a program. The
relevant details can be represented by a set T which we call a type class environment
containing two kinds of term:

Class P = 7 corresponding to the first line of a class declaration; each of
the classes in P is a superclass of the class named by =.

Inst P=rm corresponding to the first line of an instance declaration; if
there is an instance for each predicate in P, then there is an
instance for .

For example, the type class environment for the declarations above is:

{Class {} = Eq a,

Class {Eq a} = Ord a,
Inst {} = Eq Int,

Inst {} = Eq Char,
Inst {Egq a} = Eq la]}

12



The definition of predicate entailment for type classes is given by the rules in
Figure 2.2, combined with the general rules in Figure 2.2. These rules are param-
eterised by the choice of a fixed type class environment I' {(with type variables in
T interpreted as meta-variables of the inference rules).

Pz (Class P=>x)el = eP
P
PP (Inst PP=>7)eTl
PH=x

(super)

(inst)

Figure 2.2: Rules for type class entailment

The main advantages of this treatment of type classes are:

e The current version of Haskell makes a number of (largely syntactic) restric-
tions on the form of class and instance declarations and limits lype classes
to a single parameter. On the other hand, the framework described here
makes no assumptions about the elements of a type class envirenment and
can be used to reason about ‘multiple parameter classes’ with predicates of
the form Cn ... Ta.

o The same ideas can be used to describe alternatives to the Haskell approach
to type classes. Chapter 8 deals with one interesting example of this.

e There is a natural and direct treatment of superclasses as part of the defini-
tion of H-. This is in contrast with the approach described in (Chen, Hudak
and Odersky, 1992) where superclasses are encoded using class sets, and with
other proposals, for example (Blott, 1991), that do not formalise the use of
superclasses. One notable exception is the paper by Nipkow and Snelting
(1991) that uses a sort hierarchy to model superclasses.

2.3 Subtyping

In many programming languages, it is possible for functions expecting rea! number
arguments to be applied to integer values, even though the two kinds of number
may have different representations. This is often dealt with by considering the
type of integers Int to be a subtype of the type of real numbers Real, written
Int C Real, indicating that every integer can be treated as a real number by
applying a suitable coercion function.

13



In this section we outline a simple approach to subtyping using predicates of the
form ¢ C r to represent the assertion that o is a subtype of r. A simple definition
of entailments between such predicates might be based on the rules in Figure 2.3
as in (Mitchell, 1984) and later extended in (Jategaonkar and Mitchell, 1988; Fuh
and Mishra, 1989, 1990; Mitchell, 1991). Notice the rule (arrow)} that describes

(reff) PheoCo
(trans-C) PreCp PHpCr
- PHeCr

ProCe PHFCr
P {1 C(c—T)

{arrow)

Figure 2.3: Rules for structural subtyping

the way in wlich inclusions between function types are determined by inclusions
between their component types. For example, if int C Real, we can deduce:

(Real = Int) C (Int — Int) and (Int — Int) C (Int — Real),

corresponding to the coercions obtained by composing on the right or left respec-
tively with a coercion from Int to Real.

The system of predicates described above can be used both in languages that
allow only explicit coercions and in those which allow implicit coercions. A simple
application of the former might be to use an addition function:

add :: Va.a C Real = ¢ — a — Heal

to add two integets together, obtaining a real number as the result. In simple
languages, functions like add might be provided as built-in primitives. The benefit
of using qualified types is that other functions defined in terms of these primitives
may also be overloaded. For example:

double  Va.a € Real = a — Real
double z = add z x

There is nothing to prohibit the use of 2 primitive {function:
coerce zYavVbaCb=a—b

that can be used at any point in a program where a coercion is required.

14



More sophisticated systems, including all of those cited above, allow the use of
implicit coercions: I £ is a term of type & and ¢ C ¢’, then the term F can also
be treated as a term of type ¢’. This is in contrast with a system that permits
only explicit coercions where it might be necessary to write coerce E lo obtain a
term of type ¢'. In these systems, the addition of two integers to obtain a real
result can be described without explicit overloading using a function:

edd :: Real — Real — Heal

with two implicit coercions from Int to Real. As a further example, the coerce
function described above can be implemented by the standard *identity function’,
Az.z (but of course, there is no practical use for coerce in a system that already
has jmplicit coercions!).

In this thesis we concentrate on type systems suitable for languages with explicit
coercions. Section 6.3 outlines the extensions needed to support the use of implicit
coercions and describes some of the problems that can occur.

2.4 Extensible records

A record is a collection of values (known as fields), possibly of different types,
each of which is associated with a distinct element [ drawn from some specified
set of labels. Simple examples include the empty record () (with no fields) and
{z =1, y = True) which has two fields labelled z and y containing an integer and
a boolean value respectively.

There has been considerable interest in the use of records to model features of ob-
ject oriented programming languages including inheritance and subtyping. A num-
ber of different approaches have been considered including (Wand, 1987; Cardelli,
1988; Stansifer, 1988; Rémy, 1989; Cardelli and Mitchell, 1990},

The approach described in this section is based on work described by (Harper
and Pierce, 1990). This system, in common with some of the other approaches
mentioned above, provides a system of ertensible records, the key feature being
that any record which does not have a field corresponding to a particular label
may be extended to include such a field. This operation on record values is often
described as polymerphic extension since it can be applied to any type of record
except those which already contain a field with tbe particular label concerned. As
such, this is a natural application for qualified types.

For reasons of space, we can only sketch the basic ideas here. Further details and
a discussion of the relationship between this approach and those of other systems
of extensible records are given in (Harper and Pierce, 1990).
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To begin with we will assume that the language of expressions includes record
expressions described by the syntax:

g o= ) empty record
| »e\? restriction
| {s|l=¢} ectension
|  pd selection

where (p\ {) gives the result of removing the field labelled I from the record p,
{ ] t = ¢) gives the result of adding a field { with value e to the record p and {p./)
returns the value of the field labelled ! in the record p. Not all of the expressions
permitted by this syntax are well-formed, but we will rely on the use of types and
predicates to detect such errors rather than on purely syntactic conditions.

It iz often convenient to use the following abbreviations for record expressions:

{z =¢) {Dlz=2¢

{(r1=e,..., %0 = €, Tag41 = e...H) = {{mm=¢€1,.00, In = e,‘) | Tnsl = 3u+1)

Note that the order of fields in a record is not significant so that, for example, the
expressions {z = 2, y = 3} and (y = 3, £ = 2} represent the same record.

The types of record expressions are written in a similar way:

roa= ) empty record
| (r|l:o) eztension
AN restriction

where {) is the unit type of the empty record, r\ I is the same as the record type
r but without the field labelled ! and {r | {: ¢} is the same as the record type
r but with an additional field labelled ! of type &. As with record expressions
above, not all of the type expressions permitted by this syntax are well-formed.
In addition, there is a non-trivial equivalence between valid record types. For
example, {r | ! :a) \ ! is equivalent to r, and {r | {: ¢) \ I’ is equivalent to
{r\ '] lis}, assuming that [ # 1.

The process of determining exactly which labels are bound and which are unbound
in any particular record can be described using predicates of the form:

record r  indicating that r is a well-formed record type.
r has I:{ indicating that a record of type r has a field labelled ! of type .
r lacks! indicating that a record of type r does not have a field labelled 1.
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The intuitive meanings of these predicates are formalised by the rules in Figure 2.4.

Record formatjon: P i record ()
PHrecordr PH rlacks !
P i record {r]i:t)
PHrecordr PHrhasi:t
P K retord r\{

Absent fields: P H () lacks {
P I record r\ ]
P Hr\[lacks{

PH riacks!
—_— ! 14
PH r\{lacks ! 7
PH rlacks! 147D

PH (r|V:t') lacks |

P i record (r | 1:t)
PH {r|l:t)hasi:t

Present fields:

PH rhasl:t
—_ T revic ! !
PH s\l hasl:t 7
PHrhasl:t [£1

PH{r|V:t") has i:t

Figure 2.4: Predicate entailment for extensible records

Predicates of the form (r has /:t) and (r lacks !) are also useful in qualified types.
For example, the primitive operations of record restriction, extension and selection
can be represented by families of functions (indexed by labels) of type:

\D i VrVirhasit) = r— r\{
(<It=20 = Vr¥t(rilacks )= r =t — (r|I:f)
{-.1) VeVt (rhas lit) =>r— 1t

The following function definition provides another simple example:

= ¥r(rhasz:Int, rlacks y) = r = {r | y:Int)
fro= (riy=rz+1)
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Chapter 3

Type inference for qualified types

This chapter describes an ML-like language (i.e. implicitly typed A-calculus with
local definitions) and extends the framework of (Milner, 1978; Damas and Milner,
1982} with support for overloading using qualified types and an arbitrary system
of predicales of the form described in the previous chapter. The resulting system
retains the flexihility of the ML type system, while allowing more accurate descrip-
tions of the types of objects. Furthermore, we show that this approach is suitable
for use in a language based on type inference, in contrast for example with more
powerful languages such as the polymorphic A-calculus that require explicit type
annoctatiors,

Section 3.0 introduces the basic type system and Section 3.2 describes an ordering
on types, used to determine when one type is more general than another. This is
used to investigate the properties of polymorphic types in the system.

The development of a type inference algorithm is complicated by the fact that
there are many ways in which the typing rules in our original system can be
applied to a single term, and it is not clear which of these (if any!) will resuit
in an optimal typing. As an intermediate step, Section 3.3 describes a synlaz-
directed system in which the choice of typing rules is completely determined by
the syntactic structure of the term involved, and investigates its relationship to the
original system. Exploiting this relationship, Section 3.4 presents a type inference
algorithm for the syntax-directed system which can then be used to infer typings
ia the original system. We show that the set of all derivable typings for a term
can be characterised by a single principal type scheme that is calculated by this
algorithm. In addition, we describe the relationship beiween the decidability of
type checking and the decidability of a property of predicate entailment.

In subsequent chapters, we extend the results presented here to describe the rela-
tionship between implicitly overloaded terms and their translations in a language
with explicit overloading. Detailed proofs for these extensions are included in Ap-
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pendix A from which it is possible to derive the simpler results of this chapter.
Proofs for the results of this cbapter may also be found in (Jones, 1993b).

3.1 An extension of ML with qualified types

This section describes an extension of the core of the ML type system with support
for overloading using qualified types. For ease of reference we will call this system
OML, an abhreviation of ‘Overloaded ML".

3.1.1 Type expressions

Following the definition of types and type schemes in ML, we consider astructured
language of types, the principal restriction being the inability to support functions
with either polymorpbic or overleaded arguments:

T o= type variables
| 7= 7 function types

p = P=7 gqudlified types

o u= VYT.p type schemes

Here ¢ ranges over a given (countably infinite) set of type variables and P and
T range over finite sets of predicates and finite sets of type variables respectively.
The — symbol is treated as a right associative infix binary operator. Additional
type constructors such as those for lists, pairs and record types will be used as
required. The set of type variables appearing (free) in an expression X is denoted
TV(X) and is defined in the obvious way. In particular, TV{¥T.p) = TV(p)\ T.

1t is convenient to introduce some abbreviations for qualified type and type scherme
expreasions. In particular, if p = (P = 7) and ¢ = ¥T.p, then we write:

Abbreviation Qualified type | Abbreviation Type scheme
T f=r P V.0

x*=>p (m,Py=>r Vio Y(Tu{t}).

P =p (P,P)=r1 YT'.o Y(TuT)p

With these abbreviations, we will treat the = symbol as a right associative binary
opetator, with — binding more tightly than =. In addition, if {e;} is an indexed
set of type variables, then we write Ya,.p as an abbreviation for ¥{a;}.p. As usual,
type schemes are regarded as equal if they are identical up te renaming of bound
variables.
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Using this notation, any type scheme can be written in the form VYa;. P = 1,
representing the set of qualified types:

{[ri/ail P = [rifaiir | 7 € Type}

where [r;/a;] is the substitution mapping each of the variables a; to the corre-
sponding type 7; and Type is the set of all simple type expressions i.e. thase
represented by 7 in the grammar above.

3.1.2 Terms

As in (Milner, 1978; Datnas and Milner, 1982; Clément et al., 1986), we use a term
language based on simnple untyped A-calculus with the addition of a lef construct to
enable the definition and use of pelymorphic (and in this case, overloaded) terms.
Specifically, the terms of OML are given by the syntax:

let z=FEin F local definition

E ==z variable
| EF application
| Az.E abstraction
|

Here r ranges over some given (countably infinite) set of term variables. We write

FV(E) for the set of all free (term) variables appearing in the term F, and write
[E/z)F for the term obtlained by substituting E for each free occurrence of z in
F. This may involve renaming of bound variables to avoid capture problems.

Note that we do not provide consiructs for the introduction of new overloadings
such as inst and over in (Wadler and Blott, 1989). As a result, if none of the
free variables for a given term have qualified (i.e. overloaded) types, then no
overloading will be used in the expression.

3.1.3 Typing rules

A type assignment js a (finite) set of typing statements of the form z:o in which no
term variable z appears more than once. If A is a type assignment, then we write
dom A={z | (r:a) € A}, and if z is a term variable with « & dom A, then
we write A, z:0 as an abbreviation for the type assignment AU {z:¢}. The type
assignment obtained from 4 by removing any typing statement for the variable
z is denoted A;. Any type assignment A can be interpreted as a function which
assigna a type expression to each element of dom A, In particular, if (z:¢) € A,
then we write 4{z) =o.
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A Eyping is an expression of the form P]AF E : o representing the assertion that
a term E has type o when the predicates in F are salisfied and the types of free
variables in E are as specified in the type assignment A. The typing rules for this
system are given in Figure 3.1, Most of these are similar to the usual rules for the
ML type system; ouly the rules (=1I) and (= E) for dealing with qualified types
and the (VI) rule for polymorphic generalisation involve the predicate set. Note
the use of the symbels 7, p and o to restrict the application of certain rules to
specific sets of type expressions.

Standard rules:

Qualified types:

Polymorphism:

Local Definition:

(var)
(—E)
(—1)
(=£)
(=1)
(VE)

(v}

(Iet)

(z:0) € A
Pl|Abz:0o
P|AFE:v -1 P|AVF:7
Pl|AFEF:r
Pl|Ag,z:T"FE: 1
PlAF Az E:1' =
PIAFE:x=p Phkr
PlAFFE:p
Prx|AFE:p
PIAFE:x=p
P|AF E Yoo
PlAF E:(r/a]c
P|AFE:0c ag TV(A)UTV(P)

P|AF E:Yaco

PIAFE:c @A, z:cF F:r
P QAF(letz=FEin F):r

Figure 3.1: Typing tules for OML.

3.2 Understanding type schemes

In order to find all of the ways in which a particular term E can be used with
a given type assignment A4, we need to find a representation (including a test for
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membership) for sets of the form:
{(Ple) | P|AF E:0},

where (P{o) denotes a pair consisting of a predicate set P and the type scheme
o. As a first step in this direction, we define a preorder (<) on such pairs and
investigate a number of properties of this ordering.

Our princpal motivation in the definition of (<) is that a statement of the form
(P'|¢’) < (P | o) should mean that it is possible to use an object which can be
treated ashaving type o in an environment satisfying the predicates in P whenever
an object of type o' is required in an environment satisfying the predicates in P'.
In such a case we refer to the former as being more general than the latter.

3.2.1 Constrained type schemes

A typing of the form P | A + F : o assigns a type scheme o to the term F
and constrains uses of this typing to environments satisfying the predicates in P.
Motivated by this observation, and by our comments in the introduction above,
we introduce a convenient notation for such pairs:

Definition 3.1 A constrained type scheme is an expression of the form (P |o)
where P is a set of predicates and ¢ is a type scheme.

Note that a type scheme ¢ may be treated as an abbreviation for the constrained
type scheme (B{o).

Definition 3.2 A qualified type R = p is said to be a generic instance of the
constrained iype scheme (P|Va;. Q@ = 1) if there are types 1; such that:

RH Pri/al]@ and p=[n/air.

In particular, note that P = 7 is a generic instance of @ = vifand only if PH Q
and v =T.

Every constrained type scheme has at Jeast one generic instance: Given a con-
strained type scheme (P | ), where ¢ = Va,. P’ == 7 and any types ; € Type,
then ({ P,[ri/e;)P'y = [7./exi]7) is a generic instance of (P|e).

The generic instance relation can be used to define a general ordering (<) on
constrained type schemes in the following manner:

Definition 3.3 The constrained type scheme (@ | n) is said to be more general
than a constrained type scheme (P|o), written (P |o) < (@ |n), if every generic
instance of (P| o) is a generic instance of (Q|7n).
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Since every type scheme o is equivalent to a constrained type scheme of the form
(9] o) and every qualified type p is equivalent to a type scheme of the form V8.p,
the ordering defined above can also he used to compare type schemes and qualified
types as well as constrained type schemes. For example:

e (P|o) £ (Q]|n) indicates that the type scheme 5 (in an environment
satisfying ) is more general than ¢ (in an environment satisfying P).

o (P | o) £ v indicates that y is more general than ¢ (in an eovironment
satisfying P).

® o <7 indicates that  is more general than ¢ in any environment.

Note that Definition 3.3 is equivalent to saying that (P|o) < (@]#%) if and only
if the set of generic instances of (P | o) is a suhset of the generic instances of
(@|n). With this insight, it is straightforward to show that (<) is a preorder on
constrained type schemes and that a qualified type p is a generic instance of the
type scheme ¢ if and only if p < 7,

3.2.2 Examples

To illustrate the definition of (<}, consider the system of type classes described in
Section 2.2 with a type class Fq that includes the type of integers (i.e. = Eg Int).
Given this assumption, is is straightforward to show that:

Int - Int < (Ve.Eqa=a—a) £ (Va.a > a).
The presence of free variables warrants careful attention, Consider thefact that:
(Va.Eqg b= a— a) < (Va.a — a).

Both type schemes can he instantiated to any type of the form r — 7, but while
this is possible in any environment for the right hand side, the left hand side can
only be instantiated in an environment satisfying Fy 4. On the other hand, the
type schemes (Va.Eq @ = a — a) and (Ve.Eq b = a — a) are incomparable:
The first can only be instantiated to the type 7 — 7 in an environment satisfying
Eq 7, but can be instantiated to Int — Int in any environment (assuming again
that H Fg Int). The second can be instantiated to any type of the form r — 1,
but only in environments satisfying Fq b.
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3.2.3 Properties of the (<) ordering

We begin by defining an equivalence relation on constrained type schemes:
(Pley=(Qln) <« (Pla)<(Qln) A (QIn) < (P]|a).

Note in particular that, if ¢ = Ve&;.P = 1, then o ~ ¥5,.[8;/o;](P = 7) for any

distinct variables §; which do not appear free in o.

The following properties are easily established:
¢ If pis a qualified type and P is a set of predicates, then (P|p) ~ P = p.
o [f ois a type scheme and P is a set of predicates, then (P |o) < 0.
e [f o’ < o and P’} P, then (P'|¢) £ (Plo).

& If none of the variables a; appear in P, then the constrained type scheme
(P |Vex;.p) iz equivalent to the type scheme Va;. P = p.

The definition of (<) given above is an extension of the ordering relation described
in (Damas and Milner, 1982). In the latter system, we find that TV(e¢') C TV (o)
whenever ¢ < ¢’ and this leads to a simple syntactic characterisation of the or-
dering relation between type schemes. This property fails to hold in the current
system. For example, given a unary predicate symbol Any such that # Any a for
any type a, we have:

(Va.a = a) < (Va.Any b = a — a),

where the type variable b appears free on the right hand side but does not appear
on the lelt hand side. It is however possible to obtain the following syntactic
characterisation of the instance ordering provided we make a simple assumption
about the bound variables used in the type schemes involved:

Proposition 3.4 Suppose that ¢ = Ver,.Q = v, ¢’ = V5,.Q' = v’ and that none
of the variables 8, appears free in g, P or P/, Then (P'|o') < (P|o) if and only
if there are types 1; such that:

vi=[rjoly end P Q'Y P[rifai]Q.

The application of a substitution S to a constrained type scheme (P |o) is defined
by S{Pls) = (§P|Sc). The next proposition shows that the ordering between
constrained type schemes is preserved by substitutions; this is particularly impor-
tant for our treatment of polymorphism.

Proposition 3.5 For any substitution § and constrained type schemes (P|o) and

(@in):
(Pio) <(Qln) = S(Pla)<5(Q{n).
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3.2.4 Generalisation

Given a derivation P|AF E : 7, it is useful to have a notation for the most general
type scheme that can be obtained for E from this derivation using the rles (=-1)
and (V1) given in Figure 3.1:

Definition 3.6 The generalisation of a qualified type p with respect to a type as-
stgnment A is written Gen(A, p) and defined by:

Gen(A,p) = Y(TV(p)\ TV(4)).».

In other words, if {a;} = TV(p)\ TV(A), then Genr(A, p) = Va,.p. The following
propositions describe the interaction of generalisation with predicate entailment
and substitution.

Proposition 3.7 Suppose thal A is ¢ type assignment, P and P' are sets of pred-
icates and 7 is a type. Then Gen(A, P'= 1) < Gen(A, P = 7) whenerer P' H- P.

Proposition 3.8 If A is o lype assignment, p is a qualified type and § is & sub-
stitution, then:

Gen(S4,5p) € S(Gen(4, p)).

Furthermore, there s a substitution R such thet:

RA=S8A and SGen(A,p)= Gen(RA, Rp).

3.2.5 Ordering of type assignments

The definition of constrained type schemes and the ordering (<) extends naturally
to an ordering on (constrained) type assignments.

Definition 3.9 If A and A’ are type assignments and P, P’ are sets of predicates,
then we say that (P} A) is more general than (P'| A"), written (P'|A') < (P| A),
if dom A =dom A" and (P'|A'(2)) € (P|A(2)) for each z € dom A.

For much of our work, we will only use two special cases of {P'| A’} < (P|A):

o If P = P' =0, then we write A’ < A, indicating that the types assigned to
variables in A are more general than the corresponding types in A’ in any
environment.

o If P = @, then we write (P’ [ A') £ A. This is similar to A' < 4, but
restricted to environments wbich satisfy the predicates P'.
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The results of Section 3.2.1 can be used to establish the following properties about
the ordering on type assignments:

¢ The ordering on type assignments is reflexive, transitive and preserved by
substitutions.

e If Ais a type assignment and P is a set of predicates, then (P|A) < A,
o If 4 < Aand P'H P, then (P'| A) < (P A).

e [f A< A, then A, < A..

e fA <A o' <candz ¢ dom A, then (A, 2:0") < (4,r:0).

3.3 A syntax-directed approach

The typing rules in Figure 3.1 provide clear descriptions of the treatment of each
of the syniactic constructs of the term and type languages. Unfortunately, they
are not suitable for use in a type inference algorithm where it should be possible
to determine an appropriate order in which to apply the typing rules by a simple
analysis of the syntactic structure of the term whose type is required.

In this section, we introduce an alternative set of typing rules with a single rule
for each syntactic construct in the term language. We refer to this as the syntaz-
directed system because it has the following important property:

All typing derivations for a given term E (if there are any) have the same
structure, uniquely determined by the syntactic structure of E.

We regard the syntax-directed system zs a tool for exploring the type system
of Section 3.1 and we establish a congruence between the two systems so that
results about one can be translated into results about the other. The advantages
of working with the syntax-directed system are:

¢ Therules are better suited to use in a type inference algorithm; having found
types for each of the subterms of a given term E, there is at most one rule
which can be used to obtain a type for the term F itself.

¢ Only type expressions are involved in the matching process. Type schemes
and qualified types can only appear in type assignments.

¢ There are fewer rules and hence fewer cases to be considered in formal proofs.
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A similar approach is described in (Clément et al., 1986) which gives a deterministic
set of typing rules for ML and outlines their equivalence to the rules in (Damas
and Milner 1982).

3.3.1 Syntax-directed typing rules

The typing rules for the syntax-directed system are given in Figure 3.2. Typings
and derivations in this system are written with a superscript asin P|AF E : 7
where 7 ranges over the set of type expressions rather than the set of type schemnes
as in the typing judgements of Section 3.1. Other than this, the main differences
between the two systems are in the rules (var)* and (let)* which use theoperations
of instantiation and generalisation introduced in Sections 3.2.1 and 3.2.4.

(z:0)ed (P=>7)<0
(var)® 3
PlAF z:7
PIARPE:7 51 PlARF:1
(—E)Y 2
P|AF EF: 7
P|A,,$:T‘F E:r
(1) 7
PlAF Mz E:7 7
(tety PI|AC E:r P|Agzi0l Fiv' = Gen(A,P=r1)
¢ PlaR (letz=FEin F): 7'

Figure 3.2: Syntax-directed inference system.

3.3.2 Properties of the syntax-directed system

The following propesition illustrates the parametric polymorphism present in the
syntax-directed system; instaatiating the free type variables in a derivable typing
with arbitrary types produces another derivable typing.

Proposition 3.10 [fP|AP E: 7 and S is g substilution, then SP|SAF E : Sr.

A similar result is established in (Damas, 1985) where it is shown that for any
derivation A + F : 7 in the usual (non-deterministic} ML type system and any
substitution §, there is a derivation $SA F E : §t which can be chosen in such
a way that the height of the latter is bounded by the height of the fermer. This
additional condition is needed to ensure the validity of proofs by induction on the
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size of a derivation. This complication is avoided by the syntax-directed system;
the derivations in Proposition 3.10 are guaranteed to have the same structure
because the term E is common to both.

The syntax-directed system also has a form of polymorphism over the sets of envi-
ronments in which a particular typing can be used, as described by the following
proposition:

Proposition 3.11 If P|AF E: 7 and QW P, then QAP E : 7.

Recall that the basic intuition in the definition of the ordering on type schemes
was that ¢’ < o should mean that, at least for the purposes of type inference, it is
possible to use an object of type ¢ whenever with an object of type ¢’ is required.
In much the same way, if the type assignments A and A’ are such that 4" < 4 (so
that the type assigned to each variable in A is more general than the corresponding
type in A"), then we would expect that any typing which can be derived using A’
could also be derived from A, The following proposition establishes a slightly more
general form of this result:

Proposition 3.12 If P|A'F E:1 and (P|A) < A, then P|AF E: 7.

The hypothesis (P | A') < A means that the types assigned to variables in A
are more general than those given by A’ in any environment which satisfies the
predicates in P. For example:

(Fq Int|{(==):Int — Iat > Boal}) < {(==):Ve.EBqa= o — a— Bool}.

Using the result of Proposition 3.12, we can confirm the intuition that it should
be possible to replace an integer equality function of type Int — it — Bool with
a generic equality function of type Va.Eg a = ¢ — a — Bool in any environment
which satisfles Eg Int.

Corollary 3.13 If P|A'F E:7 and A' < A, then P|AP E: 1.

This follows directly from Proposition 3.12; (P|A’) < A’ for any type assignment
A’ and predicates P and hence A’ < A implies (P|A4') < A.

3.3.3 Relationship with original type system
In order to use the syntax-directed system as a tool for reasoring ahout the type
system described In Section 3.1, we need to investigate the way in which the

existence of a derivation in one system determines the existence of derivations in
the other.
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Qur first result establishes the soundness of the syntax-directed system with re-
spect to the original typing rules, showing that any derivable typiog in the former
system is also derivable in the latter.

Theorem 3.14 If P|A¥ E:7, then P|AF E: 1.

The translation of derivations in the original type system to those of the syntax-
directed system is less obvious. For example, if P|A + F : o, then it will not in
general be passible to derive the same typing in the syntax-directed system because
7 is a type scheme, not a simple type. However, for any derivation P/|AF £ : T,
theorem 3.14 guarantees the existence of a derivation P'| A + F : 7 and hence
QA E: Gen(A, P = 1) by definition 3.6. The following theorem shows that
it is always possible to find a derivation in this way such that the inferred type
scheme Gen(A, P’ = 7') is more general than the constrained type scheme (P |o)
determined by the original derivaticn.

Theorem 3.15 If P|AF E : o, then there is a set of predicates P' and @ type T
such that P'JAY E:1 and (P|o) £ Gen(A, P' = 7).

3.4 Type inference

This section describes an algorithm which calculates a typing for a given term,
using an extension of Milner’s algorithm W to support qualified types. We show
that the typings produced hy this algorithm are derivable in the syntax-directed
system and that tbey are, in a certain sense, the most general typings possible.
Combining this with the results of the previous section, the algorithm can be used
to reason about the type system in Section 3.1.

3.4.1 Unification

This section describes the unification algorithm which is a central component of
the type inference algorithm. A substitution S is called a unifier for the type
expressions T and 7' if ST = 57'.

Theorem 3.16 (Robinson, 1965) There is an algorithm whose input is a pair
of type expressions v and 7’ such that esther:

the clgorithm fails and there are no unifiers for v and 1/,

or the algorithm succeeds with a substitution U as its result and the unifiers of
T and 7' are precisely those substitutions of the form RU for any substitution
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R. The substitution U i3 called a most general unifier for v and t', and is
denoled mgu{r,r’).

In the following, we write 7 £ 1 for the assertion that the unification algorithm
succeeds by finding a most general unifier I/ for r and 7.

3.4.2 A type inference algorithm

Following Llhe presentation of (Rémy, 1989), we describe the type inference algo
rithm using the inference rules in Figure 3.3. These rules use typings of the form
P|TAY E : v where P is a set of predicates, T is a substitution, A is a type
assignment, £ is a term and 7 is a simple type expression. The typing rules can be
interpreted as an atiribute grammar in which A are £ inherited attributes, while
P, T and r are synthesised.

( w {(z:Vo,.P=71)€A [ new

var) B/ lPIAR 2 (Bl

(= E) PITAW E:r @Q|T'TAF F.r' TrR2+ 5 a anew
U(T'P,Q)|UT'TAF EF: Ua

(= 1) P|T(As,z:a) ™ E:r anew

P|TAW M E:Ta—r

(let)™ P|TAW E:r P|T(TA.,z:0)F F:7" o= Gen(TA,P=r1)

P'|T'TAVF (letz=Ein F): 1

Figure 3.3: Type inference algorithm W.

The algorithm may also be described in a more conventional style as the function
W defined in Figure 3.4, the relationship between these two presentations being
that P|TAF E: 1 if and only if W(A, E) succeeds with result (P, T',v) (note
that the evaluation of W A E will only terminate successfully if each unification
is successful).

One of the advantages of the presentation of type inference in Figure 3.3 is that
it highlights the relationship between W and the syntax-directed type system, as
illustrated by the following theorem:

Theorem 3.17 If P|TA™ E: 1, then PITAE E : 1.
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WAz = ([Bifai]P,id, [Bi/ex]r)
where (Va;.P=r1) = Az

Bi new variables
W A (EF) = (U(T'P,Q),UT'T,Ua)
where (T,P,r) = WAE
(T".@,r") = W(TA)F
a = pew variable
U = mgu (T'7) (= )
W A (\z.E) = (P,T,Ta—r)

where (P,T,7) = W (A;,z:a)E

a = new variable
WA(lletz=EinF) = (P, T'T,r)
where (P,T,7) = WAE
o = Gen(TA,P=r1)
(P, Tt = W (TA,,z:0) F

Figure 3.4: The type inference algorithm expressed as an (almost) functional pro-
gram. A {ull functional definition would require a more formal treatment of ‘new’
variables.
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Combining this with the result of theorem 3.14 gives the following important corol-
lary,

Corollary 3.18 If P|TAY E :r, then P|TAF E : 1.

With the exception of (let)*, each of the rules in Figure 3.3 introduces ‘new’
variables; i.e. variables which do not appear in the hypotheses of the rule nor
in any other distinct branches of the complete derivation. Note that it is always
possible to choose type variahles in this way because the set of type variables is
assumed to be countably infinite. In the presence of new variables, it is convenient
to work with a weaker form of equality on substitutions, writing S = B to indicate
that St = At for all but a finite number of new variables 1. In most cases, we can
treat S = R as 5 = R, since the only differences between the substitutions occur
al variables which are not used elsewhere in the algorithm.

This notation enables us to give an accurate statement of the following result which
shows thal the typings obtained by W are, in a precise sense, the most general
derivable typings for a given term.

Theorem 3.19 Suppose that P|SAE E: 7. Then Q|TAY £ : v and there isa
substitution R such that S ~ RT, 7= Rv and P K RQ.

Combining the result of theorem 3.19 with that of theorem 3.15 we ohtain a similar
completeness result for W with respect to the type system of Section 3.1.

Corollary 3.20 Suppose that P|SA+ E:o. Then Q| TAF E : v and there is
a subsiitulion R such that § = RT and (Plo) € RGen(TA, ¢ = v).

3.4.3 Principal type schemes

Extending the standard notion of well-typed terms ta the current framework, we
will say that a term E is well-fyped under a given type assignment A if there is
a predicate set P and a type scheme o such that P]AF e : ¢. The main aim
in this section is to investigate the relationship between well-typed terms and the
type inference algorithm described above.

The concept of a principal lype scheme, originally introduced in the study of
combinatory logic (Curry and Feys, 1958; Hindley, 1969), is particularly useful for
this work, corresponding to the most general derivable typing with respect to (<}
under a given type assignment.

Definition 3.21 4 principal type scheme for a term E under a type assignment
A is a constrained type scheme (P|o) such that P|AF E : g, and (P'|o") < (P]o)
whenever P'|AF E: o',
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The following result gives a sufficient condition for the existence of principal type
schemes by showing how they can be constructed from typings produced by W.

Corollary 3.22 If Q| TAF E : v, then Gen(TA, @ = v) is a principal type
scheme for E under TA.

Combining this with Corollary 3.20 gives a necessary condition for the existence of
principal type schemes: a term is well-typed if and only if it has a principal type
scheme which can be calculated using the type inference algorithm.

Carollary 3.23 (Principal type theorem) Lei E be a term and A an arbitrary
type assignment. Then the following condilions are equivalent:

(1) E is well-typed under A.

{2) Q| TAVY E :vp for some Q ond v and there is q substilution R such that
BTA = A.

(3) E has a principal typing under A.

It is straightforward to show that (1) implies (2) and that (3} implies (1} using
Corollary 3.20 and the definition of principal types respectively. Only the proof
that (2} implies (J) requires a little more attention. Writing n = Gen(T4, @ = v),
the main difficulty is to establish that By 2 (P|e) for any P and ¢ such that
P|Ar E:g. By Corollary 3.20 it follows that R'p > (P} for some substitution
R’ such that " T4 = A. However, the only free variables in 5 also appear free in
TA and hence it follows that g = R'n 2 (P|e) as required.

The same argument can also be used to solve the problems posed at the beginning
of Section 3.2. More precisely we can show that

{(Plo) | PIAF E:a}={(P|a) | (Plo) < Ry},

assuming that @{TAF E:v, 7= Gen(TA, Q@ = v) and that R is a substitution
such that RTA = A. (Strictly speaking, our argument shows cnly that the left hand
side is a subset of the right hand side. The reverse inclusion can be established
using the definition of the ordering relation and the soundness results given above.)

On the other hand, if the type inference algorithm fails, or if there is no subatitution
R which satisfies RTA = A, then Corollary 3.20 allows us to deduce that:

{{Plo) | P|AFE:c} =4

{Assume that the right hand side is non-empty and argue by contradiction.)

33



3.4.4 Decidability of type inference probiems

We are now in a position to exploit the results presented above to obtain results
about the type system of OML, and its suitability for concrete implementations.
Typical problems that we might have to deal with include:

e Given a particular term F and a type assignment A, determine whether E
is well-typed under A. This is (essentially) the strong lype tnference problem
as described by (Tiuryn, 1990).

e Given a predicate set P, a type assignment A, a term E and a type scheme
o, determine whether there is a derivation for P|AF F : 0.

For practical purposes, it is essential that there is an eflective algorithm which can
be used to answer these questions.

From the form of the type inference algorithm described here it is clear that the
process of determining whether a given term has a principal type scheme under a
particular assumption is indeed decidable, given the effective algorithm guaranteed
by Theorem 3.16 for calculating most general unifiers. By Corollary 3.23, this is
equivalent to deciding whether a give term is well-typed and hence tbe strong type
inference problem for OML is decidable.

There are two cases to consider for the second problem. If there is no principal
type for a term E under the assignment A, then the set of derivable typings of the
form P|AF E : o is empty as above — there are no derivations of this form.

For the second case, if @ | TA V¥ E : v for some @, T and v and there is
a substitution R such that RTA = A then the problem of discovering whether
P|AF E: o reduces to that of determining whether (P | o) < Ry. Writing
g = Va.@ = v and ¢’ = R'n = V3,.¢" = v" where the variables a; do not
appear [ree in o’ or P, this is equivalent to finding types 7; such that:

v =[r;/8;]¥" and P,Q W [r;/5]Q"
If we write {y;} = TV(¥'}n {5} and {6} = {5;} \ TV(+'), then we can solve
the first equation by finding types 7} such that +' = [r]/7:]v”. Such a solution (if
it exists) is uniquely determined and can be calculated using a simple matching
algorithm. It remains to find types 7" such that P, Q' b [7/'/&;, 4/ 7] Q".
Taking a moment to reorganise the notation used here, the problem of determining
whether a particular typing judgement P|AF E : o can be derived is decidable if,
for any predicate sets H and R’ and any set of variables a;, it is decidable whether
there are types 7; such that B i [ri/a;)R’. In fact, for reasons we describe in
Section 5.8.2, we will usually only be interested in terms for which the principal
type scheme Gen(TA, @ = v) satisfies TV(Q)} € TV(v). In this case, we require
only that determining whether R B R’ is decidable for any choice of R and A'.
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3.5 Related work

As we have already noted, the results described in this chapter are based very
firmly on the work of Milner and Damas on the development of type inference for
ML. The possibility of extending their system to include support for overloading
was actuzlly suggested by Milner (1978) but left as a topic for further research.
One early approach was described by Darmnas (1985), allowing a single variable to
be treated as having several different types in any given type assignment. The main
weakness with this system is that it is no longer possible to represent all typings
of a term by a single principal type scheme, leading to a potential combinatorial
explosion for typing terms with local definitions.

Type inference in the presence of constraints on types (corresponding to our use
of predicate sets in the typing rules for OML) has been widely studied in the
particular case of subtyping {Mitchell, 1384, 1991; Fuh and Mishra, 1989, 1990). In
contrast with OML, each of these systems includes support for implicit coercions,
an jssue we discuss further in Section 6.3. FEach of these papers uses a form
of untyped A-calculus without local definitions, although the more recent papers
include some comments about how these extensions might be dealt with. There
is no provision for including constraints as part of the type of an ohjed, although
Fuh and Mishra (1990) certainly hint at this idea.

Other interesting examples of type inference in the presence of constraints include
the work of Ohori and Buneman (1988, 1989) on type systems for object oriented
programming and database applications and of Thatte (1991) on type isomor-
phisms. Adapting the results from earlier versions of our work presented in (Jones
1991b, 1992a), Odersky (1992) has described another example which uses type
constraints to record information about sharing, motivated by insights from the
study of linear logic. Systems of type inference with constrainis have also been
used to explore type systems for polymorphic references and assignment (Leroy
and Weis, 1990; Wright 1992).

Extending acd generalising the work of Kaes (1988), Wadler and Blott {1989)
introduced the use of predicated types in their description of type classes. Using
type class constraints in type expressions and providing rules which could be used
to move constraintis or a typing into the type of an object, Wadler and Blott were
able to give a satisfactory treatment of polymerphic local definitions within their
framework, Further developments of this work were described in (Blott, 1991) and
have been used as a basis for the static semantics of Haskell given in (Peyton Jones
and Wadler, 1992).

A closely related system was described by Smith (1991) whose main contribution
was to show how the Wadler and Blott framework might be extended to include
subtyping with implicit coercions. Another significant diflerence in Smith’s work
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was to permit only satisfiable sets of constraints in the type of an object. Using
a rather stronger notion of well-typed terms, Voipano and Smith (1991) showed
that typability in the Wadler and Blott system is undecidable (without restrictions
sucb as those used in Haskell on the form of overloading that is permitted). We
discuss this more fully in Section 6.2.

An alternative formulation of type inference for type classes in Haskell was de-
scribed by Nipkow and Snelting (1991) using a combination of Damas-Milner typ-
ing and order sorted unification which provides sufficient conditions to guarantee
the existence of principal types. Unfortunately, it is not clear how their framework
might be extended to our more general system.

In a recent paper, Kaes (1992) outlines a general purpose approach to systems of
constrained type inference which is very similar to the framework described here,
based on essentially the same set of typing rules as used for our presentation of the
syntax-directed system in Section 3.3. However, much of Kaes work is concerned
with establishing the decidability of particular systems of predicates,
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Chapter 4

Evidence

While the results of the preceding chapter provide a satisfactory treatment of type
inference with qualified types, we have not yet made any attempt to discuss the
semnantics or evaluation of overloaded terms. For example, given a generic equality
operator (==} of type Ya.Eg a = ¢ — a — Bool and integer valued expressions
E and F, we can determine that the expression £ === F has type Bool in any
envirenment which satisfies Eg Int. However, this information is not sufficient to
determine the value of F == F; this is only possible if we are also previded with
the value of the equality operator which makes Int an instance of Eq.

Qur aim in the next to chapters is to present a general approach to the semantics
and implementation of objects with qualified types based on the coneept of ewvi-
dence. The essential idea is that an object of type # = o can only be used if we
are also supplied with suitable evidence that the predicate = does indeed hold. In
this chapter we concentrate on the role of evidence for the systems of predicates
described in Chapter 2 and then, in the following chapter, extend the results of
Chapter 3 to give a semantics for OML.

As an introduction, Section 4.1 describes some simple techniques used in the im-
plementation of particular forms of overloading and shows why these methods
are unsuitable for the more general systems considered in this tbesis. Our solu-
tion, presented in Section 4.2, is to extend the language of terms with constructs
that permit the use and manipulation of evidence values, exploiting the symme-
try between typed calculi and simple logical systems to guide us to a satisfactory
formulation. The benefit of this approach is that it provides, at the very least, a
good indication that our definitions are natural (in an informal sense) and hence
that they will not cause unnecessary complications in subsequent work. Similar
ideas are used to motivate the extension of the predjcate entailment relation to
describe the construction of evidence aa described in Section 4.3.

The definitions for the treatment of evidence can also be motivated by more prac-
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tical concerns. Section 4.4 outlines the range of possible choices of evidence in
particular applications and, in the following sections, we show how established
techniques used in the implementation of type classes (Section 4.5) and subtyp-
ing (Section 4.6) can be treated as particular instances of our approach. For the
special case of the system of extensible records, we have beer unable to find any
previously documented implementation that makes use of analogous concepts, an
observation which may at first sight appear to contradict onr claims about the
generality of the concept of evidence. However, as described in Section 4.7, choos-
ing suitable evidence values for the system of predicates outiined in Section 2.4
leads us to discover a promising new representation for extensible records.

4.1 Simple implementations of overloading

In simple cases, the type of a particular term may be sufficiently well determined to
enable an occurrence of an overloaded function to be replaced by the appropriate
implementation. We might, for example, treat the expression 2 == 3 as if it had
been written as primEg/nt 2 3 where primEgq/nt is the primitive equality test on
integers with type Int — Int — Bool.

The situation is more complicated when overloading is combined with polymor-
phism, since it may not always be possible to determine completely which version
of an overlpaded operator is required in a particular context, For example, recall
the definition of the member function in Section 2.2:

member x [] = False
member x (y:ys) = =x==y ]| member x ys

In a large program, this function might be used with many different types of
list, each requiring a different implementation of (==) and so requiring a different
version of member for each case. Implementations based on this approach will be
considered in more detail in Section 6.1.5.

Another possibility is to adopt a run-time representation that uses tags to indicate
the type of each object. Primitive overloaded functions can be implemented by
scrutinising the tags of its arguments and applying the appropriate definition for
values of that type. In this case, the role of the type system is simply to ensure
that the evaluation of “a well-typed expression does not go wrong” in the sense
that no primitive overloaded operator is ever applied to a value for which it is not
defined. The implementation of ‘polymorphic equality’ in Standard ML of New
Jersey {Appel, 1992) is based on this technique and 2 similar proposal (which also
supports the use of other common overloaded operators) has been suggested for
use in future versions of Haskell (Wadler, 1991).
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An interesting variation on this technique would he to store the implementation
of frequently used overloaded operators as part of the concrete representation of
each run-time object. This would work particularly well in systems such as those
described by (Johusson, 1987; Peyton Jones, 1992) where each object includes a
pointer to a vector of code addresses that could be used to store entry points to the
implementation of specific overloaded operators. This would help to reduce same
of the ‘interpretive overhead’ associated with the use of tagged data structures
and would open up the possibilities for further optimisations. For example, the
equality test stored with ar empty list need not be the full definition of equality
on lists, but simply a test to determine whether a second list is empty or not.

The main problems with these techniques are as follows:

o Only certain kinds of overloading can be dealt with in this way. Inparticular,
it 15 not suitable for functions {or as a special case, constant values) for
which the required overloading cannot be determined from the type of its
arguments. For example, a function f :: Ya.Int C a = faf — a cannot be
implemented in this way since it is not possible to evaluate expressions of the
form f » (for integer values n) without more information about the context
in which this expression appears to indicate what the result typeshould be.

¢ The need to include type information in the representation of an object may
compromise run-time performance.

# One of the arguments to an overloaded function must he (at least partially)
evaluated in order to determine which implementation of the overloaded
function should be used. This may not be acceptable in the context of a
non-strict language where the implementation for a particular instance of an
overloaded function may not itself be strict in the argument that isevaluated.

For our purposes, the first of these three problems is by far the most significant
since it implies that we cannot expect to find a general implementation of qualified
types based on the methods described in this section. On the other hand, having
identified this problem, it seems reasonable to expect that the implementation of
a function with a qualified type will {(in general) require additional parameters to
provide information about the context in which its result will be used.

4.2 Overloading made explicit

There is a well known relatienship, often described as the Curry-Howard isomor-
phism (Howard, 1980), between the terms of simply typed A-calculus and the
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derivations of propositions in a formulation of propesitional calculus. In particu-
lar, the use of hypotheses in a derivation corresponds to occurrences of variables in
lambda-terms, while the type of each term can be identified with the proposition
established by the corresponding derivation. We can highlight this relationship by
writing the inference rules for the two systems side by side as follows:

Aziobz:o ASFES
AFE:0—-1 AFF:o AFS=T AF S
AL EF:T AFT
Ao E:T A,SHT
Ao E:io— 1 AFS=T

In particular, the rule for typing applications corresponds to the logical rule of
modus ponens, while the rule for typing abstractions yields a form of the deduction
theorem. Another significant feature of the correspondence is that the familiar
concepts of 3- and n-reduction can also be interpreted as proof-theoretic reductions
between derivations.

In the terminology of (Girard, Lafont and Taylor, 1989), the Curry-Howard iso-
morphism highlights implicit symmetries between the language of terms and the
underlying logic, and they argue that the design of each of these facets should be
influenced by consideration of the other. As a further illustration, the polymorphic
A-calculus, originally formulated by Girard (1971) and independently by Reynolds
(1974), includes constructs for type application and abstraction, corresponding
respectively to the rules for eliminating and introducing (second order) universal
quantification in a formulation of predicate calculus:

AFFE:VYio AFYtS

AF Er:[r/tlo AF[T/t)S
AFE:g tg TV(A) AFS tnotfreein A

AF M.E . VYie AFYtS

The prindpal feature that distinguishes a system of qualified types from other
typing disciplines is the typing rules (= E) and (=1).

PIArE:x=>0 PHx
PIArE: o

P.rlAFE: 0o

e - —— (=
Pl|IAFE:x7=> 0o

(=E)

Considering the correspondence between terms and logics illustrated by the exam-
ples above leads us to a natural extension of the term language that makes the
role of evidence explicit. The main features of this system are as follows:

40



Evidence expressions: A language of evidence erpressions e denoting evi-
dence values, including a (countably infinite) set of evidence variables v, dis-
jaint from the sets of term and type variables. The set of evidence variables
appearing (free) in ar abject X (in particular, in an evidence expression)

will be denoted EV(X).

Evidence construction: A predicate assignment is a collection of elements
of the form (v :7) in which no evidence variable appears more than once.
The H- relation is extended to a three place relation P H e:r and we treat
this Wwith more operational significance, as an assertion that it is possible
to ‘construct’ evidence e for the predicate = in any environment binding
tlie variables in the predicate assignment P to appropriate evidence values.
Notice that predicates now play a similar role for evidence expressions as
types for simple A-calculus terms.

The domain of a predicate assignment P is the set of all evidence variables
appearing in P and will be denoted by dom P.

Evidence abstraction: The use of (=1I) corresponds to an evidence ab-
straction of the form Av:7. E.

Povm PlAFE:0
P.PlAF vz E:r=o0

Informally, an implicitly averloaded termn E' of type = = o is represented by
a term of the form Av: 7. F with explicit treatment of overloading where v
is an evidence variable and E is a term of type ¢ corresponding to £’ using
v in each place where evidence for 7 is needed.

Evidence application: In a similar way, the use of (= FE) corresponds to
an evidence application of the form Fe:

FPIAFE:7=0 Phoe:r
PlAV-Fe:a

Informally, an object of type m = o can be used as an object of type o by
applying it to suitable evidence for =,

Evidence reduetion: To describe the way that evidence values are manip-
ulated during the execution of a program, the standard rules of computation
must be augmented by a variant of S-reduction for evidence abstraction and
application:

{Av.E)e g, [e/v]E.
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With the explicit use of evidence expressions, the order of the predicates in the
type of an object (and hence the order of the evidence parameters taken by an
overloaded value) can no longer be ignored; if £ has type 7, = 7, = o and ¢,
ez are evidence expressions for m; and m; respectively, then Fe;e; will be a term
of type o, but the term Eeze; will not (in general) be well-typed. Fortunately, we
can easily accommodate the necessary changes by dropping the assumption that
the (.,-) operator on predicates and predicate assignments is commutative and
idempotent, treating it simply as an associative binary operator with a left and
right identity @. Tn simpler terms, we work with lists of (labelled) predicates rather
than predicate sets as in Chapter 3.

The only place that we have actually treated (., _} as anything other than a purely
formal symbol was in the formulation of (=1} in Figure 3.1 where we wrote P, 7 to
denote a predicate set containing the predicate w. With the weaker interpretation,
this would require = to be the last element in a list of predicates. This is easily
remedied by writing the corresponding predicate assignment in the form P, v:m, P’
as in the second version of (= 1) above.

In practice, it is convenient to blur the distinction between sequences and indi-
vidual objects. In particular, the followiug abbreviations will be very useful in
subsequenl work:

Object Expression Abbreviation

Predicate assignment wy:my,..., 517, v: P

Evidence assignment e :my,..., €7, e: P

Qualified type m=>.=>T,=>p P=p

Evidence application (...(Fe;)...)eq Ee

Evidence abstraction Aw....Av,.E Av. B
where P = m,...,m, is a list of predicates, v = »,...,9, is a list of evidence
variables and ¢ = ¢,..., ¢, i8 a list of evidence expressions. When writing a

predicate assignment in the form v: P we assume implicitly that v does not include
any duplicates. In particular, for a predicate assignment of the form v: P, w: (),
we assume that the sets of variable in v and w are disjoint. When there is no
particular need to explicitly mention the domain of a predicate assignment we wili
often write just P in place of v: P, and we will also allow P to be treated as a hst
of predicales without explicitly removing the evidence variables.

4.3 Predicate entailment with evidence

The properties of predicate entailment described in Chapter 2 must also be ex-
tended to deal with predicate assignments and evidence expressions. A suitable

42



set of rules is given in Figure 4.1, most of which are straightforward generalisations
of the original rules for predicate entailment given in Figure 2.1.

Standard properties: (id) viPH v P
(term) viPH 0
(fst) viP,w:QH v:P
{(snd) v:Pw QW w:@Q
(univ) v:PHe: v:PH e R
v:PHe:Q,¢: R
P He: " "
(trans) viPHe:Q v:QH e:f
v:PH [efv']e:R
v:PHe:Q
/ .
(close) v:SPH e:5Q
PHe:
Evidence variables:  (evars) viPie:Q
EV({e)Cv
PHe:
Derived rules: (rename) w_::’?w;_u]cg:Q
(dist) v:PHhe:@ o :PHe:Q
v P v :P e @Q,e:¢Q
(cut) v:PHe:@Q v:Pw:QHe:R
u
v:PH[e/w]e:R

Figure 4.1: Rules for predicate entailment with evidence.

Note that there are two rules which do not have counterparts in the original system
with implicit overloading:

¢ Rule (evars) specifies that the only evidence variables that can appear in
the evidence expression e given by an entailment P K- £: 71 are those which
appear in tbe domain P. This is analogous to the result that all of the
free variables appearing in a term that is well-typed under a given type
assignment A must appear in the domain of A.

¢ Rule (rename) can be used to rename the evidence variables bound in a par-
ticular predicate assignment and can be thought of as a formn of e-conversion,

43



This rule will often be used implicitly to justify the process of combining two
entailments such as v: P e: Q) and v': P'# ¢': Q' in the rule {dist); if any
of the variables in v’ clash with those in v, then we can pick new evidence
variables w’ and obtain v: P, w': P't e: Q,[w'/v']e: ¢,

In particular applications, we will usually assume that all of the rules in Figure 4.1
are (implicitly) included as part of the definition of K-,

4.4 Evidence, predicates and implementations

Having motivated the definition and use of evidence in a fairly abstract way it
is important to examine its role in particular applications of qualified types. On
an informal level, an overloaded value of type Ya;.P = 7 can be interpreted as
a function T mapping each collection of predicates of the form [r,/a,]P to an
implementation with type [r./a;]7. Quite how much of T is dealt with at compile-
time (type-checking) and how much is implemented at run-time varies according to
the choice of evidence values that provides an intermediate step between predicates
and implementations.

Predicates ————— Implementations

N

Evidence

{S and D are the stalic and dynamic components of T respectively.) In the simplest
{and most abstract) case we can use the predicates themselves as evidence values
taking the static component & to be the identity and setting D = I. For example,
we might implement the function f : Va.Int C ¢ = Int — a mentioned in
Section 4.1 by snpplying the predicate Int C a (with a bound to the appropriate
type) as an additional parameter from which the required overloading can be
determined.

Moving towards the other extreme, we might use terms as evidence values, taking
§ as the function that maps each predicate of the form Eg 1 to a term representing
the equality function on objects of type r. In this case, the dynamic component
D is (essentially) the identity.

These two extremes highlight a distinction made by Thatte (1992) between pre-
scriptive and descriplive type systems i.e. those in which meaning and well-typing
can be treated independently and those in which they are inseparable. As Thatte
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points oul, any system in which the overloading of values cannot be completely
determined during type checking will include elements of the prescriptive approach
(in other words, having a non-trivial dynamic component) and hence most will fall
somewhere between these two alternatives. For example, Thatte gives a {largely
prescriptive) treatment of type class overloading based on the use of types as
evidence values. The static component is the function that maps each class con-
straint of the form C  to the type 7. The dynamic component is described using
a polymorphic fixed-point operator and a new typecase construct to allow the
definition of functions from types to values by ‘pattern matching’ on the form of
a type expressions.

In the following sections we describe some specific (descriptive) choices of evidence
values for each of the systems of predicates described in Chapter 2.

4.5 Type classes and dictionaries

In this section, we provide a brief indication of the use of evidence in the imple-
mentation of systems of type classes as described in Section 2.2, a topic we discuss
in much greater detail in Chapters 7 and 8.

Following (Wadler and Blott, 1989) we refer to the evidence for a predicate of the
form C 7 as a dictiorary. In the special case of the class Eq there is only one
member function (the equality operator (==)) and an obvious choice of dictionary
for a predicate Eq a is an equality test function with type a -> a -> Bool con-
structed using the definitions given in the corresponding instance declarations. For
example, we might use primEqInt as evidence for Eq Int and eqlist primEqInt
as evidence for Eq [Int] where eglist is the function:

eqlist :: (a -> a ~>» Boel) -> [a] -> {a] -> Bool
aqlist eq [ ] = True
eqlist eq [] (y:ys) = False
aqlist eq (x:xs) {1 = False

eqlist eq (x:xs) (y:¥s) = eq x y &k eqlist eq xs ys

derived directly from the instance declaration for equality on lists.

Type classes with more than one member function can be dealt with using a
dictionary that includes implementations for each member. The member functions
themselves can be implemented as selector functions that extract the appropriate
value from a dictionary. Superclasses can also be dealt with in this framework;
for example, we might store a dictionary for an instance Eq a as a component of
the dictionary for the instance Ord a. Tbese extensions are discussed more fully
in later chapters.
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The rules for predicate entailment for type classes given in Section 2.2.4 can be
extended to describe the construction of dictionaries. As a first step we use Ltype
class environments containing elements of the form:

Class P= w  representing a class declaration. Given a dictionary d : «,
the superclass dictionary for a predicate v’ appearing in P
is denoted d.7".

D:inst P = x representing an instance declaration. D is a dictionary con-
structor function that maps a collection of dictionaries e: P
to a dictionary De for .

Dictionary expressions are written using the grammar:

d v dictionary variable
d.x superciass selection

De diclionary construction

——

and the rules for dictionary construction with respect to an arbitrary type class
environment I" are given in Figure 4.2.

{super) % (Class @, ', @ =>meT

PH e P!

(tnst) —_—
PH De:n

(D:Inst = x)el

Figure 4.2: Rules for type class entailment.

For example, the type class environment corresponding to the instance declarations

in Section 2.2 is:
{Class 8 = Eq a,

Class (Eq a) = Ord «,
primEqlInt:inst § = Eq Int,
eqChar:inst B = Fq Char,
eqlist:Inst (Eq a) = Eq [a]}

where eqlist is the function defined above and eqChar is the function:

eqChar :: Char -> Char -> Bool
eqChar ¢ ¢’ = primEqInt {ord ¢} (ord c')

derived from the instance declaration for equality on characters, In this simple
case, the equality operator can be implemented as an identity function:
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(e=) :: (a => a -> Bool) -> (a -> a -> Bool)
(::) eq = eq

As a more interesting example, the member function can be implemented using:

member :: {a => a => Bool) -> a =-> [a] -> Bool
nember eq x [] = False
member eq X (y:ys) = eq x ¥ || member eq x ys

4.6 Subtyping and coercion

This section ountlines a treatment for systems of subtyping based on the approach
described in Section 2.3 using coercion functions mapping values of type o to
values of type o’ as evidence for predicates of the form o C ¢’. Instead of working
directly with the coercions themselves we use a language of coercion expressions
with syntax:
e = ¥ coercion variable

| id trivial coercion

| e—e function coercion

| eoce composition of coercions
The rules used to define the entailment relation in Figure 2.3 are extended to those
in Figure 4.3 which also describe the calculation of the coercion corresponding to
a given predicate.

(refl) PHidieCeo
PHeaeCd PHf:bCc
PH(foe):aCe
PHe:alec PH[f:dCH
Pi(e—=f)(e—od)C(a—b)

(frans-C)

(arrow)

Figure 4.3: Rules for structural subtyping with coercion.

Writing C for the set of all coercions we define the meaning of a coercion expression
(with respect to an environment n mapping coercion variables to elements of C)

using:
[v} nlv]
lid] Az.z
V— gl = Mz [ol(a(lf} 2))
[fog] Az [g](f] =)
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Using the obvious definitions, it is straightforward to establish the soundness of
the rules in Figure 4.3 with respect to this interpretation.

4.7 Implementation of extensible records

Type systems with extensible records have been studied by a number of researchers
but there have been surprisingly few attempts to describe how these systems might
be dealt with in concrete implementations.

If the type of a given record is fully determined at compile time, it may be possible
to arrange for the values in each field to be held in contiguous storage locations,
wilth the field corresponding to a given label at a fixed offset from the start of the
record. For the general case, it is common to represent records as lists of label and
value pairs; extracting a value from a record involves scanning the hist to locate a
pair with a given label. In principle, this might fail if no appropriately labelled is
found, buw in practice, the type system can be used to ensure that this dees not
happen.

Recently, Rémy (1992) has proposed a representation that stores the values held in
a record as an array together with a pointer to a header [shared by other records
with the same field structure) that is used to determine offsets into the array for
each label, Extending a record with a new field is potentially expensive since it
requires the calculation of a new header.

Independently of the work described here, Ohori (1992) gives a compilation method
for a calculus of records which has much in common with the approach described
below. Other than this, we are not aware of any previous work that makes use of
concepts analogous to evidence in the implementation of extensible records. One
simple (prescriptive) approach would be to consider a system in which the evidence
for a predicate of the form (r lacks {) is the function:

(c]d=2) = Yer—ot—={r|l:t)

In a similar way, evidence for a predicate of the form (r has !: ¢} might be given
by the pair of functions:

(AN  or = r

(-8 = r—t
While reasonable from a theoretical point of view, these choices are not particularly
useful for practical work since they do not say anything about how these operations
are actually implemented.
In the rest of this section we outline a new implementation of extensible records
that provides constant time selection and relatively inex pensive implementations of
extension and restriction. In particular, there is no need to inclnde any information
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about labels (either directly or as part of some header) in the representation of a
record. We retain the efficiency of the implementation of records in the simple case
where all the fields are known, with the additional benefit of supporting proper
extensible records.

This representation was discovered by considering how the rules for predicate en-
tailment given in Figure 2.4 might be extended to describe the construction of
evidence. Whilst it would be wrong to draw any firm conclusions from this sin-
gle example, we hope that similar considerations of evidence values might also
be helpful in the discovery of concrete implerentations for other applications of
qualified types.

We assume that all records can be represented by arrays of equally sized cells. The
fields in a record will be stored in such an array in increasing order of their labels.
This relies on the choice of an arbitrary total order < on the set of labels — we
illustrate this here with a lexicographic ordering. As a simple examnple, the record
{w =2, y=3, z = True) might be represented by:

I 2 'Tn:el 3 |

There is no need to include representations for the labels since the positions of each
field are completely determined by the set of labels {w, z, ¥} and this information
can be obtained from the type of the record, {w : Int, y : Int, z : Bool). More
precisely, if I gives the set of labels in a record, then the position at which the
value associated with [abel I can be found is given by pes I L, the number of
elements in the set {I' | '€ L, I"< 1}

The following diagram illustrates the process of extending a record with a new

B S P 3 e A
/N
N I A 1 R X

Note that all of the fields with labels that are less than that of the field being in-
serted remain in ihe same position in the array while the other entries are shifted
up one position, If the set of labels in the original record is L, then a field labelled {
should be inserted in position pes ! L as defined above. {For simplicity, we assume
that the number of fields in a given record is stored as part of the concrete repre-
sentation for record values. This ensures that the implementation can determine
how much storage space should be allocated to hold the extended record.} The
reverse proceas can be used to remove a field from a given record.
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Suitable forms of evidence for the three kinds of predicate introduced in Section 2.4
are as follows:

¢ Theevidence for a predicate of the form record r is the set of labels appearing
in r which, by the comments above, completely determines the structure of
records of type r.

¢ Theevidence for a predicate of the form r has I: ¢ is an integer that specifies
the position of the field labelled [ in a record of Lype r.

¢ The evidence for a predicate of the form r lacks { is an integer that gives the
position at which a field with label I could be inserted into a record of type
r.

The definition of predicate entailment in Figure 2.4 is extended to describe the
caleulation of evidence values in Figure 4.4. Note that all of the comparisons
between labels can be evaluated during the type checking process (so there is no
need for a runtime representation of labels or of <).

The only kind of predicates used in the (qualified) types of programs invoiving
records are those of the form r has I : ¢ and r lacks ! and hence the form of
evidence expressions needed for the execution of a program can be described by

the syntax:

e x= 0 zero offset
| = offset varighle
| e+1 successor

|

e—1 predecessor

In the special case of a record whose structure is completely determined at compile-
time, simple constant folding techniques can be used to calculate integer offsets
for each field without any run-time cost.
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Record formation: Pt {}:record {)
PH Lirecordr 1 €L
PH LU {l}:record {r |{: )
PH Lirecordr 1€ L
P L\ {l}:record r\ {

Absent fields: PH 0:() lacks !
PH Lirecord r\{
n=posl L
P n:(r\ llacks )
PH n:(rlacks ) n, <l
P me(r\ ! lacks 1) mz{nq, Fel
PH n:rlacks 1) n, L
P m:{{r|V:t') lacks I) ={ a+l, "<l
Present fields: P Livecord (r | L:¢) n=posi L
Pi=n:({r|1:t) has l:1)
PH n:(rhasl:t) n, t<l
PH me(r\ £ has 1) m={ a1, Vel
PHn:(rhasi:¢) n, IV
PHm:{(r]¥:t") has i:1) m_{n+1, <t

Figure 4.4: Predicate entailment for extensible records with evidence.
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Chapter 5

Semantics and coherence

The principal aim of this chapter is to show how the concept of evidence can be
used to give a semantics for OML programs with implicit overloading.

Outline of chapter

We begin by describing a version of the peolymorphic M-calculus called OF that
includes the constructs fer evidence appiication and abstraction described in the
previous chapter (Section 3.1). One of the main uses of OP is as the target of
a translation from OML with the semantics of each OML term being defined by
those of its translation. In Section 5.2 we show how the OML typing derivations for
a term F can be interpreted as OP derivations for terms with explicit overloading,
each of which is a potential translation for E. It is immediate from this coustruc-
tion that every well-typed OML term has a translation and that all translations
obtained in this way are well-typed in OP.

Given that each OML typing typically has many distinct dertvations it follows that
there will also be many distinct translations for a given term and it is not clear
which should be chosen to represent the original term. The OP term corresponding
to the derivation produced by the type inference algorithm in Section 3.4 gives one
possible choice but it seems rather unnatural to base a definition of semantics on
any particular type inference algorithm. A better approach is to show that any
two translations of a term are semantically equivalent so that an implementation
is free to use whichever translation is more convenient in a particular situation
while retaining the same, well-defined semantics. In the words of (Breazu-Tannen
et al., 1989), we need to show that ‘the meaning of a term does not depend on the
way that it was type checked', a property that they call coherence.

As we demonstrate in Section 5.3, there are examples for which a term may have
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semantically distinct translations and hence we cannot hope to establish a general
coherence theorem. Instead, we settle for the less ambitious goal of discovering
conditions that are sufficient to ensure that the semantics of a term are well-
defined. Tests for these conditions would then be included as part of the type
checking phase in a concrete implementation so that we reject not only those
programs that do not type-check, but also these for which coherence cannot be
gnaranteed.

As part of this process, we need to specify exactly what it means for twoterms to be
equivalent. Rather than working with any particular semantic model, Section 5.4
gives a syntactic definition of (typed) equality between terms. This means that our
results are valid in a model for which the axjoms and rules used in the definition
of equality are themselves valid. Clearly, it is preferable to make this definition
as weak as possible, permitting a larger class of models, while at the same time
retaining enough structure to give a useful and sensible characterisation of the
equality between terms. One limitation of our framework is that weinclude an
axiom for §-conversion, (Az.E}F = [F/z]E, which is pot sound in models of
the A-calculus with call-by-value semantics and hence aur results are restricted to
languages with lazy or call-by-name semantics. We discuss this point more fully
in Section 5.9.

We have already seen how the type inference algorithm can be used to describe
the relationship between the set of all OML typings for a term and a particular
principal type scheme. It therefore seems sensible to extend the results of Chapter 3
in an attempt to describe the relationship between arbitrary translations and the
translation determined by this algorithm. As a first step, Section 5.5 describes
a semantic interpretation for the ordering relation (<) used extensively in our
treatment of type inference. The basic idea is that an ordering of the form ¢ > o’
can be described by a conversion; a closed OP term C of type ¢ — ¢'. The only
effect of a conversion is to change the way in whick evidence parameters are dealt
with so that, if £ is a term of type o, then CE gives essentially the same term,
repackaged with the less general type &'

Using the properties of conversions we extend the results for the syntax-directed
system and the type inference algorithm in our earlier work to include the cai-
culation of translations. These are described in Sections 5.6 and 5.7 respectively
and we show that any translation of a term can be written in the form C(Aw.E')v
where C is a conversion of a particular type, E’ is the translation produced by
the type inference algorithm and v, w ate fixed collections of evidence variables.
Hence the task of establishing the equivalence of two arbitrary translations reduces
to showing the equivalence of two terms of the form Ci(Aw.E")v and G(At0.E")v
where (47 and & are conversions of a particular type. One obvious approach is to
find conditions that guarantee that these conversions are equivalent,
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Section 5.8 investigates this possibility to obtain sufficient conditions for the equiv-
alence of a pair of conversions and hence to guarantee coherence. In particular,
we show that the type system is coherent for any term with an unambiguous pric-
cipal type scheme (a simple syntactic condition}, generalising an earlier result in
(Blott, 1991) for the special case of a system of type classes. In addition, we show
how our results can be adapted to applications where the restriction to terms with
unambiguous type schemes is too severe. For example, we are able to give a sat-
isfactory treatment of coherence for the system of extensible records described in
Sections 2.4 and 4.7 despite the fact that the primitive field restriction operator
has an ambiguous type.

Detailed proofs for the results of this chapter are included in Appendix A.

Section 5.1: Section 5.2: Section 5.3:
OP: A polymorphic A- Translations of OML The coherence problem:
calculus with support ™| terms in OP. ™ | not all translations are
for overloading,. equivalent.

l |
Section 5.4: Section 5.5:
Equalities between OP Conversions: an inter-
terms. | pretation of (<) using

OP terms.

l

Section 5.8:
Translation in  the
syntax-directed system.

|

Section 5.7:
Type inference and
translation.

l

Section 5.8:
Coherence results.

Figure 5.1: Outline of chapter
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5.1 A version of polymorphic A-calculus with
qualified types

This section describes a version of the polymorphic A-calculus extended with con-
structs for evidence application and abstraction. For ease of reference, we call the
type system presented here OP, intended as a mnemenic for ‘Overloaded Polymor-
phic A-calculus’. The set of types in OP is defined by the grammar:

o u= 1 type variables
| o — o function types

| Vte  polymorphic types
l

™ => o qualified {ypes

This is considerably more flexible than the structured language of types used in
Chapter 3 since there is no distinction between simple types and type schemes.
In particular, OP allows functions with polymorphic and/or overloaded values as
their arguments. Note that constrained type schemes of the form (£ | o) introduced
in Section 3.2.1 can be written as the type P = o in this more general system.

The terms of OP are given by expressions of the form:

E =1 term variables
| EF application
|  Az.E abstraction
| Ee evidence application
[ Av.E evidence abstraction
f

let z=FEin F local definition

Unlike most presentations of polymorphic A-calculus we do not include wnstructs
for type abstraction and application that are typically used to make the treatment
of polymorphism explicit; such features are not required for the work described
here, and would be an unnecessary distraction from our study of overloading. Nev-
ertheless, we would expect the resulls described here to extend to suth systems
if required in later work. For example, (Peyton Jones and Wadler, 1990} point
out that explicit use of type abstraction and application may provide useful in-
formation to guide program transformation and code generation in an optimising
compiler.

The typing rules for OP are given in Figure 5.2. Strictly speaking, there is no
need to include the let construct here since the typing rules of OP are sufficiently
powerful to allow functions with polymorphic overloaded arguments and hence we
can encode let z = E in F as (Az.F)E. The most important benefit of including
the let construct is tbat it makes it much easier to treat the implicitly typed
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Standard rules:

Qualified types:

Polymorphism:

Local definition:

(z:0)€ A

(var) PlAbtz:0o
Pl|AF E:o'—wa P|AFF:0o
(—E)
Pl|AF EF : ¢
g .
(=1) PlAz:d'FE: 0o
PlAF Az.E:0' > o
(=E) PIAFE:rn=0 PH e
P|AF Ee: o
,uim, PPlAF E
(=1) Pou:m, P’ o
P, PIAFMWE:T=0
PlAF E:Vi.
(VE) LPiArE:vig
Pl|AF E:[rftle
1) PIALE:0c t& TV(AUTV(P)
P|AF E:Vto

Pl|AFE: 0 @Q|A;,zio0b F:0'
P,QlAF(letz=FEin F): 0o’

(let)

Figure 5.2: Typing rules for OP.
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language of Chapter 3 as a (proper) sublanguage of OP. Another advantage is
that it may sometimes be possible to generate better code for let expressions than
for the equivalent term using a A-abstraction (Peyton Jones, 1987).

5.2 Translation from OML to OP

From the definitions in the Sections 3.1 and 5.1 it is clear that every OML type
scheme can be treated as an OP type. Furthermore, the typing rules of OML
are a just a restricted version of the rules for OP, except that derivations in the
latter involve predicate assignments rather than predicate sets and require explicit
evidence abstraction and application in the rules (=) and (=F) respectively.
To formalise these ideas, we define a function Preds that maps each predicate
assignment to the corresponding predicate set:

Preds (P,P') = Preds P U Preds P’
Preds (v:w) = {r}
Preds § ¢

and a function FErase that maps OP terms with explicit overloading to terms in
OML by deleting all occurrences of evidence variables and expressions:

Erase (z) =z

Erase (EF) = (FErase E) (Erase F)

Erase (Az.E) = Az.(FErase F)

Erase (let z=E£in F) = let z = (Erase E) in (Erase F)
FErase (Ee) = Frase E

FErase (Av.E) = FErose £

Similar tools are used in the investigation of the relationship between languages
with implicit polymorphism (much like OP, but without overloading) and lan-
guages that use abstraction and application over types to make the use of poly-
morphism explicit (the standard example being Girard’s ‘System F’). See (Mitchell,
1990) for further details.

The correspondence between OMI: and OP suggested by the informal comments
above can now be described by the following theorem:

Theorem 5.1 If P\ A+ E : o in OML, then there is an OP term E' and a
predicate assignment P’ such that P = Preds P', E = Erase E' and P|AF- E' : o
using ¢ derivalion of the same structure.

The proof is straightforward, using induction on the structure of P| Al E : o,
The term E' in the statement of the theoremn will be referred to as a trenslation
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of E and we use the notation P'|A F E ~ E': o to refer to a translation of a
term in a specific context. Note that, in the general case, an OML term will have
many distinct translations in any given context, each corresponding to a different
derivationof P|AF £ : 0 in OML.

The translations of OML terms can also be characterised more directly using the
hybrid of the typing rules for OML and OP given in Figure 5.3. Tt is straightforward

(r:0)€ A
(var) T T —
PlAtz~z:0
PIAF E~F:v" =1 P|[AFF~F 7T
{(—~£)
PIAF EF~ E'F' . r
(1) PlAc,z: ' F E~FE':r
PIAF Az E~ A E' : 7' =1
(=E) PIArE~E :7=p Phe:n
PlAr E~ E'e:p
Puva,PlAFE~E :p
(=1)
P PIAFE~ A E:x=p
FE~ E:ve
(VE) PlA o
PlAF E~E' :[r/tle
PIAFE~FE 0o
Vi Lt TV(AY ALY TV(P
VD PlAF E~ E' :Vto g Ivid) ¢ (%)
(let) PIAF E~E:0 Q|A,z:cr F~F':7T
e
P.QlAr(letz=FEin F)~(let z=E'in F'): 7

Figure 5.3: Original type rules with translation

toshow that P'| A+ E ~+ E': o0 according to the original definition of translations
above if, and only if, the same judgement can be derived from these rules. In
particular, we mention the following two theorems, the first of which establishes
a soundness property indicating that any derivation using the rules includes both
an OML derivation for the term involved and an OP derivation for its translation.

Theorem 5.2 If P{A F E ~ E': o using the rules in Figure 5.3, then F =

Erase E' and there are derivations P|A+ E': ¢ in OP and Preds P|AF E : o
in OML cach with the same structure as the first derivation.
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The second result shows that it is always possible to obtain a translation of a well-
typed OML term using the rules given above (essentially by copying the structure
of the original derivation):

Theorem 5.3 If P|AtF E: o in OML, then there is ¢ dervation P|AF FE ~
E': o for some predicate assignment P’ with P = Preds P' and some OP term F’
such thet E = Erase E'.

The proofs for both of these results are straightforward and follow directly from
the construction of the rules in Figure 5.3.

5.3 The coherence problem

The principal motivation for introducing OP was to enable the semantics of OML
terms with implicit overloading to be described by the semantics of their transla-
tions in OP. In order to justify this approach we must show that:

¢ For each OML term FE there is an OP term £’ that is a translation of E.
This follows directly from Theorem 5.3. Moreover, there is an effective way
of calculating a translation for any well-typed term using the derivation given
by Corollary 3.20 to guide the construction of the translation.

¢ Any translation of an OML term E is well-typed in GP. This has already
been established in Theorem 5.2.

¢ The mapping from terms to translations must be well-defined. More accu-
rately, we must show that any translations E; and E,; of an OMI, term F
given by derivations P|AF E ~+ E, : 6 and P|A+ E~+ E; : 5 ate, in some
precise sense, equivalent.

Whilst the first two properties have already been established, it is relatively simple
to show that the third result does not hold in general. As an example, consider
the term out (in z) under the evidence assignment P = {u : C Int,v: C Bool}
and the type assignment:

A={z:Inl, in:Va.Ca= Int = e, out:Ve.Ca=a— Int}

where  is a unary predicate symbol. Instantiating the quantified type variable
in the type of in (and hence also in that of out) with the types Int and Bool leads
to the following derivations with translations which are clearly not equivalent:
PlAF out (in z)~ oul u (in v z): Inf
PlAF out (in z)~+ out v (in v z): Int
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Given this example, we cannot hope to establish the general coherence result
in the third item above; i.e. that all translations of an arbitrary OML term are
semantically equivalent. In the rest of this chapter we work towards a more modest
goal — to identify a collection of OML terms for which the coherence property can
be established.

5.4 A definition of equality for OP terms

Before we can establish sufficient conditions to guarantee coherence, we need to
specify formally what it means for two terms (specifically, two translations) to
be equivalent. This section gives a syntactic characterisation of (typed) equality
between OP terms using judgements of the form P| A+ £ = F : o (with the
implicit side-condition that both P|[AF E :o and P|AF F: o). Our task in the
remaining sections of this chapter can now be described formally as:

Given derivations P|AF E~ F, : 0 and P|AF E ~ E; : o determine
sufficient conditions to guarantee that P|[AF £ = B 1 0,

One of the reasons for including type information as part of the definition of
equality is to avoid making unnecessary constraints on the choice of semantic
model. Given a judgement P| A F E = F : ¢ we require only that £ and F
have the same meaning (which must be an element of the type denoted by o) in
environments that satisfy P and A. This is in contrast with an untyped judgement
of the form E = F that might be expected to hold in any semantic model, without
consideration of the types of the objects involved.

5.4.1 Uniqueness of evidence

Another reason for using predicate assignments in the definition is to enable us to
capture the ‘uniqueness of evidence’; to be precise, we require that any evidence
values ¢ and f constructed by entailments P H £: @ and P } f: Q) are semantically
equivalent, in which case we write P+ ¢ = f: @. Since we only intend such
judgements to be meaningful when both entailments hold, the definition of equality
on evidence expressions can be described directly using:

Pre=f:¢} & PHe@ A PHf:Q

This condition is essential if any degree of coherence is to be obtained. Without
it, for example, it would be possible to have semantically distinct implementations
of an overloaded operator that cannot be distinguished either by name or by type.
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Uniqueness of evidence does not follow directly from the definition of H and it
is important to verify that this property holds for the predicate systems used in
particular applications of qualified types. This, in turn, influences the design of
particular predicate systems. For example, in the system of type classes described
in Section 4.5, uniqueness of evidence is dealt with by ensuring thal there is at
most ope definition that makes a given type an instance of a particular class.

5.4.2 Reduction of OP terms

In common with many treatments of typed A-calculi, we wiil define the equality
relation between terms using a notion of reduction between terms. More precisely,
we use a judgement of the form P|AF E > F : ¢ to describe a {typed) reduction
from E to F with the implicit side condition that P|AF E : &. There is no need
to include P|A & F: ¢ as a second side condition since it can be shown that this
condition is implied by the first. This is a consequence of the subject reduction
theorem — ‘reduction preserves typing' - which is proved using standard techniques
as in (Hindley and Seldin, 1986).

We split the definition of reduction into three parts, tbe first of which appears
in Figure 5.4, We include the familiar definitions of #-conversion for evidence
and term abstractions and let expressions and a rule of 5-conversion for evidence
abstractions.

(3) P|AF (Az.E)F 1 [F/2|E: o

(3.) PlAF (Av.E)e B> [efv]E: o

(B-let) P{AF(letz=Fin F) > [E/z]F: 0
v g EV(E)

(n:) FIAF Qv Fo) b E: o

Figure 5.4: Rules of computation

One unfortunate consequence of our approach is that the axiom (8) is not sound in
models of the A-calculus with call-by-value semantics and hence our results can only
be applied to languages with lazy or call-by-name semantics. This limitation stems
more from the difficulty of axiomatising call-by-value equality than from anything
implicit in our particular application; for example, QOhori (1989) mentions similar
problems in his work te describe a simple semantics for ML Polymorphism. This
issue will be discussed more fully in Section 5.9.
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A second wllection of rules in Figure 5.5 is used to describe the renaming of bound
variables in A-abstractions, evidence abstractions and let expressions. Any such
renaming is permitted so long as we avoid clashes with free variables.

z ¢ FV(Ay.E)
(@) PIAF (Av.E) b (Pz.[z/y]E) : o
v € EV(Aw.E)
(@) PIAF (Aw.E) b (Av.[v/w]E): 0
(a-let) z g FV(Ay.E)
PlAF(lety=Fin F)p(letz=Fin [z/y]F): 0o

Figure 5.5: Rules for renaming bound variables

The final group of rules in Figure 5.6 are closely modelled on the original typing
rules for OP in Figure 5.2. Their main application is to allow the reduction of
subterms within a given term.

5.4.3 Equalities between OP terms

As we have already mentioned, equalities between OP terms will be represented
by judgements of the the form P|A+ E = F : ¢ with the implicit side condition
that both"-P| A+ E : o and P|A+ F : ¢. Figure 5.7 gives the definition of
the equality belween terms as the transitive, symmetric closure of the reduction
relation described in Lthe previous section. The first two rules ensure that equality
is an equivalence relation. There is no need to include reflexivity here since this
is a direct consequence of the structural rules in Figure 5.6. The last rule shows
how reductions give rise to equalities. Note that in this case there is no need to
establish that both P|AF E: ¢ and P| A+ F : o since the latter follows from
the former by the subject reduction theorem mentioned above.

In practice, many of the rules used in the definition of equality above will be used
implicitly in tbe proof of equalities between terms. The following example uses
all three of the rules in Figure 5.7 as well as subject reduction to justifv the fact
that the intermediate steps are well-typed and illustrates the layout that we use
for such proofs:

PiAtlet z=FE in [F/z|F' [B/z]([F[z]F" (B-let)
|F/=]F/z]F (substitution)

let z = [Efz)F in F': o (B-let)
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(z:0)€ A
PlAtzpbz:o
PIArEpE :0—06 P/AFFpF 0o
PIAFrEF B EF :0
PlAz:0' FE P E : 0
FIAF dz EpAz.F 00— 0o
PIAFERpE :7=0 Plre=¢r
Pl|Ar-Ee=F¢e:0o
Puovr PIAFEPRE : 0o
P P|AFIMEDB ME 720
P|AFFE b E :Vio
PIAr B E:lr/te
PIAFEBFE:0c tg TV(A)UTV(P)
PIAFEp E' :Vio
PIAF Ep E:0 PlA,z:0F FpF:71
PlAb(letz=Fin F)p{letz=Fin F): 7

Figure 5.6: Structural laws for reductions between terms.

PlALrE=F:0o
PIAFrF=E:0

P|Ar E=F:0 P|ALE =E":¢
PIArE=F':0¢

PIAFEpBF:0o
PIAFE=F:0

Figure 5.7: Definition of equality between terms
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Notice that the context in which this equality is established (given by P, 4 and
o) is not significant. Examples like this are quite common and we will often avoid
mentioning the context altogether in such situations, writing - E = F to indicate
that F and F are equivalent in the sense that P|AF E = F : & for any choice of
P, A and o for which the implicit side conditions hold.

The following proposition records some useful properties of let expressions includ-
ing the result above, each of which follows directly from (3-let).

Proposition 5.4 For any OP terms £, E' and F and distinet term variables z
and y such that y & FV(FE):

L. F{let z=Fin{F/z|F')=(let z = [E/z]F in F’).
2. FAy(let z=Fin Fy=(let z= F in Ay.F).
3. F E{let y=F in F') = (let y = E' in EF").
4. F(let y=FE'in F)E = (let y = E' in F'E).

The last three parts of this proposition are fairly standard, but the first is less
familiar and it is worth illustrating why it is important in our work. Consider a
system of type classes with a type class Eg such that B H- e: Eg Jnt and an equality
function (==) :: Ya.Eq a = a — a — Bool used in the OML term:

let f=(AzAdyz==y)inf23

Since the local definition for function f is only ever applied to integer values, it
is sufficient to treat f as having type fnt — Int — Bool, with a corresponding
translation:

let f=(dzAy(==)ezy)inf23
However, the type inference algorithm uses f :: Va.Fg a = a — 2 — Bool and
results in a translation of the ferm:

let f = (Av.Az. Ay (==) vz y)in fe23.

The following calculation shows that these translations are equal and hence that
it is possible to eliminate the evidence abstraction used in the second case.

Flet f=(Av.dzdy(==)vz y)infe2]

let f = (hvdzdhy.(==) vz y)in [f e/f](f 23) (substitution)
let f = \vdzAy(==) vz y/f(f ) in f 23 (Prop. 54(1)
let f={(dvizdy(==)vzy)einf23 (substitution)
let f=(Az.dy{==)ezy)inf23 (A

As in the last step here, many equalities between terms can be obtained by re-

placing one subterm with an equivalent term. These steps are justified by the
structural rules in Figure 5.6 and will often be used implicitly in proofs.
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5.5 Ordering and conversion functions

5.5.1 Motivation and conversions between type schemes

One of the most important tools in the trealment of type inference described in
Chapter 3 is the ordering relation < used to describe when one (constrained) type
scheme is more general than another. For example, assumning that @ H- Eg Int, the
ordering:

Int — Int - Bool < Va.EFqa=>a— a — Bool

might be used to justify replacing an integer equality function, say primEgInt,
of type Int — Int — Bool with a generic equality function (==) with the more
general type Va.Fg a = a — & — Bool. While valid in OML, this breaks
down in OP due to the presence of evidence abstraction and application: Simaply
replacing primEgint with (==) in primEqInt 2 3 does not even give a well-typed
expression! The correcl approach would be to replace primEq¢Int by (==) e where
OH e:Fq Int.

This section describes an interpretation of arderings between (ype scheines as terms
of OP that can be used to deal with examples ke this. For each ¢’ < o we identify
a particular collection of terms that we call conversions from o to ¢’. Each such
conversion is a closed OP term C: o — ¢’ and hence any term of type o can
be treated as having type o' by applying the conversion C to it. Ouze possible
conversion for the example above is:

(Az.ze) : (Ve.Eq a = a = o — Bool) — (Int — Int — Bool)

Note that the type of this conversion {as in the general case) cannot be expressed
as an OML type scheme since it uses the richer structure of QP types.

For the purposes of type inference it would be sufficient to take any lerm C of
type ¢ — o' as a conversion for o' < o since CFE hes type o' for any term E of
type . This is clearly inadequate if we are also concerned with the semantics
of the terms involved; we can only replace £ with CE if we can guarantee that
these terms are equivalent, except perhaps in their use of evidence abstraction and
application. More formally, we need to ensure that Frose (CE) = Erase E for all
OP terms E (or at least, all those occurring as translations of OML terms). Since
Erase (CE) = (Evase C) {Erese E), the obvious way to ensure that this condition
holds is to require that Erase C is equivalent to the identity term id = kz.z.

It is tempting to define the set of conversions from o to ¢’ as the set of all closed
OP terms C:0 — o for which Erase C is equivalent to id. In practice it is more
convenient to choose a more conservative definition that gives a little more insight
into the structure of conversions. The following definition is very closely modelled
an the syntactic characterisation of the < ordering in Proposition 3.4.
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Definition 5.5 (Conversions — preliminary version)

Suppose that ¢ = (Va;.@ = 7) and o' = (V5,.@' = 1) and that none of the
variables 3, appear free in a. A closed OF term C of type ¢ — &' such that
Erase C is equivalent to id is called a conversion from o to o, wriiten C:o > o,
if there are types 7;, evidence variables v and evidence ezpressions ¢ such that:

QW oen/ai]Q, T =[rfaijr and F C=Az.Av.ze

Note that v and e are lists of evidence variables and expressions respectively.
As a resull, expanding the abbreviations introduced in Section 4.2, the equiv-
alence above takes the form + € = Az.Av. ... Av,.2ey...e,. It is straightfor-
ward to verify that Az.Av.ze.is itself a conversion from & to ¢”; it is obvious that
FErase (AzAv.ze) = Az.z and the following derivation establishes the required

typing:
vi@'lziobz:o o = (Yo;.Q
v:@Qfz:iob z:(Va;.Q = 7) (((:/E):’T)
vi@lziob z: [n/a)(@ = 7) (=E)

vi@|ziob ze: [rifayT

=/ a;]r
viQ'|z:o b ze: 7 [r./e]

(=1)

Olz:ob Avze: Q' => 7
Blziob Av.ze: o (vh)
' — (=1)

Q|8 Az hvze:0 — o

It follows that any OP term with type ¢ — o that is equivalent to Az.Av.ze will
also be a conversion from ¢ to ¢’, On the other hand, we canpot assume that
all conversions from & to ¢’ will be equivalent to this particular term since there
may be more than one possible choice for the types 7; and hence for the evidence
expressions e in the definition above.

The following proposition establishes some simple properties of conversions that
will be useful in subsequent work.

Propaosition 5.6 Suppose that o, o' and 0" are type schemes. Then:

1. id:0 > o where id = Az.z is the idenlily lerm.
2. IfCio 20" and C':0' 2 0", then C'0C:0 2 0" where ("o O = Az.C'{(Cr).

3. If o is a type scheme and T is a type, then id:Vio > [r/t]e. In particular,
id:Gen(A, p) > p.
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As with many of the results in this chapter, Proposition 5.6 extends earlier results
from Chapter 3. In this particular case, the first two parts of the proposition
correspand to the result that the ordering on type schemes is reflexive and transi-
tive. From a categorical perspective, these results can be used to show that there
is a category whose objects are type schemes and whose arrows are (equivalence
classes of) conversions. The only additional properties needed to justify this are
that the composition of equivalence classes is well-defined and associative with
{the equivalence class of) id as unit, each of which is easily verified.

The following twe propositions are useful for obtaining conversions between type
schemes obtained using generalisation as described in Section 3.2.4. The first
proposition deals with the interaction between generalisation and entailment, ex-
tending the result of Proposition 3.7.

Proposition 5.7 Suppose that P and P’ are predicate sets such that v': P'h-e: P.
Then:

(Az.Mv'.ze): Cen(4,P = 1) > Gen(4, P' = 7)
Jor any type assignment A and lype 7.

The second result is useful when applying substitutions ta type schemes obtained
by generalisation, extending the result of Proposition 3.8:

Proposition 5.8 [f A is a lype assignment, p is a qualified type and S is a sub-
stitution, then:

id:SGen (4, p) > Gen(S4, Sp).
Furthermore, there is a substitution R such that:

RA =54 and SGen(A,p) = Gen(RA, Rp).

5.5.2 Conversions between constrained type schemes

The definition of conversions between type schemes extends to conversions between
constrained type schemes. The obvious way to define a conversion for an ordering
of the form {P'|o’) < (P|o) is as a term of type (P|e) — {P']0o’), writing (P| o)
as an abbreviation for the OP type P = ¢

Definition 5.9 {Conversions — general version)

Suppose that ¢ = (Va;.Q = 7) and o' = (V§3;.Q' = 7') and thal none of the
varighles 3; appear free in g, P or P'. A closed OP term C of type (P | o) —
(P'Vo") such that Erase C is eguivalent to id is called a conversion frem (P | o)
to (P'|o"), writlen C:(P|c) 2 (P'|0"), if there are lypes 7;, evidence variables v
and w and evidence expressions ¢ and f such that:

e PLwiQ e P firfa]Q, v =[nfa)r and F C = Azdviwref.
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Note that the definition of conversions between simple (i.e. unconstrained) type
schemes is a just special case of this, obtained by taking P = P/ = 0.

1t is immediate from the definition of conversions that (P}o) > (P'|o') if and
only if there is 2 conversion C:{P|¢) > (P'|0¢") (this may require renaming the
bound variables of o’ to apply the definition of conversions). It follows that we
can extend all of the properties of (<) described in Section 3.2.3 to include the
use of conversions as illustrated by the following three propositions.

For example, we have already mentioned that a quealified type of the form P = p
is equivalent to the constrained type scheme (P |p). This is reflected, in a slightly
more general form, by the following proposition:

Proposition 5.10 For any qualified type p and predicate assignments v: P and
w:(} there are conversions:

id:(P,Qlp) 2 (P1Q=p) and id:(P|Q=p)2(P,Q|p)
In particuler, taking P = B, there are conversions:
d:(Plp) > P=>p and id:(P=p)2(P|p).

Another useful result is that (P’ |¢’) < (P|o) whenever 6/ < o and P' H P.
Extending this to describe the conversions involved gives:

Proposition 5.11 If C:(R|e) > (R'|¢’') and v/ : P' k- e : P, then there is a

COnversion:

Az Av . Clze):(P,R[a) 2 (P, R'|o).
In particular, taking R=0=R', if C:c 2 o' and v': P' W e: P, then:
Az ' . Clze): (P|o) 2 (P|d).
We have already indicated that the ordering on constrained type schemes is pre-
served by substitutions (Proposition 3.5). The corresponding result for conversions

18;

Proposition 5.12 Suppose that P and P' are predicate assignments, o and ¢’ are
type schemes and that C:(P|o) = (P'|o’). Then:

C:S(P|o) > 5(P'|a")

for any substitution S of types for type variables.

68



In Proposition 5.6 we showed that, for the special case of (unconstrained) type
schemes, reflexivity of (<)} corresponds to the identity conversion while transi-
tivity of (<) correspords to composition of conversions. The next iwo proposi-
tions provide sirmilar constructions, the first of which shows how the definitions of
Proposition 5.6 extend to a category with arbitrary constrained type schemes as
its objects.

Proposition 5.13 For any lype scheme o and predicates P there is a conversion:
id:(Plo) > (Ple).
Furthermore, if C:(P|a) = (P'|¢') and C':(P'|6’) > (P"|o"), then:
(C'0 C):(Pla) 2 (P"]a").

The next result gives an alternative way to extend Proposition 5.6, this time to de-
scribe a category whose objects are type schemes and whose arrows are woversions
between type schemes with respect to an arbitrary fixed predicate assignment:

Proposition 5.14 For any type scheme ¢ and predicale assignment v: P there is
& CORVETSION:

(Az.Av.z)ie > (Plo).
Furthermore, if Cio 2 (Plo') and C':c' = (P|d"), then:

(Az.Av.C'{Crv)v):0 = (Pla").

5.5.3 Conversions between type assignments

The definition of conversions can be extended to an ordering between type assign-
ments. In fact, for the purposes of this work, it is sufficient to consider anly the
case of orderings of the form 4 = A' and A > (P | A"), the first of which is just a
special case of the second with P = ).

One simple approach would be to define a conversion for an ordering 4 > (P| 4"
as a function that gives a conversion from A(z) to (P|A'(z)) for each 7 € dom A.
However, whereas we might use a conversion £':¢ > (P |c¢’) to treat a term of type
@ as having type o', we will typically use a conversion between type assignments
to simultaneously replace each occurrence of a variables mentioned in the type
assignment with an appropriate new term. From this perspective it seems more
sensible to think of a conversion between type assignments as a term substitution.

Furthermore, the translations of a term are calculated with respect to a particular
predicate assignment (the first component in a derivation v: P |A+ E~ £ : &)
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and may iovolve the evidence variables in the domain of that assignment. It is
therefore necessary to specify these variables explicitly as part of the type of the
conversion,

Definition 5,15 (Conversions between type assignments)
A substitution C is a conversion from a iype assignment A to a constrained fype
assignment (v: P|A’), written C: A > (v: P| A"), if:

e dom A = dom A'.

s Foreach z € dom A there i3 a conversion (Az. Av.Cz): A(z) 2 (P]| A'(z)).
On the other hand, if z € dom A, then C(z) = z.

Note that a conversion between type assignments is not itself a term. The expres-
sion C(z) appearing in the above definition denotes an application of a (meta-
linguistic) substitution to a particular variable.

Continuing with the example above and assuming that § b ¢: Eg Fnt, one passible
conversion for the type assignment ordering

{{(==):Int = Int = Bool} < {(==):Va.E§ a= a — a — Bool}.

would be the substitution that maps (==) to (==) e but leaves every other variable
unchanged. To see how this might be used, consider an OP term in which the
(==) has been treated as having type Int — [nl — Bool. If we replace this
integer equality function by a generic equality fuuction with the more general
type, then we need to include the evidence e for Eg Int with every use of (==).
This is precisely the eflect obtained by applying the conversion substitution to the
original term.

Suppose that C: A > (v:P| A’). Since every conversion is a closed OF term, it
follows that the only variable that appears free in a term of the form C(z) is the
variable z itself. The following results are easily established using this observation:

Proposition 5.18 Suppose that C: A > (v: P|A’) and wrile C, for the substity-
tion such that Cp(z) = 7 and C,E = CFE for any term E suck that z ¢ FV(E).
Then:

1. C(Ae.E) = d1.CLE,
2 Cllet z=Fin F)=(let z= CE in C.F),
3. C.:(A;,z:0) = (v:iP|A;, z:0) for any type scheme o, and

4. [E/z|(C.F) = (C[E/z]|)F for any terms E ard F.
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Another useful consequence of the definition of conversions between type assign-
ments is sumrnarised by the following proposition:

Proposition 5.17 {f C: A > A, then C: A > (v: P | A) for eny predicate

assignment v: P.

To see this, suppose that C: A > A’ so that (Az.Cz): A(z) = A'{z) for every z €
dom A. By Proposition 5.14 there is a conversion (Az.Av.z): A'(z) > (P | A'(z))
and hence {Az.Av.Cz): A(z) > (P| A'(2)).

5.6 Syntax-directed translation

The next two sections follow the development of Chapter 3 to describe the re-
lationship between an arbitrary translation of an OML term and the translation
corresponding to the derivation constructed by the type inference algorithm.

We begin by extending the results of Section 3.3 to describe the construction of
translations for the syntax-directed system using the typing rules in Figure 5.8.

(var)? {(r:(Ve;. @ =>v))ed PH e:[n/a]Q
var
PlAR 2~ ze: [1i/ailv
PIARE~E :7 57 Pl|APF~F i 7
(—E)” :
Pl|AF EF ~ E'F i 1
PlA,,z:7"P E~E T
(=) T
PIAF M E~ Az B 7 =7
ety EIARE~ B v PlAczig R P Fir
e
PlAB(let z=FEin F)~ (let z= Av' . E' in F') : 7
where ¢’ = Gen(A4,P' = 1)

Figure 5.8: Syntax-directed typing rules with translation

As before, the structure of a derivation P|4 ¥ E ~+ E': r is uniquely determined
by the syntactic structure of the OML term E. Note however that the transla-
tion E’ need not be uniquely determined since there may be distinet choices for
the evidence values ¢ introduced by (ver)’. This of course is the source of the
incoherence in the translation semantics of OML.
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It is straightforward to show that the rules in Figure 5.8 are sound with respect to
those in Figure 5.3 by induction on the structure of syntax-directed derivations.

Theorem 5.18 [f P|AF E~ E': 7, then P|AF E~+ E' 2 1.

The reverse process, to establish a form of completeness property by showing that
every translation and typing obtained using the general rules in Figure 5.3 can,
in some sense, be described by a syntax-directed derivation is cansiderably more
difficult. As a first step, we can extend the properties of the original syntax-
directed system outlined in Section 3.3.2 to include the calculation of translations.
More precisely, if v: P]AF E ~+ E': 7, then each of the following results can be
established by induction on the structure of this derivation {see the appendix for
further details):

« EV(EYC v {Proposition 5.19)
» SP|SAF E -~ E': Sr for any substitution 5. {Proposition 5.20)
o If QW e:P, then QAP E~ [e/v]E - 7. {Proposition 5.21)
o If C:A' > (v: P|A), then v: P|A'F E~ B : 7 {Proposition 5.22)

and v:P|A'vF CE'=E": 7.

The first of these results is an immediate consequence of the rule {evars) de-
scribed in Section 4.3 and the following three propositions are direct extensions of
Propositions 3.10, 3.11 and 3.12 respectively. Also, as an immediate corollary of
Propositions 5.17 and 5.22 we obtain (with the same hypothesis as above):

e If C:A" > A, then v: P|A'F E~+ E": 7 (Corollary 5.24)
and v: P|A' CE' = E" : 1.

Using these results, we can establish the following theorem as an extension af
Theorem 3.15, again by structural induction on the derivation in the hypothesis:

Theorem 5.25 [fv:P|AF E ~+ E' : o, then there is a predicate assignment
v': P, alype v’ and a ferm E¥ such that v': P |AF E~ E": v and v:P|A b
ClAv'.E"Yo = E': 0 where C:Gen(A, P' = 7) > (P|a).

Note that the OP term Ao’ E” appearing in this result can be treated as having
type Gen{A, P’ = ') (using the soundness result, Theorem 5.18, from above).
Furthermore, since C: Gen{A, P’ = ') > (P |o) and v gives evidence variables
for P, it follows that C(Av".E”")v can be treated as having type o as required.
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5.7 Type inference and translation

It is reasonably easy to extend the definition of the type inference algorithm
given in Section 3.4 to include the calculation of a translation using the rules
in Figure 5.9. As before, these rules can be interpreted as an attribute gram-
mar. The type assignment A and OML term E in 2 judgement of the form
P|TA Y E ~a E’:r are inherited attributes, while the predicate assignment
P, substitution T, OP translation £’ and type 1 are synthesised.

(z:Va;.P=>1)E A [ and v new

var)®
(var) v:[Bi/|P| AW £~ zv: [Bifailr
(LB PITAF E~E 7 Q|T'TAF F~ F' i1 Trissa
- U(T'P,Q)|UT'TA® EF ~ E'F': Ua
where « is a new variable
(—1)¥ P|T(A;,z:e)® E~ E'' 7 & new
-
PI{TAF A2 E~ Xz.E: Ta—r
(et)* v:P|TAF E~ E' i1 P|T(TA;,z:0)F Fa F i1
e
P |T'TAF (let z=Ein FY~ (let £ = Av.E' in F): 7

where ¢ = Gen(TA, P = 1)

Figure 5.9: Type inference algorithm with translation

The following theorem shows that any typing and translation that is obtained
using the type inference algorithm can also be derived using the rules for the
syntax-directed system described in the previous section.

Theorem 5.26 [[P|TAF E~+ E': 7, then P|TAF E~ E': 7.

Combining this result with Theorem 5.18 we obtain:

Corollary 5.27 If PITAF E~s E': 1, then PITAF E~ E': 1.

This result is important because it shows that the ‘translation’ E” of an OML
term E produced by the algorithm above is a valid translation of £ (in the sense
of Section 5.2) and hence, in particular, that it is a well-typed OP term.
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Given that the algorithm described above calculates a principal type scheme for
each well-typed OML term (as in Section 3.4.3), we will refer to the translations
produced by this algorithm as principal translations. The following theorem pro-
vides further motivation for this terminology, extending the result of Theorem 3.19
and showing that every translation obtained using the syntax-directed system can
be expressed in terms of a principal translation.

Theorem 5.28 Suppose that v:P|SAF E~ E': 1. Then w:Q|TAF E ~
E" : v and there is a substitution R such that § =~ RT, 1 = Rv, v: P W e: RQ}
and v:P|SAF E ={efw]E": T.

Finally, we can use this result to describe the relationship between arbitrary trans.
lations of an OML term and a principal translation:

Theorem 5.29 If v: P|SAF E~ E : o, thenw: Q| TA VW E ~ E" 1 v
for somew: Q, T, EY and v and there is ¢ substitution R and a conversion
C:RGen(TA, Q@ = v) > (P|o) such that S =~ RT and

v:P|SAF CAw . E")v = E': o.

It is instructive to include the proof of tbis result here as an illustration of how
the results in this and preceding sections can be used.
First of all, by Theorem 5.25, if v: P|SA - E ~ E': o, then v': P/|SAP E ~ F':
" and v:P|SAF C'(Av'.F')v = E': o for some C':Gen(SA, P’ = ') > (P|a).
Next, by Theorem 5.28 w: Q| TAF E ~» E” : v and there is a substitution R
such that § = RT, ' = Rv, v': P' K e: R and v': P'|SAF [e/uw]E" = F' : g,
from which it follows that 8| SAF Av'.([e/w)E") = Xo".F': Gen{SA, P’ = 1),
Note thal:

RGen(TA, Q = v)

2 Gen{RTA,RQ = Rv) (Prop. 5.8, conversion id)

= Gen(SA,RQ = 7') (S~ AT and ' = Rv)

= Gen(SA, F' =1 (Prop. 5.7, conversion Az.Av'.ze)
> (Pla) {using conversion (')

Composing these conversions we obtain:
C:RGen(TA,Q = v) 2 (Plo)
where C = Az.C’'(Av'.ze), and then:
v:P|SAF ClAw.E")v (Az.C{(Av".ze) ) Aw.E")v  {definition of C)
C'Av' Jefw)EMv {using (8) and (8.))
C'{Av". FYv
E':e

I

which completes the proof.
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5.8 Coherence results

Theorem 5.29 is important because it shows that any translation of an OML term
E in a particular context can be written in the form C(Aw.E')v where E' is
a principal translation and (' is the corresponding conversion. Applied to two
arbitrary derivations v:P|AF E~s E : o and v: P|AF E ~+ Ej: g, it follows
that;

v:PlAFE = CG(\w.E)v:e¢ and v:P|AF E = CGw.EYY:e

where C, and C, are conversions from the principal type scheme to (P o). One
obvious way to ensure that these translations are equal is to show that F & = G;.

5.8.1 Equality of conversions

Taking a more slightly more general view, suppose that (, G, are conversions from
o to (P'|o'). Without loss of generality, we can assume that o = (VYo,.g = v)
and ¢’ = (Ya].Q' = ') where the variables o} only appear in (@' = »/). Using
the definition of conversions, it follows that:

v' = [rife;]v and v PLw QW e PLfirifa]@

for some types 7; and that F C, = Az.Av’.\w’.zef. Similarly for 5 there are types
! such that:

v =[rlfea;lv and o PLuw': QW P, f ][] Q

and F & = Az Ao’ Aw'.ze'f". Clearly, it is sufficient to show e = ¢ and f = f'
to prove that the these two conversions are equivalent. The first equality is an
immediate consequence of the uniqueness of evidence; both e and e’ are evidence
for the predicates P under the evidence assignment v': P', w': ' and hence must
be equivalent. The same argument cannot in general be applied to the second
equality since the predicates [r;/a;]@ may not be the same as those in [rf/a;]@Q
due to differences between the types 7; and r]. Nevertheless, since [r;/o;lv =
v = [rlja;lv, it follows that v, = 7] for all a; € TV (v). Notice then that, if
{ai} 0 TV(Q) € TV(v), the two predicate sets [r;/a;]|@ and [r!/;]Q must be
equal and hence f = f as required. We will give a special name to type schemes
with this property:

Definition 5.30 (Unambiguous type schemes) A type scheme o = Yo, .Q =
v is unambiguous if {a;} N TV(@) C TV(v).
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This definition coincides with that of an unambiguous type scheme in the treatment
of type classes in Haskell, motivating our use of the same term here. Using this
terminology, the discussion above shows that all conversions from an unambiguous
type scheme to an arbitrary constrained type scheme are equnivalent:

Proposition 5.31 If ), G : (P | o) > (P'| 0’) are conversions and o i3 an
unambiguous type scheme then - G, = G;.

5.8.2 Equality of translations

As an immediate corollary, it follows that, if the principal type scheme for a term
E is unambiguous, then any two translations of E must be equivalent:

Theorem 5.32 Ifv:P|Avr E~ E/ o endv:P{AF E~ Ej: 0 and the
principal type scheme of E in A is unambiguous, then v: P|A‘: Ej = B} : 0.

This geaeralises an earlier result established by Blott {1991) for the special case
of the type system in (Wadler and Blott, 1989).

Theorem 5.32 is well-suited to use in concrete implementations of qualified types.
The first step in type-checking any given source program 1s to use the type inference
algorithm to calculate a principal type (and a corresponding translation that can
be used toimplement that program). If the program does not have a principal type,
then it cannot be well-typed (Corollary 3.23) and will be rejected. If the principal
type is not unambiguous, then we cannot guarantee a well-defined semantics and
the program must again be rejected. For example, the principal type scheme of the
term out (in z} in the example in Section 5.3 is ¥a.C @ = Int which is ambiguous.
It follows that this program should be rejected since it is not possible to determine
which overloading is required.

Practical experience with a concrete implementation of type classes based on syn-
tax of Haskell (Jones, 1991c) suggests that the restriction to terms with unam-
biguous types does not usually cause any significant problems. However, examples
using multiple parameter type classes (as described in Section 2.2.4) often lead to
ambiguity since the mechanism for defining the corresponding relations between
types is rather weak. Some suggestions for improving this will be described in
Section 6.2.

From a theoretical point of view, there is no need to require that all of the types
in the type assignment A are unambiguous. For example, if (x:¢) € A and o is
ambiguous, then the principal type of a term involving z given by the algorithm in
Figure 5.9 will also be ambiguous, whereas a term that does not involve z would
not be affected by this ambiguity. Nevertheless, in a practical implementation it
will usually be sensible to avoid including any variable with an amhiguous type in
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a type assignment since any object defined in terms of those variables is essentially
useless. In particular, in the rule for iyping let expressions:

P|TA¥ E:r P|T(TA,,z:0)¥ F:7
PIT'TAY (letz=Ein F): 1

it would be reasonable to reject a program (or at least generate a warning message)
if the inferred type scheme o = Gen(TA, P = 7} is not unambiguous.

Note that Theorem 5.32 gives a condition that is sufficient, but not necessary,
to guarantee coherence. Thus a concrete implementation based on the approach
outlined above can be expected to reject some terms that have a well-defined
meaning despite the fact that they have an ambiguous principal type. A well known
example of this is the Haskell term [] == [] that has an ambiguous principal type
Eq [a] => Bool, but evaluates to True for any choice of type a. On the other
hand, this fact cannot be established using the definition of equality in Section 5.4
and we might conjecture that the restriction to terms with unambiguous principal
types is both necessary and sufficient to guarantee coherence with respect to such
a formulation of pravahle equality. We will not consider this possibility any further
here.

The restriction to unambiguous type schernes sitnplifies several aspects of our treat-
ment of qualified types. For example, it restores the property of Damas-Milner
typing, mentioned in Section 3.2.3, that TV (e) C TV (o'} whenever ¢ 2 o’. This
makes it possible to give 2 more convenient syntactic characterisation of the (<)
ordering. A second example is that the task of determining whether a particular
OML typing P]A F F : ¢ is derivable is decidable if the process of determining
whether Q@ H- R for any given @ and R is decidable, assuming that the principal
typeof E in A is unambiguous (see the comments in Section 3.4.4).

5.8.3 A weaker notion of ambiguity

Unfortunately, the restriction to unambiguous type schemes is too severe for some
applications of gualified types. For example, in the system of extensible records
described in Section 2.4, we suggested that the primitive operation of record re-
striction might be represented by a family of functions:

(\NDavVevi(rhasl:)=r =7\ L

But this type scheme is ambiguous, and hence any values defined using this oper-
ator might also have ambiguous principal types. Notice however that, assumning
we follow the approach suggested in Section 4.7, the evidence for a predicate of
the form (r has I/ :¢) is independent of the type ¢t. Hence, repeating the argu-
ment in Section 5.8.1, we can guarantee a well-defined semantics for any term
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whose principal type scheme o = (Va;.@} = v) is unambiguous in the sense that
{a;,} N AV(Q) C TV(v) where AV(P) is defined by:

AV(D) = @

AV (P, P = AV(PYU AV(F)
AV(rhasi:t) = TV(r)
AV¥(rlacks ) = TV{(r)

With this weaker definition, the type of the record restriction operator given above
is unambiguous.

The same approach can be adapted to any system of predicates by defining AV (@)
as a subsel of TV(Q) such that, if P H e:5Q and P H ¢ : §'Q for some
substitutions § and 5’ such that Sa = §'a for each a € AV(Q), then P e = ¢':
S5@Q. The simplest possible choice would be to take AV(@Q) = TV{Q) although it
would obviously be preferable to give a definition that makes AV(Q) as small as
possible to increase the class of programs that will be accepted by the type system.

5.9 Comparison with related work

A number of researchers have investigated the coherence properties of particular
type systems using a process of normalisation of typing derivations. Examples of
this include systems with explicit subtyping {Breazu-Tannen et al., 1989; Curien
and Ghelli, 1990}, a form of implicit subtyping called scaling (Thatte, 1990) and
an earlier treatment of type classes (Blott, 1991). The basic idea in each case is
to give a collection of reduction rules and prove that they are confluent, that they
preserve meaning and that any reduction sequence terminates {and hence, that the
rules are strongly normalising). The confluence property guarantees the existence
of a unigue normal form and the fact that meaning is preserved by reduction is
then sufficient to guarantee coherence.

In the work described in this chapter, the rules for reductions between terms in
Section 54.2 correspond to reductions between derivations and the formulation of
the syntax-directed system can be thought of as a means of identifying the ‘normal
forms’ of a derivation. From this perspective, Theorem 5.25 can be interpreted
as a proof that the reduction process terminates and that it preserves meaning.
However, having established that the coherence property does not hold in the
general case {Section 5.3) we do not guarantee the existence of unique normal
forms or confluence.

The most important and novel feature of our work is the use of conversions to give
a semantic interpretation to the ordering between constrained type schemes. In
effect, a conversion acts as a record of the way in which one derivation is reduced
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to another. Some of this information is lost because we do not distinguish between
conversions that are provably equal but, as we have seen, we retain sufficient detail
to establish useful conditions that guarantee coherence.

Qur use of conversions is closely related to the discussion of the relationship be-
tween two versions of the pure polymorphic A-calculus, one with explicit type
abstraction and application, the other without, described by Mitchell (1988) using
retyping functions. Mitchell used these retyping functions (corresponding to our
conversions) to describe minimal typings for a restricted set of terms, but it is
not clear how his results might be extended to deal with larger classes of terms.
Many of the difficulties are caused by the flexibility of the language of types in
the systems considered by Mitchell (essentially the same as those in OP but with-
out qualified types of the form # = ¢). We have avoided these problems here
by working with a source language based on a more restricted collection of type
schemes.

One of the biggest limitations of our work is caused by the decision to include
B-teduction in the definition of equality (Section 5.4.2). As an immediate conse-
quence, the results in this chapter cannot be applied to languages with call-by-value
semantics. The same problem occurs in other work, including the coherence proof
in (Blott, 1991). One possibility would be to rework these results using an ax-
iomatisation of equality for call-by-value semantics such as that given by Riecke
(1990), but it would clearly be preferable to find a single formulation that can be
used for both cases. We might therefore consider ways of avoiding f-reduction
altogether. For example, a conversion Az.Av.ze could be treated, not as a term of
OP itself, but as a function in the meta-language, mapping each term E to the
OP term Av.Fe. Unfortunately, while this would eliminate many applications of
B-reduction, there are several others for which there is no obvious alternative.

Another promising approach to establish coherence properties would be to use
ideas from category theory as in (Reynolds, 1951) for a language with intersec-
tion types and subtyping and in (Hilken and Rhydeheard, 1991) for a system of
type classes. One of the main attractions of the categorical approach from the
theoretical standpoint is the increased generality resulting from a higher level of
abstraction. The main benefit from a practical point of view is likely to be the
‘variable-free’ approach which avoids some of the messy technical details involving
free and bound variables. As mentioned in Section 5.5, our treatment of conver-
sions has a strong categorical flavour and we would hope to be able to extend the
techniques developed here to provide a more general treatment of coherence for
qualified types. Section 9.1 sketches some simple first steps towards this goal.
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Chapter 6

Theory into practice

This chapter describes a2 number of features that might be useful in practical work
with qualified types. We adopt a less rigourous approach than in previous chapters
and we do not attempt to deal with all of the technical issues that are involved.

Section 6.1 suggests a number of techniques that can be used to reduce the size of
the predicate set in the types calculated by the type inference algorithm, resulting
in smaller types that are often easier to understand. As a further benefit, the
number of evidence parameters in the translation of an cverloaded term may also
be reduced, leading to a potentially more efficient implementation.

Section 6.2 shows how the use of information about satisfiability of predicate sets
may be used to infer more accurate typings for some terms and reject others for
which suitable evidence values cannct be produced.

Finally, Section 6.3 discusses the possibility of adding the rule of subsumption to
the type system of OML to allow the use of implicit coercions from one type to
another within a given term.

Tt would also be useful to consider the task of extending the language of OML terms
with constructs that correspond rmore closely to concrete prograrnming languages
such as recursion, groups of local binding and the use of explicit type signatures.
One example where these features have been dealt with is in the proposed static
semantics for Haskell given in (Peyton Jones and Wadler, 1992) hut, for reasons
of space, we do not consider this here.

6.1 Evidence parameters considered harmful
Using the algorithm described in Section 5.7 enables us to calculate, not just the
principal type scheme of an OML term, but also a principal translation that can be

used to implement that term. Assuming that the coherence conditions described in
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the previous chapter are satisfied, the principal translation is semantically equiva-
lent to any other translation but it is not necessarily the best choice for an eficient
implementation. This section describes some of the problems associated with the
use of evidence parameters and suggests ways of obtaining alternative translations
that can be used, either to reduce the number of parameters that are required, or
to eliminate the use of evidence parameters altogether.

6.1.1 Simplification

With the implementation descrihed in the previous chapter, an OML term E of
type (Voi.Q => v) is implemented by a translation of the form Aw.E’ where w is a
collection of evidence variables for @ and E’ is an OP term corresponding to ¥ that
uses these variables to obtain appropriate evidence values. More succinctly, the
translation of a term whose type is qualified hy a set of predicates @ requires one
evidence abstraction for each element of @. Ore obvious way to reduce the number
of evidence parameters in this situation is to find a smaller set of predicates @’
that is equivalent to @ in the sense that each set entails the other. If the original
translation is Aw.B' and w': @ K f: @, then we can treat the term as having
type (Va;. Q" => v) with translation Aw'.(Aw.E')f which, using (8.}, is equivalent
to Aw'.[f/w]E’. In this situation we have a compromise between reducing the
number of evidence parameters required, and the cost of constructing the evidence
f for @ from evidence for @'

We will refer to the process of finding a suitahle choice of predicates @’ from a
given collection of predicates @ as simplification. One way to extend our current
type inference algorithm to support this feature would be o allow the rule:

wiQ|TAY E~E":v wiQWf:Q v:QHf:Q
Wi Q| TAF E~ [fjw)E": v

(simp)

to be used at any stage in the type inference process to simplify the inferred
predicate assignment.

Soundness of (simp) follows immediately from Theorem 5.18 using the entailment
w: Q' B f:@. The other entailment, w: Q@ H f': @, is needed to ensure
that the type inference algorithm still calculates principal types, even though the
evidence f' thal it comstructs is not actually used in the resulting translation.
In order to establish this property it is sufficient to show that the conclusions of
Theorem 5.28 are preserved hy (simp). More precisely, it is sufficient to show that,
HPH e:RQ, P|SAF E =lefw]E": r and w: @ and w’: Q" are related as above,
then P W [e/w]f': RQ and P|SAF E' = [[e/w]f' /v (}f [ w]E"} : r. Verification
of this fact is straightforward and we do not include full details here. The proof
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relies on the equality w: @ F w = [f'/w']f : @ which follows [rom uniqueness of
evidence by composing the two entailments above to obtain the second evidence
expression.

The fact that the algorithm obtained hy adding {simp) to the rules in Figure 5.9
is non-deterministic does not cause any problems in practice. First of all, any
two applications of {ssmp) following ane after the other can be reduced to a single
application using the transitivity of #-. Furthermore, since the only place that
the predicate assignments are actually used in the type inference algorithm is in
the rule for typing let expressions, the only place where there is any benefit from
using (simp) is immediately before using the typing for a term E in the typing
of an expression of the form let z = F in F. Finally, the choice of ¢ in the
formulation of {simp) above is arbitrary. More realistically, a suitable simplifica-
tion for a predicate assignment might be obtained using a function simplify such
that simplify(w : Q) returns a pair {w': @', f) containing a simplified predicate
assignment w': @' and evidence f satisfying the conditions above. Given these ob-
servations, simplification might be dealt with using a deterministic type inlerence
algorithm that does not include (simp) and in which (let}* is replaced by:

w:Q|TAW E~FE 7 PIT(TA;,z:0)F Fou F'o 7'
PiT'TAF (let z = Fin F)~» (let z = Aw'.[f/w|E' in F): 7’

where ¢ = Gen(TA, @' = 1) and (w': @, f) = simplify(w: Q).

Apart from reducing the number of evidence parameters required, simplification
can sometimes help to avoid the kind of ambiguity problems described in Sec-
tion 5.8.2. For a simple example, suppose that Any is a unary predicate symbol
such that @ H e: Any 7 for any type . Then a term with an ambiguous principal
type scheme Va.Any a = v where a € TV(v) can be treated as having the unam-
biguous type scheme Ya.». Notice that this example can also be dealt with using
the approach outlined in Section 5.8.3 by defining AV(Any 7) = 0.

We have not yet discussed how a simplification of a particular predicate assign-
ment might he calculated. Of course, this will typically vary from one system of
predicates to another and the task of finding an optimal assignment @ with which
to replace a given assignment ¢} may he intractable. One fairly general approach
is to determine a minimal subset Q' C @ such that Q"+ @. To see that this is
likely to be a good choice, note that:

s QK Q' by monotonicity of - and hence €' is equivalent to @ as required.

¢ Since Q' C @, the number of evidence abstractions required using @' is less
than or equal to the number required when using Q.

» The construction of evidence for a predicate in @ using evidence for ¢ is
trivial for each predicate that is already in ¢,

82



6.1.2 Unnecessary polymorphism

The principal motivation for including the let construct in OML was to enable the
definition and use of polymorphic and overloaded values. In practice, the same
construct is also used for a number of other purposes:

s To avoid repeated evaluation of a value that is used at a number of points
in an expression.

e To create cyclic date structures (when combined with recursion in a non-
strict language).

e To enable the use of identifiers as abbreviations for the subexpressions of a
large expression.

Unfortunately, the use of evidence parameters for the value defined in a let ex-
pression may mean that the evaluation of an overloaded term will not behave as
intended in these situations. For example, if f:¥a.C a = Int — ¢, then we have
a principal translation of the form:

letz=f0in(z,z) ~ letz=(Av.fv0)in{ze, ze¢)

that treats z as a value of type Yu.C a = a so that the evaluation of z e in
the translation is no longer shared. The problem here is that the type system
allows a stronger degree of polymorphism than the programmer might anticipate
{or require). The principal type of this expression is Va.¥6.(C a4, C ) = (a, b)
and not ¥a.C a = (e, a} as might be expecied.

If it is known that the value produced by this expression will be only used in
situations where both components of the pair are expected to have the same type,
then we might use the following translation to guarantee shared evaluation:

letz=f0in(z,z) ~ letz=fe0in(z,z)

Note that this is only provably equal to the principal translation if we use the less
general typing above.

In a more general situation, this optimisation can only be applied to an expression
of the form let # = E in F if we can guarantee that the same evidence values
will be used for each occurrence of z in F. For example, if there is only one
occurrence of z in #, then this condition certainly holds. While there is no problem
with shared evaluation in this case, it is still useful to avoid redundant evidence
parameters. A slightly more sophisticated version of this optimisation is deacribed
in Section 6.1.4 which describes a technique that can be used to detect a subset of
evidence parameters, that can be guaranteed to have constant valves,
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6.1.3 The monomorphism restriction

In practical programming languages such as Haskell or ML, top-level declarations
are treated as let expressions in which the scope of the defined variable is not
fully determined at compiletime. As a result, we cannot hope to apply the kind
of optimisations described in the previous section.

The solution to this problem used in the current version of Haskell is to provide a
second form of local definition, let poly = = E in F in which the variable z may
be assigned a polymorphic, but unqualified type in the expression F:

PIALE~E' 10 Q|As,zioF F~F:7 oa=VT.1
P,@QlAt(letpolyz=FEin F)~ (let z = E'in F'): 71

Note that we use the keyword poly to distinguish between the two forms of local
definition. The current version of Haskell uses a more sophisticated rule although
the basic principle is the same: a local definition of the form let z = Ein F is
treated as a let poly binding if £ is not a lambda abstraction and no explicit
type signature has been declared for the variable z. Otherwise, the definition is
treated as a standard let construct.

The fact that none of the predicates P used in the typing for E can be included in
the type schemne o means that the degree of polymorphism (roughly corresponding
to the number of type variables in T) may be limited since (V/) cannot be used
to quantify over any type variable in P. This aspect of the Haskell type system
is usvally referred to as the menomorphism restriction since, in the extreme case,
o may be restricted to be a monomorphic type. The main advantage is that the
translation does not introduce additional evidence parameters.

Type inference for expressions involving the let poly construct is reasonably
straightforward. The only complication is that, having calculated a derivation
P|AF E -~ E' . v for E we must use the simplification process described in
Section 6.1.1 to minimise TV(P). This is necessary to ensure that we assign as
general atype as possible to the variable declared in the local definition; it is not
just the predicates themselves that serve as constraints on the typing, but also the
type variables that they involve. This requires an extra condition on the predicate
entaijlmert relation, namely that for any predicate set P, there is an equivalent set
Py suchthat TV(F) € TV(Q) for any ¢} equivalent to P,

6.1.4 Constant and locally-constant overloading

This section describes a simple method for detecting when the values passed for a
particular evidence parameter are the same for each use of a variable bound to an
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overloaded value. We begin by recalling the {let) rule that is used for typing local
definitions in the type system of Chapter 3:

PlAFE:0 Q@Q|A,z:0FE':~
P,QtAF(letz=Ein £'): 7

This rule allows some of the predicates constraining the typing of E (i.e. those in
P) to be retained as a constraint ou the environment in the conclusion of the rule
rather than being included in the type scheme o. However, in the corresponding
rule {let)’ for the syntax-directed system, all of the predicates constraining the
typing of E are included into the type Gen(A, P = r) that is inferred for E:

P|AI"- E:r P'[A,,:B:Cr'cm(/l,)‘:’=:>'!')l1 E .
PiAP (le¢z=FEin E): 7

Note that this requires the use of evidence parameters for all predicates in P, even
if the evidence supplied for some of these parameters is the same for each use of
z in E'. In particular, this includes constant evidence (corresponding to constant
predicates; i.e. predicates with no free type variables) and Jocelly constant evidence
{corresponding to predicates, each of whose free variables appears freein 4).

From the relationship between the type inference algorithm W and the syntax-
directed system, it follows that W has the same behaviour; indeed, this is essential
to ensure that W calculates principal types: If z ¢ FV(E'}, then none of the
environment constraints described by P need be reflected by the constraints on
the complete expression in P'.

However, if z € FV(E"), it is possible to find a set £ C P such that P'H F and
hence the type scheme assigned to z can be replaced by Gen(A,(P\ F) = 1),
potentially decreasing the number of evidence parameters required by z. To see
this, suppose that Gen(A,P = 1) = V¥a,;.P = 7. A straightforward induction,
based on the hypothesis that = € FV(E"), shows that P' I [r;/a;]P for some
types 7;. I we now define:

FP(A, P)
BP(A, P)

{(v:m)e P | TV(x)C TV(A)} free predicates
P\ FP(A, P) bound predicates

then F = FP(A, P) is the largest subset of P that is guaranteed to be unchanged
by the substitution [ri/a;], with the remaining elements of P in B = BP(A, P).
These observations suggest that (let)* might be replaced by:

PI{AF E:r PlA¥ E' .7
FlAR (let z=Ein E): 7

(let),*
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if z ¢ FV(E') {the typing judgement involving E serves only to preserve the
property that all subterms of a well-typed term are also well-typed) and:

PI|ABE:T PlA,z:Gen{A,B=>7)F E:7" PHF

7 - (Iet)b‘
PlAF(let z=Fin E): 7

where F' = FP(A, P} and B = BP(A, P) in the case where z € FV(E"}).

Top level declarations can be dealt with using just (let)s?, since the scope of such
a declaration can be taken to include all terms that might reasonably be evaluated
within its scope, which of course includes terms involving the variable z.

6.1.5 A template-based implementation

Since the use of evidence parameters seems to cause so many problems, we might
consider whether it is possible to find an alternative approach to translation that
avoids the use of evidence parameters altogether. For example, one simple alter-
native to the implementation of type classes described in Section 4.5 that avoids
the use of evidence parameters is to treat the bodies of class and instance decla-
rations as templates (i.e. macros) for the generation of function definitions. With
this approach, the expression [1,3]==[2,4] might be implemented as eqListInt
[1,3] [2,4) using the following definitions generated from the instance declara-
tions for equality on integers and on lists:

eqlnt :: Int -> Int -> Bool
eqlnt = primEqlnt

eqlistInt :: [Int] -» [Int] -> Bool
eqlistInt (] 0 = True

eqlistInt [] (y:ys)} = False

eqlistlnt (x:xs8) [] = False

eqlListInt (x:x3) (y:ys) = eqInt x y && eqListInt xs ys3

Distinct versions of each overloaded function such as member and subset may
also be needed, but only for those instances of Eq for which they are specifically
required in a given source program; for exarnple, it might be necessary to generate
code for finding members of lists of type [[Int]] but not for lists of type [Int].
This template-based approach can be adapted to any application of qualified types.
One simple way to describe the construction of suitable ‘translations’ for a given
term is with a type inference algorithm using judgements of the form P|A ¥ E ~
E’: o with B where B is a collection of bindings of the form z’ = ze. The value
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hound to z’ will he a speciahsed version of the overloaded operator z with evidence
parameters e. For example, the rule for inferring the type of a variable is as:

(z:(Va;..P=>T1))€A B, vand z’' new
[Bi/ei]P|AF z~ 2’ 18;/a]r with {2’ = zv}
A simple optimisation to this rule would be to translate any variable z for which

the corresponding predicate set P is empty as itself, rather than introducing a new
variable z'.

It is straightforward to recast the rules (—7), (- F) and (simp) in this framework,
and we will not include the detajls here. The rule for local definitions is more
interesting and produces a translation of the form (let D in F) where D is a set
of bindings z = E of expressions to variables:

v:P|TAF E~+ E': 7 with B
o= Gen(TA, P = 1)
QT (TAs,z:0) ¥ F o F' o v with B

let z = Ein F
QIT'TAY ~ t v with BU B!
let {z' =[efv]E | (z'=2¢)€ B’} in F'

(B! is used as an abbreviation for the set {(¥ = ye) € B | ¥y £ z}.) The
number of bindings in the translation of a local definition (and indeed, the size
of the binding sets B) can often be reduced by simplifying binding sets. For
example, a binding of the form #} = zf can be eliminated if we already have a
binding z; = ze where e and f are equivalent.

These rules do not produce genuine translations of OMIL terms (in the sense of
Section 5.2). However, it is relatively easy to show Low they correspond to the
principal translations used in Chapter 5 by treating binding sets as substitutions.

There are three significant problems with the template-based implementation;

¢ It may lead to a code explosion; a small increase in the size of the input
program may result in a much larger increase in the compiled version.

¢ Some important optimisations, particularly that of eliminating redundant
bindings as described ahove, may be expensive to implement.

¢ Binding sets B must be included in the compiled representation of top-level
definitions, and passed to a sophisticated linker with the ability to replicate
and instantiate sections of parameterised code before chtaining object code
in a suitable form for a conventional linker. In some cases, it may also be
necessary to include additional information in the interfaces for program
modules.

87



Despite this, it still seems likely that a satisfactory, general purpose implemen-
tation based on this approach may be possible. For example, as we describe in
Chapter 8, the implementation of type classes in Gofer is closely related to the
template-based approach (working at the level of classes rather than individual
functions) but almost completely avoids the three problems mentioned above.

6.2 Satisfiability

One of the most important features of the systerns of qualified types described in
this thesis is the ability to move 'global’ constraints on a typing derivation into
the type of an ohject using (=/):

P,x|AFE:p
PlAr E:m=p

This is essential in many sitvations where overloading is combined with polymeor-
phism: Without the ability to move predicates from the first component of a typing
P|AF E:pintothe type of an object we would not be able to apply (VI) for any
type variables appearing in TV (P), severely limiting the use of polymorphism.

On the other hand, with the formulation of the typing rules used in the previous
chapters there is no attempt to guarantee that the predicates introduced into the
type of an object using (=1I) are satisfiable. As we have already mentioned, an
object of type # = p can only be used if we can provide evidence for the predicate
7. If no such evidence can be obtained, then any object with this type is useless.

This problem was noted by Volpano and Smith (1991) for the special case of the
system of type classes described in {Wadler and Blott, 1989). With this in mind,
they gavea stronger definition of well-typing that includes testing for satisfiabihity
of an inferred type scheme and showed that this makes the process of determining
whether a particular term is well-typed undecidable in an restricted version of the
Wadler-Blott systern. The framework used in this thesis allows us to separate
typability from predicate entailment and to identify the problern as undecidability
of the latter. Nevertheless, the difficulty remains.

On the one hand we could simply ignore the problem since it will never be possible
to resclve the overloading for an object with an unsatisfiable type scheme and hence
any attempt to use it will fail. On the other hand, it would certainly be nseful
if the type system could be used to identify such objects at the point where they
are defined and produce suitable error diagnostics to assist the programmer. One
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possibility would be to modify the rule for typing let expressions with:

Pl|AFE:0c @A, z:oFF:1r Fysate
P,@|Ar(letz=Ein F):r

to ensure satisfiability with respect to a fixed set of predicates Fy, where:
Pysat (Vo P=7) & v Pyt [vife]P.

The following properties of this relationship between predicate sets and type
schemes are easily established and show that this notion of satisfiabifity is well-
behaved with respect to our use of polymorphism, entailment and ordering:

e [f P sat g, then SP sat So for any substitution S.
e If Psat o and Q@ B P, then & sat o.

o If Psat o’ and ¢ > (P|¢’), then P sat a.

We conjecture that, if we restrict our attention to derivations £ | A F E : & for
which Py b P, then the development of a principal type algorithm and coherence
conditions described in the previous chapters will extend naturally te deal with
this extension. Note however that we will require decidability of P sat o for
arbitrary Py and o to ensure decidability of type checking.

Another, more positive, application of satisfiability that does not appear to have
been considered elsewhere is to allow the use of more accurate types for partic-
ular objects. As an example, consider the function Ar.{r.l, r.I) using the record
selection operator described in Section 2.4 which has principal type scheme:

Vr.Va.Wb.(r has l:a, r has [:b) = r — {a,b).

On the other hand, for any given record type r, the types assigned to the variables
a and b must be identical since they both correspond to the same field in r, It
would therefore seem quite reasonable to treat f as having a principa safisfighle
type scheme:

Vr.Va.(r has I:a) = r — {a, a).

To see how this might be dealt with more formally, recall the treatment of the
ordering bet ween type schemes in Section 3.2.1. Writing the set of generic instances
of a type scheme as:

[Vo:.P = 1] = {Q=[vi/ai]r | w € Type, QH [vif/a]P},
the ordering on type schemes is described by:

g<o & [e] T
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In a similar way can define the generic satisfiable instances of a type scheme with
respect to 2 predicate set Fyp as:

Voi.P = 7l5 = {{vi/ai]r | vi € Type, Po i fvifei]P}
and define a satisfiability ordering, again with respect ta Py, by:
e A A

We can formalise the notion of principal satisfiable type in the same way as in
Section 3.4.3 using the (<) ordering in place of (<). For the example above,
both of the type schemes given are principal satisfiahle type schemes for the term
Ar.(rd, r.i). The first of these is the type scheme that would be obtained using
our type inference algorithm, but it would clearly be preferable if the algorithm
could be modified to give the second alternative. Further investigation is needed
to discover effective procedures or heuristics for calculating more informative types
that can be used to support this extension.

The use of principal satisfiable type schemes would also be useful to eliminate some
of the problems with terms that would otherwise have ambiguous principal types.
One application where this would be particularly useful is for work with multiple
parameter type classes where ambiguities often seem to occur. For example, in
(Jones, 1990), we presented a type class for describing duality between lattices
with a definition of the form:

class Dual b a => Dual a b where comp :: a -> b

where conp represents a complement function. One of the simplest instances for
this class is:

instance Dual Bool Bool where
comp True = False

comp False = True

Unfortunately, even simple terms involving comp have ambiguous principal type
schemes. For example:

comp . comp :: {(Dual a b, Dual be) => a -> ¢
Despite this, if the abave declaration is the only instance of Dual that matches

the predicate Dual Bool a, then there is only one possible interpretation for the
expression let f = comp . comp in f False and the ambiguity can be avoided.
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As we have shown in this section, predicate satisfiability has several attractive
applications, but we should also mention some of the difficulties of using infor-
mation of this kind in concrete implementations. For example, as highlighted in
{Jones, 199D), a system of type classes can be used to write programs that are
highly modular and easily extended. In particular, the complete set of instance
declarations making up the definition of a particular overloaded operator may be
distributed across a number of distinct program modules that may not be visible
to the compilation system when processing particular modules. As a result, it
will often not be possible to use information about satisfiability. For example, it
would probably not be sensible to treat the member function defined in a module
containing only the definitions:

class Eq a where (==} :: a -» a -> Bool
member x [] = False
member £ (y:ys) = x==y || member x ys

as being ill-typed, simply because the module does not define any instances of Eq.

6.3 Incorporating the rule of subsumption

Although we have indicated how systems of predicates can be used to describe
subtyping(Section 2.3), the type systems presented in Chapters 3 and 5 can only
be used to reason about fanguages with explicit coercions. More precisely, for
derivation P|A F E ~» E': o, the translation E' will only involve a coercion if one
of the free variables appearing in E is assigned a qualified type in A that involves
a predicate of the form +' C .

More flexible systems of subtyping allow coercions ta be used at arbitrary points
in a translation using the rule of subsumption:

PlA+E:7 PHTCr
P|ARE:T

The corresponding rule for translations which makes the process of inserting coer-
cions explicit is:
Pl[AFE~E 7 PH e’ Cr
PlAFE~clET: 7

where ¢[E’] denotes the application of the coercion ¢ to the term E'.

Follow each application of one of the other typiag rules with an implicit coercion,
it is straightforward to see that, for any term E whose free variables appear in the

91



domain of a type assignment A and for any type T, there is a predicate set P such
that P|AF E : 7. However, the predicate sets involved in these typings may not
be satisfiable or may be unnecessarily complex. Thus the most difficult problem
for type inference using the rule of subsumption is the need to reject terms with
unsatisfiable type schemes (as described in the last section) and to minimise the
use of coercions. These issues are discussed more fully in (Fuh and Mishra, 1989,
1990; Mitchell, 1991; Smith 1991).

The coherence of languages with explicit typing and subsumption has been es-
tablished by Breazu-Tannen et al. (1989) and by Curien and Ghelli (1990). On
the other hand, the task of ensuring coherence for an implicitly typed langnage
with subsumption is likely to be considerably more difficult. In the first instance,
it seems unlikely that a system that allows user-defined coercions will be able to
guarantee the ‘uniqueness of evidence’ condition that is central to the work in
Chapter 5. It is also possible that the ambiguity condition formulated in Sec-
tion 5.8.2 may be too restrictive in some cases. For example, Fuh and Mishra
{1989) indicate that the recursively defined term:

napply = Af.Az.An.if n == 0 then 7 else f (napply f = (r — 1))
has the (rather complex) principal type scheme:
Ve, v, v, 0} {v: Cv,8C v, v Cr,o Ca)= (a— A) = (v: — Int — »).
This type is ambiguous since v appears only in the predicate set of the type
acheme and furthermore, as Fuh and Mishra point out, any attempt to eliminate

this type variable would be unsound because it would not be possible to capture
the relationship between the types assigned to a, 4, v, and ».
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Chapter 7

Type classes in Haskell

This chapter expands on the implementation of type classes in Haskell using dictio-
nary values as propesed by Wadler and Blott (1989) and sketched in Section 4.5.
For brevity, we refer to this approach to the use of type classes as HTC. The
main emphasis in this chapter is on concrete implementation and we adopt a less
rigourous approach to formal properties of HTC than in previous chapters. In
particular, we describe a number of optimisations that are necessary to obtain an
efficient implementation of HTC - i.e. to minimise the cost of overloading. We do
not consider the more general problems associated with the efficient implementa-
tion of non-strict functional languages like Haskell which are beyond the scope of
this thesis.

Section 7.1 describes an important aspect of the system of type classes in Haskell
which means that only a particularly simple form of predicate expression can be
used in the type signature of an overloaded function. The set of predicates in
a Haskell type signature is usually referred to as the contert and hence we will
use the term contert reduction to describe the process of reducing the context to
an acceptable form. Context reduction usually results in a small context, acts as
a partial check of satisfiability and helps to guarantee decidability of predicate
entailment. Unfortunately, it can also interfere with the use of data abstraction
and limits the possibilities for extending the Haskell system of type classes.

The main ideas used in the implementation of HTC are described ia Section 7.2
including the treatment of default definitions which were omiited from our pre-
vious descriptions. Section 7.3 highlights the importance of finding translations
that minimise the amount of dictionary construction used during the execution of
a program. Section 7.4 concentrates on an important special case - sharing dictio-
nary values in recursive programs to avoid repeating the construction of the same
dictionaries on each recursive call of a particular function. Other opportunities
for sharing are described in Section 7.5, with particular attention to sharing in hi-
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erarchies of dictionaries. Finally, Section 7.6 outlines a rather different approach,
suggesting an implementation of dictionary constructors as memo functions.

Some of the examples used in this chapter (each of wbich is written using the
concrete syntax of Haskell} are degenerate and are unkkely to be of use in practical
applications. Nevertheless, we believe that they are representative of the kind
of problems that can occur in such programs. We are particularly concerned
with the use of type classes for large programming projects where a system of
modules supporting some form of separate compilation is essential. This imposes
an additional restriction on the compilation system: It is clearly unacceptable to
adopt a systemn in which the abihity to obtain an efficient implementation of a
function relies on access to the source code for a value defined in another module.

7.1 Context reduction

An imporlant aspect of the Haskell system is that only predicates of the form
C a (where C is a type class name and a is a type variable) may appear in the
contexts of overloaded functions. Any other context obtained during the type
inference process must be reduced to this form using rules derived from the class
and instance declarations appearing in the program concerned. As an example,
given the function definition:

fxys = [x] ==ys

we may iofer that £ has type a -> [a] -> Bool with the context Eq [a) (i.e. for
any type a such that [a] is an instance of Eq). Using the corresponding instance
declaration this constraint is reduced to Eq a and the actual typing that will be
used for f is;

f :: Ega=>a->[a] -> Bool

This process can be thought of as a partial attempt to check for satisfiability of
the predicate Eq [a]; had there been no instance for equality on lists, an error
condition would be signaled by the type checker. On the other hand, no attempt
is made to determine whether there is any type a for which the final context Eq a
holds.

One advantage of context reduction is that it usually results ia fairly simple con-
texts in inferred type signatures and deals naturally with the process of eliminating
predicates for specific instances of classes that can be statically determined during
type-checking. The restriction to predicates of the form C a is also useful as a
simple means of ensuring the decidability of type checking (or more accurately,
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of predicate entailment), where each of the predicates in the context part of an
instance declaration must be of this form for some type variable a appearng in
the type expression to the right of the => symbol. A simple argument on the
structure of the type expressions involved can be used to prove that any altempt
to construct a dictionary for a given predicate will terminate. Several researchers,
for example (Volpano and Smith, 1991}, have considered what extensions can be
made to the form of Haskell instance declarations without loosing this property.
Another motivation for the use of context reduction in Haskell was to attempt to
minimise the number of dictionary parameters used in the translations of over-
loaded functions. Unfortunately, there are also a number of examples where the
number of dictionary parameters may actually be increased. For example, a func-
tion with inferred context Eq (a,b} could be implemented using a single dictionary
parameter for this instance, but the corresponding HTC context is (Eq 2, Eq b)
which leads to a translation with two dictionary arguments.

In many cases, the contexts obtained by the reduction process are quite natural,
but there are also some examples where the contexts are less easy to justify. For
example, consider the following program which might be used to define subset
inequality and set equality on an abstract data type of sets:

data Set a = Set [al

instance Eq a => Ord (Set a) where
Set xs <= Set ys = all (\x -> member x ys)} xs

instance Ord (Set a) => Eq (Set a) where
y == = x <=y && y <=1x

The use of the predicate Ord (Set a) in the second instance declaration reflects
the fact that the ordering function (<=} is used to compare set values in the
definition of (==) on sets. This context is not legal in Haskell and the declaration
must be rewritten as:

instance Eq a => Eq (Set a) where
=y = 1 = Yy 34 y <= x

Given only this declaration, it is not particularly clear why the context Eq a should
be necessary.

Another problem with context reduction is that it interferes with the use of data
abstraction. Consider an HT'C program that makes considerable use of the equality
operation on sets defined above and hence containing many functions whose type
signatures include predicates of the form Eq a as a result of comparisons between
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sets. Suppose that we decide to change the representation of sets to use ordered
lists with the subset ordering defined hy:

instance Ord a => Drd (Set a) where
Set x5 <= Set ys = compare xs ys
where compare [] ys = True
compare {(x:xs) [] False
compare {(x:xs) (y:ys) | z==y = compare xs ys
| z<y = False
| y<x = compare (x:x3) ys

To make this work we must now rewrite each predicate of the form Eq a in the
original program arising out of a comparison between sets as 0rd a. This breaks
a fundamental principle of abstraction; it should be possible ta change the im-
plementation of an abstract datatype without any changes to the programs that
make use of that code.

By contrast, had we avoided the use of context reduction, the only place that
any changes would be necessary would be in the implementation of the abstract
datatype, replacing the original instance declaration with that given ahove. This
is the only place where a predicate of the form Eq a must be replaced by 0rd a;
at every other point in the program the use of an equality operation on sets is
reflected by the predicate Eq (Set a) that does not need to he changed.

To preserve true ahstraction we should not allow a program module containing
the definition of an abstract datatype to export the context part of any instance
declarations for objects of that type. For the example above, the interface for a
module defining the set datatype might contain the definitions:

data Set a -— abstract datatype of sets
instance Eq (Set a) -~ equality
instance Ord (Set a) -- ordering

and each use of one of the set operations reflected by the use of predicates of
the form Eq (Set a) or Ord (Set a). Note that it would then be possible for
a program using this interface to access the set datatype to be accepted by the
compilation system, but generate a link-time error if a dictionary for a particular
instance Eq {Set t) cannot be constructed. This is analogous to attempting to
create an executable version of a program without linking in an appropriate library.
Using context reduction in the type inference process will sometimes result in
inferred typings that are not principal. For example, the principal type of the
expression {\xs -> xs==[]) is Eg [a] => [a] -> Bool, but the Haskell typing
is Eq a => [a] -> Bool. This is of little practical concern with the current defi-
nition of Haskell; even though the predicates Eq a and Eq [a] are not equivalent
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(the second may be inferred from the first, but the converse does not hold), the
restrictions on the form of Haskell instance declarations ensure that whenever one
holds, thern so does the other. On the other hand, if the syntax of instance declara-
tions were to be relaxed, as suggested by a number of researchers and implemented
in Gofer, then the loss of principal types would become more significant. For ex-
ample, in a program containing the instance declarations of the form:

instance Eq Int where ...
instance Eq [Int] vhere ...
instance Eq [Bool] where ...

the expression (\xs -> ze==[]) would not be acceptable unless we allowed a
predicate of the form Eq [2] as part of its type.

Anotber way in which context reduction can Hmit the form of instance declarations
that can be used is illustrated by an extension implemented as part of Haskell B.
(Augustason, 1991) that allows overlapping instance declarations such as:

instance Class Char where ...
instance Class a => Class [a] where ...
instance Class [Char] where ...

This feature might, for example, be used to define a function ehow that produces
a printable representation of certain objects, printing strings (represented by hsts
of characters) in the form "xyz" but using the standard notation such as [x,y,z]
for other kinds of list. Unfortunately, the use of context reduction means that we
cannot guarantee uniqueness of evidence needed as part of the framework used to
establish coherence in Chapter 5. For example, the expression:

let £ s = show (xs ++ xs) in f "x"
could result in a translation that evaluates to "xx" or in an alternalive that pro-
duces "['x’,’x’]", depending on the way that this expression is type checked.

The problem is caused by the fact that context reduction allows a predicate of the
form Eq [a] to be reduced to Eq a belore the type a is known.

7.2 Implementation of type classes in HTC

This section outlines a simple implementation of type classes in HTC based on the
original approach described by Wadler and Blott {1989) and subsequently in more
detail by Hammond and Blott (1989).
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As a preliminary we mention one feature of the Haskell system of type classes
that was not mentioned in earlier chapter, namely the ability to support the use
of default definitions. For example, the definition of the class Eq given in the
standard prelude for Haskell (Hudak et al., 1992) is a little more complex than the
definition used in Section 2.2:

class Eq a vhere
(==), (/=) :: a => a ->» Bool -- member functions
x /=y = not (x==y) -- default definitions

Note that Eq has two member functions but includes a default definition for the
(/=) operator in terms of (==), so that only the latter need be specified to define an
instance of Eq. Alternative definitions for (/=) can be provided in specific instances
by giving an appropriate definition in the corresponding instance declaration. The
most cormon reasons for overriding a default definition are to give a more efficient
implementation or to specify a different semantics for the value in question.

In a similar way, the full definition of the class Ord includes default definitions for
all of its member functions except (<=) so that, only this single function needs to
be defined to construct an instance of the class:

class Eq 2 => Ord a vhere

(€}, (=), (»), (>=) :: a -> a -> Bool -- member functiochs
max, min 1t a->a->a
x< y =x <=y &&x /=y -~ default definitions
X =y =y <=x
x> y =y <z
max x y | x >3y =x
ly>=x=y
minxy | x <=y =x
ly<=x=y

Note how the assumption that Eq is a superclass of Ord is used in the default
definition for (<) which uses both (<=) from Ord and (/=) from Eq.

7.2.1 Implementation of HT'C dictionaries

The general form of evidence for a type class constraint in HT'C is a dictionary
containing implementations for each of the member functions for that instance.
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For example, the following type definition gives a snitable representation for dic-
tionaries for the class Eq:

data EqD a = EgDict (a -> a -> Bool) -= (==)
(a -> a -> Bool) -~ (/=)

An overloaded value of type Eq a => sometype can now be jmplemented as a
function of type EQD a -> sometype where the additional parameter supplies the
appropriate dictionary value. Member functions are treated in the same way,
implemented as dictionary selector functions:

eq, neq :: EqD a -> (a -> a -> Baal)
eq (EqDict e n) = e -- extract definition of (=)
neq (EgqDict e n) = n -- extract definition of (/=)

These operations are used to access the values of member functions in the imple-
mentation of other kinds of overloaded functions. For example, the definitions of
member and subset in Section 2.2.1 might be implemented using the translations:

member :: EgD a => (& -> [a] -> Bool)
member d x [} = False

member d x (y:ys) = eqd x y || mewber x ys
subset :: EqD a => ([a] -> [al -> Bool)

subset d x5 ys = all (\x -> member d x ys) xs
As a further example, the default definition of (/=) can be implemented using:

defNeq :: EgD a -> (a ~> a -> Bool)
defNeq d x ¥ = not (eq d x ¥)

Each instance declaration in a given program is used to generate a corresponding
dictionary constructor. A simple example is given by the dictionary constructor

for the instance Eq Int:

eqDInt :: EqD Int
eqDInt = EqDict primEqInt (defNeq eqDInt)

This results in a cyclic data structure, using the dictionary egDInt that is being
defined to obtain the correct parameterisation for defNeq.
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The same approach can be used in more general examples and, in the case of a
parameterised dictionary constructor, a local definition must be used to obtain the
required cyclic data structure and avoid a potential space leak’:

eqDList :: EqD a -> EqD [a]
eqDList d = let di = Eqlict (eqList d) (defNeq d1) imn d1

Following (Wadler and Blott, 1989), a suitable definition for the eqList function
used above can be derived from the instance declaration for Eq [2a] giving:

eqList :: EqD a ->» [a] -> [a] -> Bool
eqList a [] [J = True
eqlList 4 [] (y:ys) = False

False
eq d x y && eq (eqDList d) xs ys

eqList d (x:xs) []
eqlList d (x:xs) (y:ys)

The implementation of superclasses in HTC is straightforward if we allow the
dictionary for a particular instance of a class to include dictionaries for each of its
superclasses, in addition to the implementations for each of its member functions.
For example, the following data type definition and the associated family of selector
functions provide a representation for dictionaries of the the class Ord:

data Ordd a = OrdDict (a =>» a -> Bool) -- (<)

(a -> a -» Bool) -- (£=)

(a -> a =>» Bool) -= (3)

(a -> a -» Bool) ~-- (>=)

(a -> a -> a) -~ max

(a -> a ->a) -- min

{EqDict a) -- superclass Eq
lessThan (OrdDict 1t le gt ge mx man sceq) = 1t
lessOrEq (OrdDict 1t le gt ge mxX mn sceq) = le

scEqOf0rd (0rdDict 1t le gt ge mx mn sceq) = sceq

Note in particular the function scEq0fOrd :: OrdD a -> EqD a which extracts
the superclass dictionary for Eq a from the dictionary for Ord a. As an illustration

'The let construct in Haskell introduces a potentially recursive group of local hindinge and
corresponds to the letrec or whererec constructs in other languages. It should not be confused
with the let construct used in the formal treatment of OML.
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of the use of scEqOf0rd, the default definition of (<) in the definition of Ord can
he implemented as:

defLessThan d x y = lessOrEq d x y &k neq (scEqDfOrd 4) x y

Dictionary constructor functions are defined in the same way as before, taking care
to give appropriate values for superclass dictionaries. For example, the instance
declaration:

instance Ord a => drd [a] where
{1 <= x3 = True
(x:x3) <= [] = False
(x:x3) <= (y:ys) = x<y || (x=ay &% x3<=ys)

can be used to generate a dictionary constructor of the form:

ordDList :: OrdD a -> DrdD [al
ordDList d = let d1 = OrdDict (deflLessThan di}
(1tDrEqlist d)

(defHin d1)
(eqDList (scEq0fOrd d)) im di

7.3 The problem of repeated construction

The performance of any implementation of HTC using dictionaries is very much
dependent on the cosits associated with dictionary construction and selection of
member functions. A typical implementation will store the components of a dic-
tionary in a contiguous array, for which the process of selecting a member function
has an obvious and efficient implementation. Construction of a dictionary amounts
to allocation and initialisation of the values to be held in it. This too can be im-
plemented reasonably efficiently in constant time, particulatly if heap space is
allocated directly from a contiguous block of free memory. Even so, dictionary
construction is still likely to be (at least) an order of magnitude more expensive
than member function selection, and it is difficult to see how this might be reduced.
While it is obviously sensible to try to minimise the cost of each of these individual
operations, it i3 also sensible to try and minimise the number of times that they are
actually needed. The same idea motivates standard optimisation techniques such
as common subexpression elimination in imperative languages and full laziness in
non-strict functional languages.
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There are a number of additional reasons why dictionary construction should be
kept to a minimum:

o Allocation of dictionaries in the heap reduces the amount of heap available
for other parts of the program.

» The number of garbage collections required increases with heap use and hence
with greater rates of dictionary construction.

Multiple copies of a single dictionary are redundant and waste heap space.

o The evaluation of a value held in a dictionary cannot be shared with physi-
cally distinct copies of the same dictionary.

The following sections describe a number of situations in which dictionary con-
struction can be reduced by careful sharing of dictionary values.

7.4 Repeated construction caused by recursion

Functional programs typically make extensive use of recursion so it is particularly
important to ensure that such programs can be implemerted efficiently. In a
dictionary-based implementation of HTC, special precautions must be taken to
avoid repeating the construction of dictionaries for each recursive function call.

Section 7.4.1 shows both how this problem can occur and how it it can be avoided
by using a slightly more sophisticated translation. The same techniques are ex-
tended to groups of mutually recursive overloaded functions in Section 7.4.2. We
also highlight two issues that do not seem to have been noticed elsewhere; the need
for a restricted form of full-laziness as described in Section 7.4.3, and the problems
caused by (indirectly) recursive dictionary constructors illustrated in Section 7.4.4.

7.4.1 Recursion in the definition of overloaded functions

Recall the recursive definition of the equality on lists given in Section 7.2 in which
the translation of the equation (x:xs)==(y:ys) = x==y Bk z9==ys is given by:

eqlist d (x:x8) (y:ys) = eq d x y k& eq (eqDList d) =xs ys

Since the dictionary expression eqDList d appears on the right hand side of this
definition, the construction of this dictionary will be once repeated for each element
of the argument list in an expressior such as [1,2,3]==[1,2,3].

In this example, we can use a form of partial evaluation or some other compiler
driven transformation, based on the calculation:

102



eq {egDList d) = eq (let di1 = EgDict (eqList d) (defNeq d1) in di1)
= let di1 = EqDict (eqlList d) (defNeq d1) in eq di
= eqlist d.

Substituting this into the definition above gives:
eqlist d (x:xs) (y:ys) = eq d x y &k eqlist d zs ys

which does not involve eqDList and 8o avoids the need for dictionary construc-
tion altogether. Whilst this approach is useful in particular cases, the calculations
required will typically require the use of arbitrarily complex laws that the com-
pilation system cannot reasonably be expected to apply. If for example, we had
used the line:

(x:x9)==(y:ys) = z==y && not (zs/=ys) -- rather perverse!

as part of the definition of equality on lists, then it would not be possible to avoid
the repeated construction of a dictionary value without using a law of the form
not (net x) = x.

A more practical solution, described in (Peyton Jones and Wadler, 1992) in a
slightly different form, is to move the translation of the equality on lists into the
definition of the dictionary constructor. In so doing, the problematic expression
eqDList d can be replaced with a direct reference to the dictionary being con-
structed:

eqDList :: EqQD a ~> EqD [a]
eqDList d = let di = EqDict eqList (defNeq di)
eqlist [] Q = True

eqlist (x:xs) (y:ys) = eqd x y 2% eq dl zs ys
in di

Having written the definition in this way, we can obtain an equivalent translation
by lifting the definition of eqlist to give a new top-level function. This kind of
transformation will in any case be used in any implementation that incorporates
some form of lambda lifter, but is also useful in the discussion of mutually recursive
functions in the next section.

eqDList :: EgD a -> EqD [a]
eqDList 4 = let di = EqDict (eqList d d1) {defNeq d1} in di
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+e

EqD a -> EgD [al -> [a] -> [a] -> Bool
True

eqlList
eqlist d d1 [] M1

eqList d ¢1 (x:xs) (y:ys) = eqd x y &% eq d1 xs ¥s

Notice that with this formulation, the equality test eqList is parameterised by
dictionaries for the actual overloadings required, and not (as might be implied by
context reductior) from some smaller group of dictionaries from which they may
be constructed.

In general, the translation of a recursively defined overloaded function £ that uses
dictionary valuesd1’, ..., dn’ constructed from dictionary paramelters di, ..., dn
must be written in the form:

fdl ...dn = letdt’”= ..,
an = ...
in
let £’ x1 ... xk = expr
in

where the use of dictionary constructor functions is restricted to the right hand side
of the definitions of d1’, ..., dmn’. Recursive calls to f in the original definition
must be replaced by calls to £’ in expr. This ensures that the values of any
constructed dictionaries are shared by all recursive calls to £’ and, at the same
time, guatantees that none of these dictionary values will be constructed more
than once for any single redex of the form £ d1 ... dn.

As it stands, there is little to be gained by using this translation for recursive
functions that do not involve dictionary construction. For example, rewriting the
translation of member as:

member :: EqD a -» (a -> [a] -> Becl)
member d = let member’ x [] = False
member’ x (y:ys) = eqd x y || member’ x ys
il member’

gains very little except perhaps in an implementation that does not rely on lambda
lifting due to the reduced number of arguments to member’. In any other imple-

mentation, the use of lambda lifting results in a final program of the form:

member 4 = member’ d
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member’ d x [J] = False
member’ d x (y:ys) = eq d x y || member’ d x ys

where the definition of member’ is now precisely that given in the original trans-
lation in Section 7.2 and the equation for member results in an additional (small}
run-time overhead unless special care is taken to eliminate that equation using
n-reduction as described by (Peyton Jones, 1987).

7.4.2 Mutually recursive groups of functions

The same basic ideas can be extended to groups of mutually recursive definitions,
although in this case, it is easier to give the translations in their lifted form rather
than using local definitions. To illustrate this, consider the mutually recursive
functions defined by:

f, g :: Eqa=>a->a->Bool
fxy = x==y il gxy
gxy = [xl=={y] Il fxy

Using the standard process we infer that f has type a -> a -> Bool forany type
a such that Eq a, whilst g has the same type but restricted to those types a such
that Eq Ta). This leads to the following translations:

f, g 11 EgD a -> a -> a ->» BHool
fdxy = egdxy Il gdxy
gdxy = eq (eqlist d) [x] [y] [l £dxy

Note that the construction of the dictionary eqDList d will potentially he repeated
each time that the function g is called. This can be avoided (at the expense of an
additional dictionary parameter) using a more sophisticated translation such as:

f, g :: Egqh a -> a -> a -> Bool

£d = f1d (egDList @)

gd = gl d (eglList d)

f1, g1 :: EqD a -» Eqh [a] -> a -> a -> Bool
fi1ddilxy = egd x ¥y [l glddlxy
glddlxy = eqdl [x] [yl Il f1ddizxy

In this example, we can think of £ and g as corresponding to entry points to
the system of equations defined by the original equations while £1 and g1 can be
thought of as transitions within that system. The construction of eqDList d can
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only occur on entry to the system of equations, either through £ or through g,
and hence will no longer be repeated with each recursive call as in the original
translation.

The translation given above is essentially equivalent to that suggested in {Peyton
Jones and Wadler, 1992) which, for the current exarple, would be:

fd=1letfl xy = eqd x ¥y gl xy
glxy = eqdl [x] [y] Il f1x ¥
di = eqDList d
in f1
gd=1letflxy = eqd x ¥ Il glxy
glxy = eqdl [x] [yl |l f1xy
d1 = eqDList d
in gl

One obvious advantage of our formulation is that it automatically aveids the du-
plication of the code for the functions 1 and g1 in the example above.

7.4.3 The need for a form of full-laziness

The following example illustrates the need for (at least a restricted form of} full
laziness to avoid repeated dictionary construction in certain situations. This pro-
vides motivation for including the more general transformations as a part of the
compilation system in a dictionary based implementation of HT'C.

Consider a function doToOne of type Eq a => a -> Bool whose implementation
uses the dictionary parameter corresponding to the instance Eq a to construct
one or more additional dictionaries. The exact definition of this function is not
important; a simple example having the required properties is:

doTeolne :: Eq a => a -> Bool
doTolne x = [x] == [x]

The fact that the implementation of deToOne involves the construction of a dic-
tionary will (in general) be hidden from the compilation system if the definition
of doTolne appears in an external module,

Now suppose that we define a function doTeList given by:
doTolist :: Eq a => [a] -> [Booll

doToList (] =[]
doToList (x:xs) = doToOne x : doTolist xs
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Notice that deToList is equivalent to the function map doToGne (and indeed, the
definition of doToList might even be generated automatically by a sophisticated
cormpiler that unrolls the definition of map in an attempt to optimise the expression
map doTolOne).

The translation of doToList is as follows:

doTolist :: EqD a -» [a] -> [Bool]
doToList d {1 = {1
doToList d (x:xs) = doToOne d x : doToList d xs

Any attempt to evaluate the complete list produced by an application of this
function will repeat the construction of the redex doToOne d (and hence repeat
the dictionary construction in doToOre) for each element of the argument list.

Happily, the same observation also makes the solution to this problem quite obvi-
ous. The essential step is to abstract not just the appropriate dictionaries required
as in Section 7.4.1, but also the application of each overloaded operator 1o its dic-
tionary arguments. For the current example, this gives the translation:

doTolist :: EqD a -> {a] -> [Booll
deTolist d = doTolist’
vhere doTolist' [ = []
doToList’ (x:xs) = doTobne’ x : doTolList’ xs
doTolne’ doTo0ne 4

An additional benefit of this trapslation is that the garbage collector can reclaim
the storage used for dictionary values as soon as the implementations of the ap-
propriate member functions have been extracted from it.

The second translation of doToList is exactly what we might expect to obtain
using a translation to fully-lazy form as described in (Holst, 1990; Peyton Jones and
Lester, 1991}. The basic motivation for such transformations is that no expression
need be evaluated more than once afier its {ree variables have heen bound to
particular values. Given the translation of a particular function in the form:

fdl ... dn = let £’ 11 ... xm = expr in ¥’

any occurrences of an overloaded function applied to dictionary values constructed
from d1, ..., dn will be a free expression in tbe definition of £’ and hence will be
abstracted (possibly as part of some enclosing maximally free expression) by the
transformation to fully-lazy form.

Since every overloaded function can be expected to make use of at least one over-
loaded operator, even if dictionary construction is not invelved, it it is sensible
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to extend the transformation given in Section 7.4.1 so that the translation of any
overloaded function takes the form:

fdil ...dn = let di' -- dictionary values

dm’ =

in

let ol = ... -- overloaded functions
op = ...

in

let £f7 x1 ... xk = expr -- function definition

in £’

where o1, ..., op are the overloaded operators abstracted from expr.

In justifying the optimisation for the example above, we have implicitly assumed
that the translation of doToDne was written in such a way as to guarantee that
doToDne d is a redex. A suitable translation with this property for the sample
definition of doToOne given above:

doToOne :: EgQD a -> a -> Bool

doToOne d = let doToDne’ x = eqdl [z] [x]
eqdl = eq 41
d1 = eqDList 4

in doTolne’

As a furlher example, a revised translation for member that makes use of the
optimisalions described in this chapter is:

member :: EgD a -> (a -> [a] -> Bool)

member d = let member’ x [] = False
member’ x (y:ys) = eqd x y ||} member’ x ys
eqd = eq d

in member’

The only overloaded function invelved here is a member function eq that is im-
plemented as a selector function and does not require any form of dictionary con-
struction. Nevertheless, this definition is still an improvement over the previous
versions since it ensures that the selection from the dictionary (i.e. evaluation of eq
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d) is evaluated at most once, after which the remaining portions of the dictionary
d may be discarded as deseribed above.

In the interests of clarity, we will generally avoid giving full translations in the
following sections, safe in the knowledge that these can in any case be obtained
from the translations given using a standard transformation to fully-lazy form.

As a final comment, it is interesting to return to tbe observation made at the
beginning of this section that doToList is equivalent to map doToOne. Had we
used this equivalence to define doToList, then the translation obtained would be:

doToList :: EqD a -> [a] ~> [Bool]
doToList d = map (doToOne d}

Note that the redex doToOne d will now only be constructed a single time. Thus
the use of higher order functions may ultimately give better performance than
the explicit recursive definitions obtained by unrolling in a system that dees not
implement at least the restricted form of full laziness described in this section.

7.4.4 Recursion in dictionary constructors

The same kinds of problem described above in the context of recursive user de-
fined overloaded functions can also occur with compiler generated functions such
as the dictionary constructors corresponding to each instance declaration in a
given program. A similar range of techniques must therefore be used to avoid
unnecessary repeated construction of dictionary values. The problems discussed
in this section do not appear to be widely known and (for example) are not dealt
with in translations given in (Peyton Jones and Wadler, 1992).

As an example, consider the type of arbitrary branching labelled trees defined by:
data Tree a = Node a [Tree 2}

The standard definition of equality on trees of this kind is described by the follow-
ing instance declaration:

instance Eq a => Eq (Tree a) where
Node x x3 == Node y y8 = x=ay && Xx8==yp

Using the approach described in Section 7.4.1, we obtain the following definition
for the corresponding dictionary constructor:

eqDTree :: EqQD a -> EqQD (Tree a)
eqDTree d = let di = EqDict (eqTree d) (defNeq d1) in di
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eqTree :: EqD a -> Tree a -> Tree a -> Bool
eqTree d = let eqTree’ (Node x xs) (Node (y ys)
=eqdxy &k eq d2 xs ys
d2 = eqDList (eqDTree d)
in eqTree’

Unfortunately, this definition will potentially repeat the construction of the dic-
tionaries eqDTree d and eqDList (eqDTree d) for each individual node in the
tree.

A more efficient implementation can be obtained by providing eqTree with access
to the dictionary eqDTree d as well as the dictionary parameter d from which it
is obtained:

eqDTree d = let d1 = EqDict eqTree (defNeq d1)
d2 = egDList di
eqTree (Node x xs) (Node y ys)
=egdxy && eq d2 xs ys
in d1

Lifting out the definition of eqTree gives:

eqDTree d = let d1 a EqDict (eqTree d d2) (defNeq d1)
d2 = eqDList di
in di

eqTrea d d2 (Node x 28) (Node y ys)
=eqd xy && eq d2 xs ys

This shows that an efficient implementation of equality on trees should be param-
eterised by dictionaries that reflect the actual overloadings required (i.e. Eq a and
Eq [Tree a]) rather than by dicticnaries from which those overloadings may be
obtained (i.e. Eq a).

7.5 Other opportunities for shared dictionaries

In the previous section, we focussed on the use of a syntactic condition - func-
tional dependency and, in particular, recursion - to detect places in a given source
program where repeated dictionary construction can be avoided. By contrast, this
section describes a number of situations in which the information produced by the
type checker can be used to discover further opportunities for shared dictionaries.
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Unfortunately, there are also a number of examples in which repeated construction
seems to be unavoidable.

7.5.1 Simple examples

The translation of the definition of a particular function is in pari determined
by the algorithm used to reduce an inferred context to the form required in an
implementation of HTC, It is often the case that there are several different ways
of reducing a given context to an acceptable fonin, yielding translations that are
operationally distinct, although (one would hope!} semantically equivalent. As a
simple example, consider the function defined by:

f :: Eq a=>a->a~->Bool
fxy = [x]==[y] && [y]==[x]

From this definition, we may infer that £ has type 2 -> a -> Bool with context
{(Eq [al, Eq [2]) in which the repeated predicate corresponds to the repeated
use of {==) in the definition. There are two ways of reducing this context to the
single predicate Eq a:

» One possibility is to reduce each predicate separately to give (Eq a, Eq a)
and then simplifying to Eq a. This corresponds to the translation:

f 1: EqD a -> a => a => Bool
fdxy = eq (eqDList d) [x) [y] &% eq (eqDList d) [y] [x]

that (potentially) repeats the construction of the dictionary eqdList d.

o A more efficient translation can be obtained by explicitly sharing a single
dictionary for Eq [a] between its two uses. This corresponds to simplifying
the original context first to Eq [a] and then reducing this to Eq a:

£ :: EqD a ~> a -> a -> Bool
fdxy = eqdl [x] [yl 2& eqd1 [y] [x]
where di = eqDList d

Note that tbe second translation can he obtained from the first using an optimisa-
tion based on common subexpression elimination (Ahe, Sethi and Ullman, 1986).
Such techniques are not generally used in the implementation of non-strict func-
tional languages since they can introduce unanticipated (and of course, unwanted)
space leaks (Peyton Jounes, 1987, Section 23.4.2).
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A rather more tricky problem is illustrated hy the following pair of definitions:

g :: (Eq a, EQ b) => a -> b -> Bool
gxy = [x]==[x] && [yl==[y]

h :: Eq a = a -> Bool

hx = gxx

whose translations are as follows:

g’ :: EgD a ~=> EqD b -> a ~> b -> Beol
g’ da db x y = eq (eqDList da) [x] [x] & eq (eqDList db) [yl [yl

h’ :: EqD a -> a -> Bool
h’ da x =g'dadazxzx

The expressions (eqDList da) and (eqDList db) in the translation of g wili both
result in the construction of a dictionary, even if da and db are equal as in the
translation of h.

It is relatively easy to construct examples in which the number of times that a
dictionary will be constructed is exponential in the depth of the calling graph.
To illustrate this point consider the family of functions with g_0 = g, h_ 0 = h
and functions g_n and h_r for positive natural numbers n given by the pseudo-
definition:

g.n it (Eq a, EQ b) => a -> b -> Bool
gnxy =h(n~t) x 2& h_(on-1) ¥

h_n :: Eq 2 => a ->» Bool
h_onx =gnxtcx

Then the evaluation of h_3 1 and h_6 1 will repeat the construction of eqDList
eqDInt 8 and 64 times each respectively.

For this particular example, it 1s possible to reduce the problems of repeated
construction by giving explicit type signatures g n :: Eq a => a -> a -> Boel
(for each n) that {when combined with the optimisations described in Section 7.4)
will avoid the construction of all but one dictionary, There are two problems with
this solution; first of all, a restricted typing may place an unacceptable limit on an
otherwise general purpose function. Secondly, it may be unreasonahle to expect
a programmer both to determine when such a problem occurs and then to choose
the hest places to insert suitahle type signatures.
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An alternative approach is to use a second set of functions in the translation of this
family of definitions, that separates the construction of dictionaries from their use.
To begin with, we introduce the following variants of the translations given above
that use additional dictionary parameters to avoid the construction of diciicnary
values:

g 0', g.n' :: EqD [a] -> EqD [a] -> a => b -> Bool -- m>=1
g0’ dla dlb x y = eq dla [x] [x] &2 eq d1b [yl [y]
g.n’ dla dlb x y = h_(n-1)’ dla x &% h_{(n-1)’ dlb y

h_n’ :: EqD [a] -> a ~> Bool -= =0
h.n’ dla x = g_n’ dla dla x

Given these definitions, we can recode the translations of each of g_n and h_n as:

g.D :t Egh a -> EqD b -> a -> b -> Boel == n>=0
g.n da db = g_n’ (eqDList da) {(eqDList db)

h_n i1 EqD a ~> a -> Bopl ~- n>=Q
h.n da = h_n’ (eqDList da)

Using the analogy of Section 7.4.2, the functions in the second group of definitions
may be thought of as a enlry points to those in the first. In order to beable to de-
tect oppertunities for this kind of optimisation, the compilation system will require
a sophisticated analysis, working at the level of caomplete source modules rather
than single groups of mutually recursive definitions as in the previcus sections.
Even then, the translation given above can anly be produced if the definitions for
all of the functions invelved appear in a single module.

7.5.2 Sharing in hierarchies

In the case of the example f in the previous section, the compilatior systemn need
only detect identical predicates in the inferred context to obtain the required trans-
lation In general, the construction of a dictionary will require the construction of a
smalt hierarchy of dictionary values, both as superclass dictionaries and as param-
eters to dictionary constructors. It is tberefore possible that the inferred context
for a given predicate may contain two predicates for which the corresponding dic-
tionary hierarchies are not disjoint. In such cases, it is clearly desirable to arrange
for the overlapping portions to be shared between each dictionary construction.

As a simple example, consider the function:

fxyszss = [xJ<=ys || [ys]l==azss
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that has typea -> [a] -> [[a]] => Bool for any type a such that Ord [a] and
Eq [[all. The corresponding HT'C typing is:

f :: Ord a = a -> [a] -> [[2a]] -> Bool

and we havea translation of the form:

fd = let £f' x ys zss = lessOrEq di [x] ys 1| eq d2 [ys] zss

d1 = ... dictiopary for Ord [a]
d2 = ... dictionary for Eq [[al]
in £’

There are two ways to construct suitable dictionaries d1 and d2 from a dictionary
d for Ord a. Considering each dictionary separately, we obtain:

dl = ordbList d Eq a
d2 = eqllist (egDList (scEqOf0rd d)) / \
d::0xrd a Eq [al Eq [a]
NS |
V4
d1::0rd [a] d2::Eq [[al]

The diagram on the right illustrates the corresponding hierarchy (lines marked
with arrow heads indicate the use of dictionary constructors, other lines correspond
to superclass inclusions; an expression of the form d::0rd a indicates that d is
a dictionary for the instance Ord a). Note that this requires two copies of the
dictionary for Eq [a].

As an alternative, we can construct the dictionary for d2 using part of the hierarchy
constructed for d1:

Eq a
ordDList d / E\[ :
eqDList (scEqUf0rd di) d::0rd a q [a

N 7

:0rd [a] d2::Eq [[al]

Unfortunately, it is not always possible to arrange for all of the overlapping parts
of a dictionary hierarchy to be shared using only the standard form of dictionary
constructor functions. To illustrate this, suppose thal a program contains the
declarations:

di
dz

class Eq a => Demo a where ...
instance Democ a => Demo [a] where ...
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and suppose that the inferred context for a function £ is (Ord (al, Demo [a]).
The corresponding HTC context is (Ord a, Demo a) and the translation of £ will
be of the form:

f :: OrdD a -> DemoD a -> ...
f od dd = let dl = ordDList od -- dictionary for Ord [a]
d2? = demoDList dd -- dictionary for Demo [al
in
.d1r ... d2 ...

where demoDList is the dictionary constructor corresponding to the instance dec-
laration for Demo given above. Note that the construction of d1 is completely
independent from that of d2. Even if we assume that the dictionaries od and
dd share the same superclass dictionary for the instance Eq a, the full hierarchy
needed still duplicates the dictionary for Eq [2] as shown in the following diagram:

Eq a
od::0rd a Eq [al Eq [a] dd::Demc a
d1::0rd [a] d?::Demo [a]

This problem can be solved by applying the same technique to dictionary construc-
tor functions as was used with ordinary functions in Section 7.5.1. Specifically, we
provide two ‘entry points’ for each dictionary constructor, one of which takes ad-
ditional parameters as required to avoid construction of any auxiliary dictionaries.
The appropriate definitions for instances of the form 0rd [a] are as follows:

ordDList :: DrdD a -> OrdD [al
ordDList d = ordDList’' d (eqDList (scEq(fOrd d)}
ordDList’ :: OrdD a -> EqD [a]l -> OrdD [a]

ordDList’ d d1 = d2 where d2 = OrdDict (deflessThan d?2)
(listLessOrEq d)

di
Note that the definition of ordDList is equivalent to the previous definition given
in Section 7.2. The dictionary constructors for instances of the form Demo [a] are

defined in a similar way, with types:
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demoDList :: DemoD a -> DemoD [a]
demoDList’ +: DemoD a -> EgD [a] -> DemoD [a]

Using these functions, there are a number of ways of defining a translation for £
which ensures that a single dictionary for Eg [a] is shared between the dictionaries
for Ord[a] and Demo [a], one of which is:

f :: 0rdD a -> DemeD a -> ...
f od dd = let d1 = ordDList’ od ed -- dict for Ord [al
d2 = demoDList’ dd ed -- dict for Demo [al

ed = eqDList (sqEqDfDrd od) -- dict for Eq [a)
in
.dL ..o d2 L.,

The collection of dictionaries used in this definition is illustrated by:
/ T \
od::0rd 2 ed::Eq [a] dd::Demec a

I/ N

di::Drd [a] d2::Demo [a]

7.5.3 Repetition in superclass hierarchies

A particularly important special case of the kind of problems described in ithe
previous section occurs in the construction of the superclass hierarchy for a given
dictionary. To illusirate the basic problem, consider the following simple hierarchy
of classes and superclasses, based on an example given in (Wadler and Blott, 1989)
to illustrate the use of superclasses.

class Top a where

t:a->a
class Top a => Left a where Top a
l::a->a / \
Left a Right a
class Top a => Right a where
r:: a=->a \ /
Bottom a

claes (Left a, Right a) => Bottom a where
b::a-=>a
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As before, we introduce an representation for the dictionaries of each of these
classes, including a collection of superclass selectors.

data TopD a = TopDict (a -» a)

data LeftD a = LeftDict (a -> a) (TopD a)

data RightD a = RightDict {a -> a) (TopD a)

data BottomD a = BottomDict (a -> a) {(LeftD a) (RightDh a)

scTofL (LeftDict 1 td) = td -- superclass selecters
scTofR (RightDict r td) = td

scLofB (BottomDict b 1d rd) = 1d
scRofB (BottomDict b 1d rd) = rd
scTofB = acTofl . scLofB

For convenience, we have included the selector scTofB that returns a dictionary
for Top a from a dictionary for Bottom a. Note that we could have equally well
defined this by scTofB = scTofR . scRofB, correspending to a second patbh be-
tween the two dictionaries in the diagram above.

Now suppose that we have a program centaining instance declarations of the form
€ a => C [a] for each of the classes Top, Left, Right and Bottom. Assuming
that the implementations for the member functions in each of these instances are
described by functions tList, 1List, rList and bList respectively, the corre-
sponding dictionary constructors are:

topDList :: TopD a -» TopD [al
topDList td = TopDict (tList td)

leftDList :: LeftD a -> LeftD [a]
leftDList 1d = LeftDict (lList 1d) (topDList (scTofL 1d})

rightDList :: RightD a -> RightD [a]
rightDList rd = RightDict (rList rd) (topDList (scTofR rd))

bottomDList :: BottomD a ~> BottomD [a]
bottomDList bd = BottomDict (bList bd) (leftDList (scLofB bd))
(rightDList (scRofB bd))

Any attempt to construct a dictionary for an instance of the form Bottom [a]
using just these functions will require the construction of two distinct dictionaries
for Tep [al, one as a superclass of the dictionary for Left [a] and the other as
a superclass of the dictionary for Right [a].
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This problem can be solved using the same techniques as in the previous sections;
providing a second set of dictionary constructors that use additional parameters
to avoid dictiopary construction:

topDList’ :: TopD a ~> TopD [al
topDList’ td TopDict (tList td)

leftDList' :: LeftD a -> TopD [a] -> LeftD [a]
leftDList’ 1d td LeftDict (lList 1d) td

rightDList’ :: RightD a =-> TopD {al -> RightD {al
rightDList’ 1rd td RightDict (rList rd) td

bottomDList’ :: BottomD a -> LeftD [a] -> RightD [al]
-> BottomD [a)
BottomDict (bList bd) 1d rd

bottomDList’ bd 14 rd

Using these flunctions we can implement the original set of dictionary constructors
in such a way that the same dictionary for Top [a] is shared between both the
Left and Right superciasses of Bottom [al:

topDList

leftDList 1d
rightDList rd
bottomDList b4

topDList’

leftDList’ 1d (topDList’ (scTofL 1d))

rightDList’ rd (topDList’ (scTofR rd))

bottomDList’ bd 1d rd

where rd = rightDList’ (scRofB bd) td
1d = leftDList’ (scLofB bd) td
td = topDList*  (scTofB bd)

L]

If the example above seems rather artificial, it is perhaps worth pointing out that
the standard prelude in Haskell defines a rather more complicated hierarchy of
standard classes:

Text
/ \ /
Ord
\ / \
Fractional
/ \ VAN
Integral RealFrac Floating
NS
RealFloat
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Now consider an instance of the form RealFloat (Complex a) where Complex a
is the type of complex numbers where the real and imaginary parts are elements of
some numeric type a (ranging over those types in the class RealFloat). Evaluating
the complete dictionary structure for this example without taking the precautions
described in this section will result in the construction of seventeen dictionaries
{only nine are actually required) including four distinct copies of the dictionary
for Eq (Complex a).

7.6 Alternative implementations of dictionary
construction

The examples in the previous sections suggest that complex optimisation tech-
niques must be used to minimise the amonnt of construction (Section 7.4) and
duplication (Section 7.5) of dictionaries in an efficient implementation of HTC.
This leads us to consider alternative implementations of dictionary construction
that limit the impact of these problems even if such optimisations are pot used.

One possibility is to implement dictionary constructors as (lazy) memo functions.
With this scheme, each dictionary constructor maintains a set of pointers to pre-
viously constructed (and possibly only partially evaluated) dictionaries for specific
instances that are still present in the heap. The compiled code for a parame-
terised dictionary code firsts checks the pointer set to see if the dictionary to be
constructed has already been allocated in the heap. A previously constructed dic-
tionary is returned if possible, although a new dictionary will be built (and added
to the appropriate pointer set) if necessary.

While this would certainly improve the space cost of dictionary comstruction, it
is not at all clear what effect it would have on the time required to ‘construct’
a single dictionary. Except in the case of very small pointer sets, it is unlikely
that searching the pointer set could he implemented more efficiently than a linear
sequence of machine instructions to huild a dictionary value in the heap.

A number of interesting variations on this scheme can be obtained by modifying
the behaviour of the garbage collector:

e Asit stands, we would expect the pointer to a given dictionary to be removed
from the pointer set when the storage for that dictionary is reclaimed during
garbage collection.

e Alternatively, we could arrange to retain all dictionaries during garbage col-
lection, posstbly takiog the opportunity to move them out of the garbage
collected beap altogether. Thus, once a particular dictionary has been con-
structed, it will remain in storage (even if it is never used again) until the
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program terminates, and will be shared by every subsequent attempt to con-
struct the same dictionary.

e In an attempt to reduce the cost of examining the pointer set to determine
whether a particular dictionary has already been constructed, we might also
consider a hybrid of the implementation approaches that have been discussed
in which:

— Dicticnaries are initially allocated on the heap without any atternpt to
detect repeats.
— At most one copy of any given dictionary is retained during garbage

collection.

This scheme still suffers from many of the defects cited in Section 7.3, but
does go some way towards eliminating the costs (in terms of both space and
repeated evaluation) of maintaining distinct versions of a single dictionary.

Practical experience is needed Lo investigate the absolute costs of each of these
alternatives, and to determine what (if any) performance gains can be achieved.
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Chapter 8

Type classes in Gofer

This chapter deseribes GTC, an alternative approach to the use of type classes
that avoids the problems associated with context reduction, while retaizing much
of the flexibility of HTC. In addition, GTC benefits from a remarkably clean and
efficient implementation that does not require sophisticated compile-time analysis
or transformation. As in the previous chapter we concentrate more on implemen-
tation details than on forinal properties of GTC.

An early description of GTC was distributed to the Haskell mailing list in February
1991 and subsequently used as a basis for Gofer, a small experimental system
based on Haskel! and described in (Jones, 1991c). The two languages are indeed
very close, and many programs that are written with one system in mind can be
used with the other with little or no changes. On the other hand, the underlying
type systems are slightly different: Using explicit type signature declarations it is
possible to construct examples that are well typed in one but not in the other.

Section 8.1 describes the basic principles of GTC and its relationship to HTC.
The only significant differences between the two systems are in the methods used
to simplify the context part of an inferred type. While HTC relies on the use of
context reduction, GTC adopts a weaker form of simplification that does not make
use of the information provided in instance declarations.

Section 8.2 describes the implementation of dictionaries used in the current version
of Gofer. As an alternative to the treatment of dictionaries as tuples of values in the
previous chapter, we give a representation which guarantees that the translation
of each member function definition requires at most one dictionary parameter.
This scheme is not restricted to implementations of GTC and would be equally
well-suited to an implementation of HTC.

Finally, Section 8.3 describes the concrete implementation of type class overloading
used in the current version of Gofer, including the representation and abstract
machine support for dictionary values.
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8.1 The basic principles of GTC

Studying the examples in the previous chapter we can identify a simple idea that
can be used to avoid the problems of context reduction in many of these cases: The
translation of an overloaded function should be parameterised with the dictionaries
that will actually be required, rather than some set of dictionaries from which they
may be constructed. This is the principal motivation for the development of GTC.
The inferred context of an overloaded function can be simplified by removing
duplicates and eliminating predicates tbat can be obtained from a superclass or for
which the overloading required is completely determined (if, for example, the type
at which an overloaded function is used is a monotype). The following definitions
illustrate each of these techniques:

exi :: Eq a => a -> Bool ~- inferred context: (Eq a, Eq a)

exi x = ye=x || x==x

ex2 :: 0rd a => a -> Bool -- inferred context: (Eq a, Ord a)
ex? x =» r==x || x<=x

exd :: Int -> Bool -- inferred context: (Eq Int, Ord Int)
ex3d x = x==4 || x<=2

In addition, the process of context reduction in HTC allows the use of instance
declarations to replace a given predicate with (zero or more) predicates on simpler
types. This is illustrated by the following example:

ex4d :: Eq a »> a —> Bool -- inferred context: (Eq [al)
exd 1 = {x]==[x] -- using HTC

Notice that this is exactly the point at which dictionary constructor functions (and
hence dictionary construction) are introduced; using the techniques described in
the previous section we obtain the translation:

ex4 :: EqD a -> a -> Bool
ex4 da = let dla = eqDList 4
exd' x = eq dla {x] [x]
in ex4’

The fact that this requires the construction of a dictionary is hidden. As a result,
many implementations will implement the expression (ex4 0 &% ex4 1) using the
translation (ex4 eqDInt © &% ex4 eqDInt 1) which repeats the construction of
a dictionary for Eq [Int].
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To determine the type of a function using GTC we follow essentially the same
process as above except that we do not allow the use of instance declarations to
simplify a context where this would require the use of a dictionary constructor
function. Thus the types assigned to each of the functions ex1, ex2 and ex3 using
GTC are the same as those given above, but the typing for ex4 becomes £q [a]
=» a -> Bool with translation:

ex4 :: EqD [a} -> a -> Bool
ex4 d x = eq d [x] [x]

It is no longer necessary to arrange for ex4 d to be treated as a redex (and indeed,
to do so might result in a less efficient implementation since no work can be shared
in this way). Notice that, in contrast with GTC, it is the responsibility of the caller
{and not of the function being called} to construct whatever dictionary values are
required.
The formal definitior of predicate entailment (with respect to a type class environ-
ment I') in GTC is given by extending the standard rules for predicate entailment
with the rule:

Pid:x' (Class @,x, @' =xYel

PH(dx):x

This is the same as the rule (super) in Figure 4.2. Note however that we do not
include any rule corresponding to (inst) and hence the definition of # does not
make use of the information supplied by instance declarations. As a result, the
dictionary values obtained using this weaker definition of predicate entailment do
not involve dictionary construction.

Dictionary constructor functions will only be used to obtain dictionaries for specific
{usually monotype) instances of a class. In addition, the construction of these dic-
ticnaries can be performed at compile-time or at run-time treating the dictionaries
as top-level constants. The formal details of dictionary construction for GTC (in-
cluding the construction of recursive dictionary structures in Section 8.2.2) will
not be described here. The basic principles can be illustrated by considering the
expression [[1,2]]1==[[2]] which has inferred typing Eq [[Int]] => Bool, in-
dicating that a dictionary for Eq [[Int]] is needed. The expression can then be
evaulated using the translation eq eqDListListInt [[1,2]] [[2]] with dictio-
nary constants defined by:

eqDInt :: EqD Int -- dictionary for Eq Int
eqDInt = ... -- details as before
eqDListInt :: EqD [Int] -~ dictionary for Eq [Int]
eqDListInt = eqDList eqDInt
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egDListListInt :: EqD [[Int]] ~- dictionary for Eq [[Int]]
eqDListListInt = eqDList eqDListInt

Note that this corresponds very closely to the template-based approach described
in Section 6.1.5, except that it works at the level of classes, defining separate
dictionaries for each instance rather than individual functions. On the other hand,
the code defining the equality on lists is shared between all dictionaries for instances
of Eq for types of the form [al, avoiding the potential code explosion caused by
the naive implementation of the template-hased approach.

The fact that the ex4 function requires the construction of a dictionary is reflected
by the predicate Eq [a] in its type. In particular applications, to evaluate the
expression (ex4 O && ex4 1) for example, we can pass the appropriate dictionary
value to ex4 nsing the translation (ex4 eqDListInt 0 &% ex4 egDListlInt 1)
and sharing a single copy of the dictionary. On the other hand, if we use ex4in a
definition such as:

exs :: Eq [a]l => a -> Bool
axb x = ax4 x k& ex4 x

where the required overloading for ex4 is not fully determiiied, then the constraint
Eq [a) inthe type of ex4 is passed onto the callers of ex5 as reflected by the type
signature.

In this way, GTC pushes the process of dictionary construction up through the call
tree towards the root which is usually required to have a particular monomorphic
type. As we move up the tree, the set of instances of overleaded cperators that
are actually required in the lower portions of the tree becomes increasingly well-
defined so that, by the time we reach the root, the translated program involves
only constant dictionaries and all overloading has been resolved.

As a further illustration of the way in which GTC avoids the problem of re-
peated construction, consider the functions doTolne and doToList described in
Section 7.4.3. The GTC typings for these functions are:

doToOne :: Eq [a] => a -> Bool
doTolist :: Eq [a] => [a] ~> Bool

and the corresponding translations are:

doTolne it EqD [a] -» a ->» Baol
doTolne dla x = gq dla [x] [(x]
doTolist :: EqD [al -> [a] -> Bool
doTolist dla [] = []

doTolist dla (x:xs) = doToOme dla x : doToList dla xs
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Even if these two definitions, neither of which involves the construction of a dic-
tionary, appear in separate modules and are called from a third, there will still
be no danger of repeated construction. A transformation to fully-lazy form might
still be useful, for example, to avoid the repeated evaluation of eq dla, but this is
no longer essential for an efficient implementation.

8.2 The Gofer implementation of dictionaries

This section describes an alternative to the representation of dictionaries as fixed-
sized tuples of values as used in the description of HTC in the previous chapter.
This representation has been used as the basis for the concrete implementation of
Gofer described in the next section. Formal properties of the underlying predicate
system (such as verification of uniqueness of evidence) will not be addressed here.

8.2.1 A notation for records with subtyping

For convenience we will describe the representation of dictionaries in Gofer using
a simple form for record values with implicit subtyping.

Record values will be denoted by expressiona of the form:
{11l =v1, ..., In=vn}

where 11, ..., 1n are distinct labels and v1, ..., vn are expressions whose values
are associated with the corresponding labels in the record. In a similar way, we
will write the type of this record as:

{211 :: %1, ..., 1n :: tn }

where t1, ..., tn are the types of the expressions v1, ..., vn respectively. As
before, the order in which the components of a record or record type are listed
has no bearing on the value of type denoted. Thus {x=1, y=2} and {y=2, x=1}
represent the same record whose type may be written as either {x::Ixt, y::Int}
or {y::Int, x::Int}.

For the purposes of this work, we assume that the sets of label and function names
used in a particular program are disjoint and we write the operation of record
selection (extracting the value associated with label 1 in a record ) as {1 r)
rather than r.] as used, for example, in Section 2.4.

Following Cardelli (1988}, we say that a record type r is a sublype of another
record type s if every labelled field in s also appears with the same type in r.
In other wards, a value of type r can be used in any situation where a value of
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type s is required. For example, {x::Int, y::Int}is a subtype of {x::Int} and
elements of either type can be used as arguments of the function:

xPlusCne :: {x::Int} -> Int
xPlusOne rec = x rec + 1

The record type formed by combining all of the fields in a record of type r with
another of Lype s with disjoint sets of labels will be written alxr. Note that ris a
subtype of s if and only if r is equivalent to s|s’ for some s’.

8.2.2 Dictionaries as records

As in the representation for dictionaries in HT'C, the dictionary value correspond-
ing to a particular instance of a Lype class must contain implementations for each
of the member functions at that instance. In the special case of the class Eq, we
can describe this by saying that the type of a dictionary for an instance of the
form Eq t must be a subtype of EqD © where:

type EQD a = { eq :: a -> a -> Bool,
neq :: a => a ~> Bool }

Not surprisingly, the default definition for the (/=) operator takes the same form
as in the implementation of HT'C:

defNeq :: EqD a -> (a -> a ~> Bool)
defNeqd x y = not (eq d x y)

The dictionaries corresponding for particular instances of Eq add additional fields
to the record structure of EQD t. In the special case of equality on integers, no
additional structure is necessary and the following definition suffices:

aqDInt :: EqD Inmt
egDInt = { eq = prinEqlnt, neq = defNeq eqDInt }

In general, the dictionary for a given instance of a class also includes dictionaries
for each predicate in the context part of the instance declaration. In the case
of equality on lists, any dictionary for an instance of the form Eq [al will also
contain a dictionary for Eq a:

type EqQDList a = EqD [2] | { eqa :: EqD a }
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eqDList :: EqQD a -> EqDList a
eqDList d = let dl = { eq = eqlist di,
neq = defNeq di,

eqa = d }
in di
eqList :: EqDList a -> [al ~> [a] -> Bool
eqlList 4 [] 0 = True
eqlist 4 [] (y:ys) = False
eqlist d (x:xs) [J = False

eqlist d (x:xs) (y:ys) = eq (eqa d) xy && eq d x8 y=

As a further example, consider the definition of equality on trees described in
Section 7.4.4. The correct instance declaration for GTC is as follows:

instance (Eq a, Eq [Tree al]) => Eq (Tree a) where
Nede x x5 == Node y ys = x==y £&& x3==ys

The context part of this declaration is justified by the fact that, in order to compare
two trees of type Tree a, we need to be able to compare values of type a and lists
of type [Tree a). The corresponding implementation is given by:

type EqQDTree a = EqD (Tree a) | { eqa :: EqD a,
eqf :: EqD [Tree a] }

eqDTree :: EqD a -> EqD [Tree a] => EqD (Tree a)
eqDTree d df = let dl = { eq = eqTree di, neq = defNeq di,
eqa = d, eqf = df }
in 41

eqlree :: EqQDTree a -> Tree a -> Tree a -> Bool
eqTree d1 (Node x x3) (Node y ys)
= eq-(eqa d1) x y && eq (eqf di)

To illustrate the use of the dictionary constructors in these examples, the follow-
ing definitions show how we can obtain dictionary values for a function using an
equality test on trees of type Tree [Int):

dl = eqbList d2 :: EqDList (Tree [Int])
d2 = eqDTree d3 di :: EqDTree [Int]

d3 = eqDList d4 :: EqPList Int

d4 = eqDInt :: EqP Int
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These definitions can be expanded, either at compile-time or run-time, to obtain:

dl = { eq = eqlist d1, neq = defNeq d1, eqa = d2 }

d2 = { eq = eqTree d2, neq = defNeq d2, eqa = d3, eqf = d1 }
{
{

d3 = { eq = eqList d3, neg = defNeq d3, eqa = d4 }
d4 = { eq = primEqlnt, neq = defNeq d4 }

Superclasses are implemented in much the same way as before. For example, the
type of a dictionary for an instance Ord t will be a subtype of OrdD t where:

type Ordh a = { 1t :: a -> a => Bool, le :: a => a -> Bool,
gt 1: a->a~>Bool, ge ::a->a > Bool,
mx :: a->a->a, mn (i a->a->a,
sceq :: EgD a }

It is interesting to note that the definitions of eqList and eqTree given above do
not appear lo follow our general rule that efficient implementations of overloaded
functions should be parameterised by the complete set of dictionaries that they
require. For example, the definition of egList is parameterised by a dictionary
for Eq [a], but there is no longer any need to add another dictionary parameter
for Eq a since this can be oblained from the eqa field of the first dictionary. In a
similar way, every function used to implement a member funclion in a particular
class can be given a translation that requires at most one dictionary parameter.

8.2.3 An optimisation to reduce the number of dictionary
parameters

As we have described it above, the GTC system does not make use of the infor-
mation supplied in instance declarations to simplify the the context part of an
inferred type. In some cases, this may mean that the GTC translation of an expres-
sion requires more dictjonary parameters than the corresponding HTC translation
(the reverse is also irue - see the discussion in Section 7.1). As an example,
consider the function defined by £ x = z==x && [x]==[x] that has GTC typing
(Eq a, Eq [a]) => a -> Bool with a translation requiring two dictionary pa-
rameters, while the HTC typing is Eq a => a -> Bool and leads to a translation
requiring only one parameter.

The current implementation of Gofer takes advantage of the representation for dic-
tionaries described here to support an optimisation that can often reduce the size
of contexts in inferred types and hence reduce the number of dictionary parameters
needed. To see how this is possible, nole that any dictionary 4 for an instance of
the form Eq [a] contains a dictionary eqa d for Eq a. Thus the example above
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can be treated as having type Eq [a] => a «» Bool with translation:

£ :: EqDList a -> a -> Bool
f dla 1 = eq {eqa dla) x x &% eq dla [x] [z]

More generally, the reduction process can be described by extending the definition
of predicate entailment with the rule:

Pitxr (Inst P=2x)el xecF
P

In retrospect, it is not clear whether this idea should be vsed since it makesthe rules
for simplifying contexts somewhat less intuitive and can sometimes break the use of
data abstraction in much the same way as context reduction in HTC {Section 7.1).
It is likely that this optimisation will not be supported in future versions of Gofer
except, perhaps, when the simplified context is specifically requested by an explicit
type signature declaration provided by the programmer,

8.3 A concrete implementation

Despite the use of variable size records and subtyping, it is relatively straight-
forward to obtain an efficient mapping of the implementation described in the
previous section onto a conventional machine. This section describes the approach
taken in the current implementation of Gofer and highlights some further advan-
tages of the representations chosen for the GTC approach to type classes.

8.3.1 Representation of dictionaries

For each class there is a corresponding record type ClassD a whose components
are the member functions and super class dicticnaries common to all inslances
of that class. Every dictionary for an instance of this class will have a type of
the form ClassD t|Specifics t where the record type Specifics t contains
values determined by the form of the instance declaration used to construct the
given dictionary. As a result, every dictionary for an instance of the class can
be represented by an array of values with an initial portion corresponding to the
type ClaasD t and a second corresponding to Specifics t. There is no need to
store the labels for the fields in each record since each label can be associated with
a fixed offset in a dictionary of the appropriate subtype of ClassD t. Thus the
potentially expensive operation of searching for the value of a field in a labelled
record can be implemented by a simple arfay access.
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The following diagram illustrates one possible concrete representation for the dic-
tionary values d1, d2, d3 and d4 used in the previous section to give an equalily
test on trees of type Tree [Int]. In each case, the implementations of (==) and
(/=) are held in the first and second positions respectively so that, for any instance
Eq t, the appropriate definition of either operator can always be extracted from
the corresponding position in the dictionary, regardless of the type t.

!
(=3) (/=) eqa
eqlist di|defNeq di
di::Eq [Tree [Intl]

(==) (/=) eqa eqt
aqTree d2|def¥eq d2 1
d2:;Eq (Tree [Int]) |
(== /=) eqa
sglist d3{defNeq 43
a3: :Eq [Int]
dl = eqDList d2  :: EgDList (Tree [Int]l) (==) (/=)
d2 = eqDTree d3 d1:: EqDTree [Int] .
d3 = eqDList d4 :: EqDList Int primEqint|defieq d4
d4 = eqDInt 11 EqDInt d4::Eq Int

The fact that GTC treats dictionary values as constants whose structure and
mutual dependencies can be fully determined at compile time (or perbaps, in a
system with separate compilation, at link time) has a number of useful benefits:

e The complete set of dictionaries required in any given program can be cal-
culated, and a suitable amount of storage can be allocated and initialised
at link time. There is no need to store dictionary values witbin the main
gerbage collected heap.

¢ Dictionary constructor functions (such as eqDList and egDTree) are replaced
by a general dictionary construction mechanism within the compilation sys-
tem that is nsed whenever the type inference system can determine that a
specific instance of a given class is needed. By implementing this as a memo
function along the lines suggested in Section 7.6, we can guarantee that there
is at most one dictionary for any given instance of a class and hence avoiding
the problems described in Section 7.5. Using this technique, collections of
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mutually recursive dictionary values such as the example illustrated above
can be constructed without any risk of non-termination. The use of memo
functions within the compilation system obviously has no impact on the
performance of the compiled program.

A further small, but useful, benefit of this approach is that there is no need
to provide a runtime representation for dictionary constructor functions such
as eqDList and eqDTree.

¢ There is no need for delayed evaluation (using closures for example) of dic-
tionary expressions; each dictionary constant will already be in weak head
normal form (in the sense that each of its components may be accessed with-
out further evaluation). In particular, there is no need to check io see if
a dictionary value has been evaluated before extracting a value from it, as
would typically be expected in a system using lazy evaluation. Note that
this only applies to the dictionaries themselves and not to the values that
they contain which will still need to be evaluated at runtime in the usual
manner.

8.3.2 Abstract machine support

The current implementation of Gofer is based on an abstract machine with a small
instruction set, similar in many ways to the Chalmers G-Machine (Augustsson,
1984; Johnsson, 1984), but extended with a single instruction to support GTC
overloading. The same basic approach should also be applicable to other families
of abstract machine such as TIM (Fairbairn and Wray, 1987} and the Spineless
Tagless G-machine (Peyton Jones, 1992).

The Gofer abstract machine evaluates an expression held as a (potentially cyclic)
graph, ‘unwinding’ the spine of the outermost function application, and recording
each function argument on a stack. The value at the head of the application pointe
to a set of machine instructions that carry out an appropriate graph rewrite using
the valnes held on the stack. (The stack is also used to record temporary values
during each rewrite.) This evaluation process continues until the expression graph
has been reduced to the required normal form. See {Peyton Jones, 1987) for further
details and background.

To give a flavour of the Gofer abstract machine, the definition of function com-
position given by compose £ g x = £ (g x) might be compiled to the following
sequence of machine instructions:

compase: LOAD argument x ; arguments f, g, ¥ on stack
LOAD  argument g
MKAP 1 ; apply g to x
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LOAD argument f

MKAP 1 ; apply £ to (g x)
UPDATE root ; overwrite redex for lazy evaluation
RETURN

The LOAD instruction used here pushes a specified value onto tbe top of the stack
and the MKAP n instruction replaces the top n+1 values on tbe stack by the result
of appling the top value to the remaining n arguments. A number of additional
instructions are used to implement pattern matching, local definitions and certain
optimisations, whose description is beyond the scope of this thesis.

Dictionaries and overloading are supported by adding a single instruction, DICT
n, that replaces the value on the top of the stack (which must be a pointer to a
dictionary) with the value stored in the nth position of the dictionary. The same
instruction can therefore be used to access both class members and superclass
or instance specific dictionaries. The type checking process ensures that DICT
instructions are only executed when the value on the top of the stack is indeed
a pointer to a dictionary, in the same way that we normally expect it to ensure
that MKAP instructions are only ever executed when the value on the top of the
stack is a function. For example, the Jambda expression (\x -> x == x) has type
Eg a => a -> Bool with translation (\d x ~> eq d x x), and compiles to the
following code:

LOAD argument x ; second argument to (==)
LOAD argument x ; first argument to (==)
LOAD argument d ; fetch dictionary for Eq a

DICT 1 ; member function in first slot
MKAP 2 ; apply member to args

UPDATE root

RETURN

As a second example, including the use of DICT instructions to access superclass
dictionaries, consider the function:

£ :: Eq [a]l => a -> a -> [a] -> Bool
fxyais = x==y || zs==[y]

which bas translation:

t :: EqDList a => a => a => [a] -> Bool
f dlaxyixs = eq (ega dla) x y || eq dla x5 [y]
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The following sequence of instructions gives one possible implementation for this
function:

CONST [] ; push constant [] onto stack
LOAD  argument y

CONST (:) ; push constant (:) onto stack
MKAP 2 ; NB. [y] abbreviates y : []

LOAD  argument xa

LOAD  argument d ; fetch dictionary for Eq [a)
DICT 1 ; extract definition of (==)
MKAP 2 ; and apply to xs and [y]
LOAD  argument y

LOAD  argument x

LOAD eargument 4 ; fetch dictionary for Eq [al

DICT 3 ; get subdicticnary for Eq a
DICT 1 ; extract definitionm of (*=)
MKAP 2 ; and apply to x and y
CONST ||

MKAP 2

UPDATE root

RETURN

Note that there is no need to provide a runtime representation for member func-
tions and superclass or instance specific dictionary selectors; each of these is im-
plemented using the DICT instruction that can typically be implemented very com-
pactly and efficiently as a single instruction on many conventional machines.

A particularly useful optimisation when generating code that makes use of over-
loaded functions at specific instances of a class can be described by a simple peep-
hole optimisation. If 4 iz a pointer to a particular fixed dictionary, then the
sequence of instructions:

CONST d ; push dictiopary onto stack
DICT m ; extract mth element

is used to access the mth element d[m] of the dictionary pointed to by d. Since type
checking (and hence, construction of dictionary values) is completed before code
generation, it is possible to determine the value of d[m] and, if it is a constant,
replace the instructions above with the single instruction:

CONST d[m] ; push mth element of dicticnary d
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Note that, in the special case where d[u] is itself a dictionary, this instruction
might in turn be combined with a further DICT instruction using the same opti-
misation. For example, using this technique, the code for (\n -> n#==0) might
be:

INT 0 ; push integer constant onta stack
"LOAD  argument n

CONST primEqInt ; integer equality test

MKAP 2

UPDATE root

RETURN

which completely avoids any of the costy of defining (==) as an overloaded function.

Optimisations of this kind were described in (Wadler and Blott, 1989; Hammond
and Blott, 198%), but it is pleasing to see how easily they can be implemented on
the abstract machine described in this section.

8.3.3 Some comments on performance

In an attempt to gain some insight into the costs of GTC overloading using dictio-
nary parameters, the current version of Gofer includes implementations of generic
equality and ordering functions of typea -> a -> Bool and of monomorphic inte-
ger arithmetic functions of type Int -> Int -> Int as built-in primitives. Using
these functions, we have been able to compare the performance of overloaded pro-
grams with the corresponding alternatives using generic or monomorphic functions.
In each case, these programs have been run using the same version of the Gofer
system (by selecting between different versions of the standard prelude) so that
factors such as the performance of the graph reduction engine, memory allocation
and garbage collection are cornmon to both.

Whilst more detailed investigation is needed hefore drawing firm conclusions, our
experience so far suggests that the overloaded versions of the programs considered
actually run faster and use less memory (by a factor of two in some cases)! The
prineipal reasons for this appear to be:

» There is no need for any run-time type checking with the overloaded version
of the program. On the other hand, an attempt to compare two integer
values, for example, using the generic equality function must first evaluate
both of its arguments and check that they are indeed integer values before
the required comparison can be made.

¢ Evaluation and storage for the values of member functions is shared between
all uses of any given dictionary.
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This is a very promising result, suggesting that the use and implementation of
overloaded functions need not have the significant effect on performance that was
anticipated with early implementations of Haskell (Hammond and Blott, 1989).
However, further investigation is needed before any firm conclusions can be drawn
from these results.

1t is also important to make sure that the nurnber of dictionary parameters used
in the translations of individual functions, and the number of dictionary constants
used jn the translations of complete programs are not too large. Our experience
with Gofer suggests that neither of these potential problems occurs in practical
applications.

135



Chapter 9

Summary and future work

In this thesis we have developed a general formulation of overloading based on the
use of qualified types. Applications of qualified types can be described by choosing
an appropriate system of predicates and we have illustrated this with particular
examples including Haskell type classes, explicit subtyping and extensible records.
We have shown how these ideas can be extended to construct a system that com-
bines MIL-style polymorphism and overloading in an implicitly typed programming
language. Using the concept of evidence we have extended this work to describe
tbe semantics of overloading in this language, establishing sufficient conditions to
guarantee that the meaning of a given term is well-defined. Finally, we have de-
scribed techniques that can be used to obtain efficient concrete implementations
of systems based on this framework.

From a theoretical perspective, some of the main contributions of this thesis are:

¢ The formulation of a general purpose system that can be used to describe a
number of different applications of cverloading.

¢ The extension of standard results, for example the existence of principal
types, to the type system of OML.

s A new approach to the proof of coherence, based on the use of conversions.
From a practical perspective, we mention:

e The implementation of overloading using the template-based approach, and
the closely related implementation of type class overloading in Gofer.

e A new implementation for extensible records, based on the use of evidence.

¢ The use of information about satisfiability of predicate sets to obtain more
informative inferred types.
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Throughout this thesis we have concentrated on the use of polymorphism and
qualified types in implicitly typed, purely functional languages using extensions
of Milner’s framework. Nevertheless, the basic features of qualified types can also
be incorporated in other type systems - for example, in explicitly typed polymor-
phic A-calculus as illustrated in (Jones, 1992a). The same techniques should, in
principle, extend to other kinds of language although we have not attempted to
investigate this here.

The following sections describe three additional areas for further study, outlining
some preliminary ideas in each case.

9.1 Towards a categorical semantics

This section sketches a simple categorical semantics for a version of simply typed
A-calculus that supports qualified types but not polymorphism. 1t is hoped that
the ideas described here will serve as a ugeful starting point for future work, to
extend the semantics to include polymorphism and generalise the coherence results
in Chapter 5 to a wider class of sernantic models.

We write § x T for the product of two objects § and T and fst : Sx T — §
and snd:§ x T — T for the first and second projects respectively. The universal
property for products ensures that, for any f: X — Sand g: X — T, there is a
unique arrow (f,g}: X — § x T such that fst- {f,g) = fand snd - {f, g} = ¢
In particular, for any pair of arrows f: X — S and ¢: ¥V — T, thereis a unique
arrow (f x g) = {f - fst,g-snd): X x ¥ — § x T such that: f- fst =fsl . (f x g)
and g snd = snd - (f x g).

Definition 8.1 A categorical model of a predicate system consists of a category
Pred with a terminal object @ and binary product (., -} whose objecis and arrows
represent predicales (or predicate assignments) and enlatlments respectively.

Entailments of the form v: P b e : @ are described by arrows P —~+ @ and
the basic rules of predicate entailment are summarised in the right hard column
of Figure 9.1 with the corresponding rules from Figure 4.1 on the left. A full
treatment would require a notion of substitution on objects of Pred but we do
not consider this here and hence there is no rule corresponding to {close). More
significantly, since the categorical form of predicate entailments is variable-free
there is no need to include rules corresponding to (evars) and (rename).
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(id) viPH v:P pip
(term) v:PH @ PETB
(fst) viPw: Qi v:P PQILp
(snd) viPw: QK w:Q P,Q=Q
(i) LPHeQ wPHIR  P5Q PpLir
v:iPHe:Q,f:R P(C—JIQ,R
(trans) v:PHeQ w:QWHftR P-Q QLR
v:PH [efw]f:R P—'»QL»R

Figure 9.1: Categorical interpretation of predicate entailment.

Definition 8.2 A categorical model of simply typed A-caleulus with qualified types
consists of:

o A predicate system Pred as in Definilion 8.1.

o A cortesian closed category C such thal any objects A and B have a product
A % B, an ezponential [A — B) and an arrow eval:[A — Bl x A — B. The
adjoint transpose of an arrow f:C x A — B is wrilten Af : C — [A — B]
and is the unique arrow with the property thet f = eval - (Af x id).

e A functor £:Pred —  mepping predicates to evidence values that preserves
terminals and finite products (in particular, we require E(P, Q) =2 EP X E£Q).
For any entailment P —— Q, the arrow EP =5 £Q should be uniguely
determined by P and ) alone to guarantee ‘uniqueness of evidence’.

Each typing judgement P|A b+ E : 7 corresponds to an arrow E£P x A AT
The complete set of typing rules are given in Figure 9.2, again with the categorical
sernantics in the right hand column and the corresponding typing rule on the left.

The task of establishing coherence is equivalent to showing that any two arrows
EP x A -2 T and P x A £ T such that Erase(E) = Erase(E') are equal.
This corresponds very closely to a standard notion of coberence in category theory.
For example, MacLane (1971) refers to a coherence thecrem as an assertion that
‘every diagram (of a certain class) commutes’.
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PlA,z:thz:7 EP x(Ax T)™3 T

PlAbz:7 EPxA-5 T
PiA,y:r'bFz:r

EPx (AxT) L8 epx A= T

PIALE:r o7 EPx AL [T = T)
Pl|AFF:¢ EPx AT
P|AVF EF: (E.F)

EPx AS [T Tix T2 T

PlAz:v"FE:r EPx(AxTY-ET
Pl|AF Az.E:7" =7

P x AMEY (T o )
where s:(A x By x C= Ax (B x C}

PlAFE:Q=>p EP x AL [£Q ~ R
Phe:Q P-5Q
PilA+-Ee:p

P x AFEL eQ o R xEQ SR

P,v:QlAFEp EP.QxALR
PlAF wE:Q@=p

£px AMED (g0 - R)
where ri(EP x A) x EQZ E(P, Q) x A

Figure 9.2: Categorical semantics for qualified types
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9.2 Constructor classes

Throughout this thesis we have used predicates on types to assign types to over-
loaded values and we have seen many examples where this is useful. On the other
hand, there are some examples where an apparently natural application of over-
loading that cannot be described in a convenient manner in this way. This section
describes an extension that allows the use of predicates on a language of type
constructors, including types as a special case, resulting in a much more flexible
system.

As an example, consider the standard map function used to apply a function to each
of the elemeats of a given list. Using the definition given in the Haskell standard
prelude {Hudak et al., 1992), this function has type (a -> b} -> ([al -> [b])
and satisfies the familiar laws:

map f . map g = map (f . g}
map id = id

In categorical terms, this shows that there is a furcior from types to types whose
object part maps any given type a to the list type [a] and whose arrow part
maps each function f :: a -> b to the function map £ :: [a] -> [b). Similar
constructions are used with a wide range of other datatypes. For example:

data Tree a2 = Leaf a | Tree a :”: Tree a
mapTree :: (a2 => b) -> (Tree a -> Tree b)
mapTree £ (Leaf x) = Leaf (£ x)

mapTree £ (1 :": r) = mapTree f 1 :

: mapTree f

The mapTree function has a similar type to that of map and also satisfies the
functor Jaws given above. With this in mind, it seemns a shame that we have to use
different names for each of these variants. A more attractive solution would allow
the use of a single name, relying on the types of the objects involved to determine
which particular version of map is required in any given situation.

It is rather difficult to give a satisfactory definition of map using the system of type
classes. A much hetter approach is to notice that each of the types for which the
wap function is required is of the form (a -> b) -> (f a -> £ b) whereaandb
are arbitrary types and f ranges over a set of type constructors that includes the
list constructor (writing List a as ap abbreviation for {a]) and Tree:

class Functor f where map :: (a -> b) -> (f a -> £ b)
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instance Functor List where
map £ O =[]
map f (x:xa3) = f x : map f X3

instance Functor Tree wvhere
map f (Leaf x) = Leaf (f x)
map £ (1 :": 1) =mapfl :";mapfr
Functor is a simple example of a constructor class. One of the most important
properties that we need io guarantee js that all of the instances of a particular
class have the same kind. We formalise this idea, wrting Type for the kind of
all types and x; — %7 for the kind of a function that takes something of kind
£, and returns something of kind x;. Similar systems of kinds have been used in
other applications — for example in (Bruce et al. 1990) and (Barendregt, 1991).
Note that our system includes Haskell type classes as a special case; a type class
is simply a constructor class for which each instance has kind Type.

The elements of each constructor class are written using constructor expressions
of the form:

vartables

C == x conslqnls
| a
| CC applications

Note that this does not include a List and Tree have kind Type -» Type. The
kinds of constructor applications can be obtained using the rule:

Cuk' =k Cra k'

CCur

The task of checking that a given type expression is well-formed can now be refor-
mulated as the task of checking that a given constructor expression is well-kinded
with kind Type. Standard techniques can be used to implement kind inference
so that there is no need for the programmer to specify the kinds of constructor
variables.

The type inference algorithm, existence of principal types and coherence criteria
in Chapter 5 can be extended to deal with a system of constructor classes based
on the ideas outlined here. Constructor classes appear to have many applications,
including a flexible treatment of monadic programming as described by Wadler
{1992) based on the use of overloading. A preliminary version of this framework
has been implemented as an extension of the Gofer system, including the first
concrete implementation of monad comprehensions {Wadler, 1990) known to us at
the time of writing. Further details may be found in (Jones, 1992b) and we hope
to expand on this work in a subsequent paper.
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9.3 Reasoning in the presence of overloading

One of the most attractive features of purely functional programming languages
is the opportunity to use equational reasoning in program development and trans-
formation (Bird and Wadler, 1989). Equational reasoning in the presence of over-
loading is much more difficult since it may not always be clear which particular
definition of a symbol is intended in a given situation. For example, in a system
of type classes, it is not possible to place any semantic restriction on the defini-
tions given in any particular instance other than ensuring that they yield values
of the correct types. Furthermore, in the development of a large program, the in-
stance declarations used to construct the definition of a single overloaded operator
may be distributed across a number of separate program modules. This makes it
very difficult for a programmer to know what properties can be assumed about
overloaded functions.

Following suggestions made in (Wadler and Blott, 1989), one approach to this
problem is to adopt a programming methodology in which:

e Fach class declaration is accompanied by a number of algebraic laws con-
straining the values of its member functions.

o Eachinstance declaration is accompanied by a proof of the laws in the par-
ticular instance being defined.

Such laws can of course be written as program comments, but it might be preferable
to extend the syntax of the language with a concrete syntax for laws:

¢ Programmers would be encouraged to state laws formally using a uniform
syntax, rather than a variety of ad-hoc annotations.

e The type checker can be used to ensure that the laws given are type correct,
and hence detect some meaningless or erronepus laws.

o It is unlikely that the proofs for each law could he constructed antomatically
for each instance declaration. On the other hand, machine readable laws in
a given program might well be used in conjunction with an automated proof
checker or with machine assisted tools for program derivation and proof.

The following example illustrates one possible syntax for writing the functor laws
mentioned in the previous section:

MapCompose 2 Functor f= (b—¢c)— (a—~b) = Law (f a— f ¢)
MapCompose [ ¢ = map f . map g =map ([ . g)

Mepld i Funclor [ = Law (f a — f a)

Mepld = mapid=1d
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This notation is particularly attractive since it allows each law to be named (for
reference in a proof}), enables us to specify the free variables explicitly and to
indicate the expected type for each variable and for the values on either side of
the law. In practice, it should be possible to obtain appropriate typings using the
type inference mechanism, without requiring explicit declarations.

Unfortunately, the task of choosing an appropriate collection of laws may not
always be so easy. For example, the law:

EgqReflexive : Eg a = a— Law Bool
EqReflezive x = (z == 1) = True

is not valid in a language with a non-strict semantics unless we restrict restrict «
to finite values not involving the semantic bottom element (for example. consider
the Haskell expressions [0..]==[0..] and (1/0)==(1/0)). This is just as much
of a problem when overloading is not involved and is simply a reflection of the fact
that the properties of familiar mathematical functions are not always shared by
their computable counterparts.
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Appendix A

Proofs

This appendix contains detailed proofs for many of the results given in the body of
this thesis, particularly for those in Chapter 5. Most of these are direct extensions
of the resulis described in Chapter 3 and proofs for the latter may be obtained
from the proofs given here by ignoring tbe use of translations, equalities between
terms and conversions, For convenience, we repeat the statement of each result in
a box at the beginning of the corresponding proof.

Proposition 8.4 Suppose thal ¢ = Vo,.Q = v, o' = V5;.Q" = ' and that
none of the variebles 3, appears free in o, P or P'. Thern (P'|0") £ (P|0)
if and only if there are types 1; such that:

v =[rfa]v and P, QW P, /aiQ.

Suppose that {(P’|¢') < (P|a). Clearly (@' = v’} < o' and hence (P, @' = ) <
{P|e) by transitivity of <. It follows that there are types 7; such that:

vV =[rlalv and P, QW Pl /e]Q.

For the converse, suppose that ' = [r;/a;]v, P, Q' & P,[ri/a;]Q and R = u £
(P’|o’). Then there are types 7/ such that

p=[r]/3]]+' and RHW P',[T}/a;}Q'

and hence:

p=Ir/B) = [r/Bil([ri/ ailv) = [wifex]w
where v; = [r{/f;]7i and the last step above is justified by the hypothesis that
none of §; is free in @,

144




In & similar way, using the transitivity of H-:

R W PL[r/6|Q
= [n/5(P, @) (none of 3; free in P)
- [ri/G](P,[r/a;}@) (closure property)
P,[ri/B;)([ri/a:]@) (none of §; free in P)
= P.lv/a]Q (none of 3; free in Q)

It follows that & = g < (P |c) and hence (since B =+ g was arbijtrary) that
(P'|?) < (Plo). @

Proposition 5.6 Suppose that o, ¢’ and @” are lype schemes. Then:
1. id:a > o where id = Az.z i3 the identily term.

8. IfC:a > and C':0' > 0", then C'o C:0 > 0¥ where C'c O =
Az, C'(Cz).

3. If o is a type scheme and 1 is a lype, then id :Vio > [r/tlo. In
particular, id: Gen{ A, p) 2 p.

The first and second parts are straightforward (the second being a special case of
Proposition 5.13) and we omit their proofs here.

For the third part, suppose that ¢ = Ya;.¢ = v. I ¢t € TV{0), then Yt.oc =
g = [r/t]loc and the result is immediate from the first parl. We can therefore
assume that ¢ € TV(a) (and hence that ¢ ¢ {a;}). Pick new variables 3; and let
S = [8i/a;]. Then

[r/tle = [r/tl(Va;.Q = v) = [ /1](¥5..5Q = Sv) = V¥B3:(5Q=> SV

where §' = S[r/t] = [r/t, B;/a;]. Clearly none of 3; appear free in Vt.c and the
entailment w:5'Q H w:5'Q follows by (id). Hence Az.Aw. rw is a conversion for
Vi.o > [r/t]o which, using (5,), is equivalent to id = Az.z. O
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Proposition 5.7 Suppose that P and P’ are predicate sets such that
v':P'Y e:P. Then:

(AI.Ay’,.’re):GCﬂ(A,P = T) > GEH(A,P’ = T)

Jor any type assignment A and type 7.

Write Gen(4, P = r) = (Va;.P = 1) and Gen(A, P’ = v} = (¥f;.P' = 7') where
{e;} = TV(P = r)\ TV(A) and {F;} = TV(P’ = )\ TV(A). Clearly none of
f; appears free in Gen{A, P = 7). Furthermore:

7= [oifog]r and v PW o) P

and hence
(Az.dv'.ze): Gen(A, P = 1) 2 Gen({A, P’ = 1)

as required. O

Proposition 5.8 If A is a type assignment, p i3 a qualified type and § is
a substitution, then:

id:5Gen(A, p} > Gen(SA, Sp).
Furthermore, there is a substitfution R such that:

RA=SA and SGen(A,p) = Gen(RA, Rp).

First part: Let S be a substitution, {a;} = TV{p)\ TV(A) and choose new
variables ; not involved in § so that:

SGen(A, p) = V7:.8[y:/ai)(p) = Vvi.Rp
where R = S[vi/e;]. Similarly, writing 8; = TV(Sp)\ TV(5A) we have:
Gen(SA, Sp) =Vp;.Sp.

To begin with, note that none of the variables 3; appears free in 5Gen(A4,p).
To see this, suppose that § € TV(SGen(4,p)). Then 8 € TV(S§) for some
& € TV(p) \ {e;}. This in turn implies that § € TV(A) and hence that 8 ¢
TV($5) € TV(SA). It follows that 8 & {§;} = TV(Sp)\ TV(SA4).
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Suppose that p = (P = 7) and note that:

§r = [Sai/v)R7)
v:SP W v:SP (using (id))
= v:[Soi/y|RP

Thus (Az.3v.zv): SGen(A, p) > Gen(SA, Sp) which (by (1.)) is equivalent to id.
Second part: From above §Gen(A,p) = V7i.Rp and by definition, none of «;
appears free in 4 so A = §[vi/o]4 = SA.

We claim that Gen(RA, Rp) = SGen(A,p) and clearly it suffices to show that
{%}=TV(Rp) \ TV(SA):

e To show {7} € TV(Rp)\ TV(SA): For each a; € TV(p) we have Ro; = ¥;
and hence 7; € TV(Hp). Furthermore, since ; is a new variable not involved

in 8, v & TV(SA).

s Toshow TV (Rp)\ TV(5A4) C {%}: Suppose y € TV(Rp)\ TV(54}). Then
v € TV(Ra) for some a € TV(p). Note that a ¢ TV(A) (otherwise
Ra = Sa and s0 v € TV(Ra) = TV(Sa) C TV(54), contradicting the
hypothesis that v € TV(SA)). It follows that @ € TV(p) \ TV{A) = {a;]
and hence v € TV(Ra;) = {Ra;} = {n}.

This establishes the claim above and completes the proof of the propesition. G

Proposition 5.10 For any gualified type p and predicate assignments v: P
and w: @ there are conversions.

id : (P,Qlp)2(P|Q=p)
id : (P|@=p)2(P,Qlp)

In particular, taking P = §, there are conversions:

id:(Plp)2P=p and id:(P=p)>(P|p).

Let p= @' = 7 and pick evidence variables v’ for ¢, disjoint from » and w. By
(id) we have:
v:Pw:Qu:QF v:Pw:Q,w:Q

Thus Az.Av. Aw. Aw' svww’ is a conversion for both cases and, using (1. ), is equiv-
alent to d = Az.2. O
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Proposition 5.11 If C:(R|0o) = (R'|¢’) and v': P’} e: P, then there is
a conversion:

Az v'.Clze): (P, R|o) 2 (P, R'|&).
In particuler, toking R=0=R', if Ci:o 2 &' and v': P'} e: P, then:

Az.Aav'.Clze):(Plo) = (P'|o”).

Suppose that o = Va;.Q = v and ¢’ = Va!.Q' = v’ where the variables of appear
only in @' = /. Taking the hypothesis C:(R|¢) 2 (R'|¢’) it follows from the
definition of conversions that ¢’ = [r/e]v, v R, w': Q' ¥ f: R, g:[ri/er;}Q and

F C = Az ' dw'.zfg

for some 7, f, ¢ and v, v’ (disjoint from v'). Furthermore, v': P' § ¢: P and
hence by (dist):

viPu R QP el PR, g [rifai] @

Finally, note that:
b Clze) = A’ dw'.zefg

and hence:
F Az e’ . Clze) = Az.av' du' dw' zefy

gives the required conversion. O

Proposition 5.12 Suppose that P end P’ are predicate assignments, o and
o' are type schemes and that C:(P|e) > (P'|o"). Then:

C:S(Plo) > S(P'|e")

Jor any substitution S of types for type variables.

Suppose that ¢ = Va,.@ = v and ¢’ = Va}.@" = v' where none of the variables
a} appears free in o, P or P’ and none of «; or aj is involved in §. Hence:

S(Plo) = (SP|Va;.8Q = Sv)
S(P'lo") = (SP'|Vel.5Q' = Sv/)
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Given that C:(P|a) = (P’|&'), there are types 7; such that:
V= rifei]v and v PL Q' er P fir/e]Q

and such that - C = Az.Av' . Aw'.zef. Applying § to the above we obtain:

Sv' = S([r/ai]v)
= [87n/ai](S¥) {(none of a; involved in §)
v 5P, uw' S@Q’ S PLuw': Q")

T

S(e:P,f:[r:/e;)@) {closure property)
e:SP,f:[S7:/a;](SQ) (none of a; involved in §)

Hence C:5(P|o) > S(P'|o') as required, O

Proposition 5.13 For any lype scheme & and predicates P there is ¢ con-
version:

id:(Pte) > (P|a).
Furthermore, if C:(P|e) = (P'|o’) and C':(P'|e’) = (P"| "), then:

(C'o C):(P|a) = (P"]|o").

For the first part note that id:o > ¢ by Proposition 5.6(1) and v: PH v: P by
{id). The result follows from Proposition 5.11 since F Az.Av,id(zv) = id.

Now suppose that:
c=Va;.Q=>v, o'=Va.Q = v and " =Val.Q" ="

where the variables o] appear only in Q" = ' and the variables a} appear only
in @” = v”. By definition of conversions:

v' = [rfalv and ¢ P w i QK e P S n/a]Q

for some 7;, ¢ and w' (disjoint from v) such that b C' = dz.Av'Aw'.zef. In a
similar way,

V"= [rfail’ and o P w":Q" K e P 7 [r]/a]Q

for some 7], ¢’ and w” (disjoint from v) such that - C* = Az.Av". Aw”.ze'f’.

Since none of o} appear free in »:
v = [rlfaflv’ = [rj/e)([ri] ailv) = [7][ei]v
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where 7" = [rj/aj]7i. In a similar way, applying [r]/a}] to first of the predicate
entailments above and noting that none of af appear in P, P’ or ¢ we obtain:

v P w'i[r el | Qe Pof i1 fai) Q.
Hence (by transitivity) we have:
v P wt Qe el (e P f [ ] Q).
To complete the proof, notice that:

F Ar.C'(Cr) Az Av" dw.(Cr)e'f! (property of C')

Az v dw” (Av" Aw'.zef)e'f’ (property of C)
dedv" dw' [e' [, f [ w')(zef} (by (B.))

which is the required conversion. O

Proposition 5.14 For any type scheme o and predicate assignment v: P

there i3 a conversion.
(Az.Av.z):io = (Plo).

Furthermore, if C:o > (P|0’) and C':0’ 2 (P|o"), then:

(Az.Av.C'{Czv)v): (Plea) = (P"|6").

For the first part note that id: ¢ > ¢ by Proposition 5.6(1) and v: P # by
{term). The result follows from Proposition $.11 since Az Av.id(z) = Az.Av.z.

Now suppose that:
c=Yai.Q=v, a=V¥al.Q = and o' =Val Q"=

where the variables o appear only in @’ = v* and the variables of appear only
in @ = v". By definition of conversions:

v =[rijailv and v:iP,w’: QW e:rifa;]@Q

for some 7;, € and w' (disjoint from v) such that F C = Az.Av.Aw’.ze. In a similar

way,
V= [l and v:PLw" Q" [rifallQf

for some 7], ¢’ and w"” (disjoint from v} such that F €' = Az Av.dw" .z
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Since none of o} appear free in »:
V= [rifalv = [ /ai){[mifailv) = [r][ai]v

where 1/ = [r//a}]7i. In a similar way, applying [r/a}] to first of the predicate
entailments above and noting that none of o} appear in P, P or @ we obtain:

v P uw':[r][al]Q He:[r/a]Q.

From the second entailment (using v: P H v: P and combining using {univ)):
P Q" v P e [r]{a]]Q

Hence by transitivity we cbtain:
v:Pyw QTH [ uw'e: [ fai] Q).

To complete the proof, notice that:

F Az Av.C'(Cov) = Az v dw”.(Crv)e’  (property of C)
Az Av Aw” (Aw'.ze)e’ (property of C)
Az Av A w” [effw']lze  (by (B.))

Il

which is the required conversion. O

Theorem 5.18 If PIAF¥ E~ E': 1, then P|[AF E~ E': 1.

By induction on the structure of P | A F E ~» E': 7. The proofs for the cases
where the last rule in the derivation is (— E)* or (—/I)* are straightforward. The
reraining cases are:

Case (var)": We have a derivation of the form:

(z:(Vo;.@=v)) €A PHWe:[ri/e]Q
PlAF 2~ ze: [ri/ai]v

Hence we can construct the required derivation:

{(z:(Vo;. Q@ = 1)) € A
PlAb z~ 2 V0. Q= v (VE)

PIAI‘ZMI:[‘T.'/O.‘]Q#[T.',/O.']V PH 35["1'/“!']@
PlAF 2~ ze: [rifa|v

{var)

(=FE)
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Case (lel)*: We have a derivation of the form:

v P|AP E~ B 7' PlA,zid P F~ Flir
PlA'ﬁ (let::E’in F)M(let:‘:,\u'_E'inF’):T

where o/ = Gen(A, P' = t'). Hence we can construct the derivation:

vV P AR E~ E' 7

Y PIAFE<E .7 induction
: _ (=1)
AFE ~ A" E' . P! ! o' P~ B
d e =7 (v PlA. = il T induction

QAF E~ Mo E 0 PlAg,z:0' F F~ F' 1 1
PlAt(let z = Ein F)~+ (let z = Av".E'in F'): r

(let)

This completes the proof. O

Proposition 5.19 If P[AF E~+ B : 1, then EV(E") C dom P.

By induction on the structure of P| A F E ~» E’: 7. The proofs for the cases
where the last rule in the derivation is (= E)* or (—1)* are straightforward and
the proof for the case (var)® follows directly from (evars).

In the remaining case we have a derivation of the form:

v PAF E~E':7 PlA,z:0'P F~F 7
PlAF (letI=EinF)M(]etz=Auf.El‘inF’):T

where ¢/ = Gen(4, P’ = 7'). By induction EV(F') C dom P and EV(E’) C ¢
and hence EV(Av'.E") = 0. Tt follows that:

EV(let z = Av".E' in F') = EV(F') C dom P

which completes the proof. O
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Proposition 5.20 [f P|AP E~+ E': 1 and S is an arbitrary substitulion
of types for type variables, then SP|SAE E~+ E': ST,

By induction on the structure of P| A M E ~s E' ; 7. The proofs for the cases
where the last rule in the derivation is (— £)* and (—7)* are straightforward. The
remaining cases are:

Case (var)*: We have a derivation of the form:

(z:(Va.Q =v))€EA Ph e:[r/o]@
PlAP £~ ze: [r/a)v

Pick new variables # not involved in § so that:

SVa.Q = v) = S(Va.Q = v)
= S(V3.[3/a](Q = v))
= VB.5[B/al(Q = v)
and hence {z:(VA.5[3/a|(Q = ¢))) € 5A. Note also that:
SP K e:5([r/xdQ) (by (close))
e:5[Sr/al@

e:[ST/B(S[B/)Q)
Hence, by (var)*:
SP|SAE 1~ ze ; [S/B)(S[B/alv)
which is the derivation required since S[r/8](5(8/alv) = S([r/elv).
Case {let)*: We have a derivation of the form:

v P AR E~ Eir' PlAg,z:0' B F oo Pt
PlAF (letz:Ein F)M(letz::,\v’_E'in F']:T

where ¢’ = Gen(A, P’ = r'). By Proposition 5.8 there is a substitution R
such that:

RA=54 and Gen(SA,RP' = Rr') = S5Gen({4, P = ).
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Write ¢ = Gen(SA, RP’ = R7') = S¢’. The required derivation can now be

constructed:
viP AP E~ By @) PlAc,z: 0 P F~ F' i1 (b
a
v:RP|RA® E~ E': HrY' SP|5A,,7:8¢'F F~s F': 87 ()
viRP|SAE E~ E': Br' ' SP|SA,,z:aP F~ F': §7 ety

SPISAF (let z=E in F}~» (let z = M .E' in F'): §7'

(Steps (a) and {b) are obtained by induction whilst {c) and (d) are justified
by the equalities 54 = RA and ¢ = S0’ respectively.)

This completes the proof. O

Proposition 521 Ifv: P|AF E~ E' : 1 and Q H e: P then
GIAP E~[efuv]E : 7.

By induction on the structure of v: P|4A ¥ £ ~+ E': r. The proofs for the cases
where the last rule in the derivation is (— £)* and (—/)* are straightforward. The
remaining cases are:

Case (var}': We have 2 derivation of the form:

(z:(Va.P'=2 1)) €A v:PHW e':[r/alP
viP|AP £~ z2e' s [rfa]r’

By transitivity of H we have @ ¥ [e/v]e’ : [r/o]P’ and hence there is
a derivation @ | A F = ~ z([e/v]e") : [r/a]r'. The result follows since

z{fe/v]e’) = [e/v]|{ze').

Case (let)*: We have a derivation of the form:

viP AR E~ E " v:PlA i P F~ Flir
PlAP (letz=Ein F)~ (let 2 = 2" .E'in F'): 7

where o’ = Gen(A, P' = 7'). By induction, @ | A:,z:0’ ¥ F ~ [e/v]F' 7
and hernce:

QAF (let z=E in F)~u (let z = Ao .E’ in [e/v]F') : 1.
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By Proposition 5.19, EV(E') € ' (i.e. EV(A¢'.E") = §) and so:

lefv](let z = X' E' in F*) let z = {e/v){Av' E) in [e/v]F”

let z = Av'.E' in [e/v] F”

as required.

This completes the proof. O

Lemma 5.23 Suppose that A and A’ are type assignments, P and @ are
predicate sets and that v: P|AF E ~ E' : r for some type v. Then
v:P'|AP E ~ E': 7' forsome P! and 7' (instances of P and r respectively
under a single substitution) end

] id:Gen(A', @, P'= ') 2 (@| Gen(A, P = 7)).

Let p={FP = 71),a=TV(p)\ TV(A) and § = [/c] where 3 are new variables.
By Proposition 5.20, v:SP|SAF E ~ F': S7, but none of o appear free in 4
and hence this derivation is

Vv AP E~E

where P/ = SP and ' = S§r. Note that Gen(4,p) = (Va.p) = (V8.5p) and
that Gen(A', @, P = 7'} = ¥7.8.Q, Sp for some variables v since each variable A
appears free in Sp but not in A". 1t follows from the trivial observations:

w: @, v:SP R [B/8,v/1}(w:Q,v: SP)
¥ = 18/8,7/1)(57)

that Gen(4', @, P’ = 7'} > (Q | Gen{A, P = 7)) with conversion Az.Av.Az.zwy
which, by (.}, is equivalent to id = Az.z. O
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Proposition 5.22 I[f v: PIA'P E~ E i1 and C: A 2 (v:P|A"), then
v:P|AP B~ E: 7 withv:P|AF CB = E" : 7.

By induction on the structure of v: P]A’'F¥ E ~+ E': 7. For convenience, we write
v:P|AF E~ E* = CE': 1 as an abbreviation for the two judgements in the
conclusion of the proposition.

Case (var)’: We have a derivation of the form:
(z:(Ve|.Q' = )} e A" v:P W ¢:[7)/a}]Q
v:P|A"F 3~ ze' 1) faf]

Suppase A(z) = Va,.Q = v. By hypothesis, C:4 > (v: P1 A’} and so

{Az.20.C2): (V. Q = v} > (P|Ve. Q' = V).
By Proposition 5.6{3) we have:

id: (Vo @ = ) 2 [r{/a})(Q' = V)

and so by Proposition 5.11:

id:(P|Ve).Q' = V) 2 (P|[rj/a}}(Q" = +)).
Composing with Az.Av.Cz gives:

(Az.2v.Cr):(Va..Q = v) 2 (P|[7]/](Q = V).

Hence there are types 7y, evidence variables v’ and evidence expressions e
such that:

v P (n /e @ etrifen] @,

trj/ajly’ = [ri/ailv

and F Cr = Av'.ze.
By hypothesis, v: P # ¢': [‘r;/a‘j]Q' and hence v: P H [e'/v']e: [r;/a.]Q
using (eut). By (var)’, v: P|AF 2~ z([¢/v']e} : [ni/a]v but [r}/af]V’ =
[r:/et:]v and so this derivation is:

viPlAF 2~ z([e'/v]e): [r]/a)]V.

Finally, note that:

v:PlAF C{ze') = (Cz)e' {substitution)
= (Av'.ze)e {t Cxr = Av'.ze)
[¢'/v)(ze) (8.)

o

z([e'/v']e) : [7]/ally  (substitution)
which establishes the required equality.
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Case (—E)": We have a derivation of the form:

v:P|APE~E v =1 v:P|AYF~F 7
v:P|A'P EF~ E'F o r

By induction there are derivations:

VPIAR E~E'=CE:7 1
viP|AY Frs P = CF': 7',

Using (—F)* we obtain:
v:P|AP EF ~ E"F" : ¢
and v:P\AVF C(E'F') = (CE'NCF')= E"F": 1.
Case (—1)": We have a derivation of the form:

v P|AL P E~ E
v:PlA'E Az E~ Az E 7 T

By hypothesis, C:4 > (v:P|A’) and hence by Proposition 5.16(3):
Cei(Ag,2:7') 2 (v: P| AL z: 7).

By induction, v: P|A,,z: 7' ¥ E~ E* = C.E’ : r and hence:
v:P{A P A E~ A E 7o r

with:

v:P{AF C(Az. E) Az . CLE' {Proposition 5.16(1))

Az Bt a1 (F C.E' = EY),

il

Case (let)*: We have a derivation of the form:

viP AR E~a E s PlAL 2’ P Fir
PlA¥ (letz=Fin F)~ (let z = Ao".E' in F'}): 7

where ¢/ = Gen(A, P = 7). By Lemma 5.23, v': P"|A'¥ E~ E': 1" for
some P"” and 7" and id:0 > (P|o') where 0 = Gen(4', P, P" = ). We also
have id:(P|e") 2> (P|(P' = ') (Proposition 5.6(3) and Proposition 5.11)
and hence:

d:e > (PP =1,
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Note that v: P,v': P* # v': P” and that C:4 > (v: P, v': P”| A’) and so
there is a derivation:

v P AR Eas B "
v: P v i PYAE E B o r
v:P, v P'|AP E~ B = CE' : "

— Proposition 5.21

induction

It follows that B] A F Av.dv'.CE’ = Av.A¢".E” : . Next we consider the
derivation:

viPlAL 2’ P F~ Fim
Note that Clzufz]:(A;,1:0) > (v: P| AL, r:¢') and hence by induction
v:P|A,z:0 Fos F':7with v: P|A;,z:0F (Clzojz]F) = F': 1. It
follows from (let)* that:

v:P|AF (let z =FEin F)~+ {let z = Ao Av". E”in F"): 1
Finally, we have:

:P|A + C(let z = Av'.E' in F')

let z = Av'.CE' in C, F' {Prop. 5.16{2))
= let z={Av. 2. CE)v in C, F' (8.)

= let z = (Av. Ao . E")v in C. F’

= let r = [Av.\y/.E”/z](zv) in C.F' ({substitution)
let z = Av.Av' . B" in [z¢/z](C. F’) {Prop. 5.4(1))
let z = Av.Av'.E" in Clzv/z]F' (Prop. 5.16(4))
let z = Av.Av' £ in F".

oW

This completes the proof. O
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Theorem 5.25 Ifv:P|AF E ~+ E : g, then there is a predicate assign-
ment v': P, a type 7' and o term E” such thal v': P'|AP E~+ E" : 7' and
v:P|AF C(Av'.E"v = E' : ¢ where C:Gen(A4,P' = 1') > (Plo).

By induction on the structure of v: P|A - £~ E' : 0.

Case (var): We have a derivation of the form:

(z:0) € A
v:P|[AFrz~z:0

Write o = Va,.¥3,.p where p = (¢ = v), {&,} € TV(p) and none of the
variables 3; appears free in p. Pick new variables v, §; and let S denote the
substitution [v;/e;, §;/5;]. By (id), v': 8@} v':SQ and so:

v:SQ|AP 2~ 22’ Se.

Note that {z:0) € 4, so TV(e) C TV(A4) and TV(Sp)\ TV(4) = 7,
Thus:

Gen(A,5Q = Sv) = Gen(A,5p)
= ¥v.5p
= ¥y.|vifa]p (none of 3, free in p)
= Vo.p (renaming bound variables)
= Va,VB3,.p  (none of §, free in p)
= g.

Note that (Az.Av.z):0 2> (P{o) and hence:
(Az.Av.2):(5Q = Sv) > (P|oa).
which satisfies the theorem since v: P|A F (Az. dv.z)(Av'.2v)v = 2 : o using
(#), (Ae) and (n.).
Case (—+FE): We have a derivation of the form:
v:PlAFE~s E':7' w17 0iP{AFF F' o7
v:P|AF EF~ E'F' i 7

By induction, v': P’ A F E ~4 E" : v and C: Gen{A, P' = v") 2 (v:
P|l7 — t)such that v: P A F C(Av'.EMv = E' : ' = 7. Writing
Gen(A, P! = v') = Va;.P' = /, it follows that there are types 7; such that:

viPW eifrfeglP, = r=[r/a]y and + C=Aizhv.ze
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Applying the substitution [r;/e;] to the syntax-directed derivation for E
gives:

v':r /| P/ e]AE B~ B [ fai]d
None of ; appears free in 4 and hence this is equivalent to:
vVin/a)PPlAR E~ EY i o 1
Nate also that:
v:P|AF B = C(Av . E")v = (Az. dv.ze')(Av' EMv = [ /Y| B" i 7' — 7.
By a similar argument, v”:[v;/8,|P"| A F ~ F¥: 7' for some 3;, v,, P",
F", ¢" and v (disjoint from v'), such that:

viP W e":[v,/R)P" and v:P|AF F' = [¢"/v"]F" 1.

Let Z=(v': X,v": Y) where X = [r;/a,|P' and Y = [v;/5;]P" and hence
Z K +v:X and Z K »": Y. By Proposition 5.21 we can construct the
following derivation:

VXA E~ B it o1 v Y|AE F s Y r!
Z|AP E~E" v 571 ZIAR F~a P g
Z|AF EF ~ E'F" . 1

(—E)

Furthermore, v: PHF e': X,e”: Y and so:
(Az.dv.ze'e"): Gen(A (X, YY) = 7) > Gen(A, P = 1)
by Proposition 5.7. Note that id:Gen(A, P = ) > (P|r) and hence:
(Ar.Av.ze’e”): Gen(A, (X, V)= 7) 2 (v:P|T)

Finally, we have:

v:PlA F (Azdvze' e Ao A" EYF")v
= (A "B F)ete” (8)
= [e'fv, e"/v”](E”F") (8.)
= ({¢/v]E")([e"/v"]F")
= FE'F':r.

which establishes the required equality, the penultimate step being justified
by the observation that EV(E”) C ¢' and EV(F") C v".
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Case (—/): We have a derivation of the form:

viP|A;, T FE~ E T
r:PlAF Az E~ Az B i o T

By induction, v/ : P’ | A,,z:7 F E ~ E” : v and C : Gen(4, P =
v) 2 (P|7) such that v: P | A,,z: 7 F C{Av.E")v = E' : 7. Writing
Gen(A, P' = v) = Ye,. P = v it follows that there are types 7; such that:

v P W e:[nfa]P, 7=[rn/alv and F C = Az Av.ze

Note that
v:P|A;,z:7'F E C(Av'.EMv
(Az.dv.ze) (M. Ev

[e/e')E" = 7
and hence P|AF Arfe'fv|E' = Az E' i 7' s 7,

Applying [7,/a;] to the (syntax-directed) derivation for E above and noting
that none of the variables a; appear free in A we obtain v':[r;/a,|P'| A;, z:
7P E~ E":7 Hence by (—1)"

It

v inife] PlAP Az . E~ Az B i1 — T

Composing the conversions:

C: Gen(AJrija) P = 7 — 1)>Gen(A, P = (r' = 1)) (Prop. 5.7)

id: QGen(A,P=(r'"—>71)) 2 P=(r'—>T) (Prop. 5.6)

id : P=(r'—7) > (P|r - T1) {Prop. 5.10)
we obtain:

C:Gen(A,[nifa;|P = 7 > )2 (P|r' = 1)
This conversion satisfies the theorem since:

v:P|AF COAvAz.EMe = (Azv.ze’)(Av'Az.E")v

I u

(Av'.Az.E")e' (by {8). (8.))
= [¢//v](Az.E") {by {8.))
= Az.[e'fv|E" (substitution)

Ar. BNl —
Case (let): We have a derivation of the form:

v:PlAF E~ E':0 wi@Q|As,zi0bF F~ F'or
v:Pw:@QAb(let z=Fin F)~ (let z=FE'in F): r
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By induction, v': P'jAP E~ E" 0 and v: PlAF CAv' . E" v = B 1 0
where C':¢’ 2 (Po) and o/ = Gen(A, P! = ).

Similarly, w': Q| Ay, z:0 ¥ F s F: 7' and w: Q[ A;,z:0F COw' F")v =
F': ' where C: Gen{(A;,2:0), Q" = 7'} 2 (Q]7).

By Lemma 5.23, w': Q" | A, z:a P F~s F”: 7" where:
id:Gen(A, P, Q" = ") 2 (P|Gen((Az,2:0), Q" = ).
We can now construct the following derivation:
w:Q" A, z:0 P Fa BP0
v:Pow QA zio B F~ F" o 7
Vi |AR E~ B v Pow QU [A 2P R B
viPow':@Q"|AF(let z = Ein F)~ (let z = Av'.E" in F*): 7

i (a')
7 (b)
— {let 1

The step labelled (a) is justified using Proposition 5.21. The step labelled
(b) is justified by Proposition 5.22 using the observation that:

[C'zv/2]: A, 2:0" 2 (vi Pl A, z:0).

The term F* which appears as a result of this step is related to the term F”
by the equality v: P{A & [C'zv /2] F" = F™ ; ",

The process of establishing the necessary conversion for this derivation is
straightforward but requires several steps.

By Proposition 5.10 id:(Q|7) = (@ = 7) and composing with € we obtain:
C:Gen{(A;,2:0),@ = )2 (@ =T).
Noting that v: P H v: P we can extend this to:
Az Av.C(zv): (Pl Gen((A;, 2:0), @ = )= (P|Q@=T)
and then compose this with the conversion id above to give:
Az Av.C(zv): Gen(A, P, Q" = ") > (P|Q = 1}
By Proposition 5.10:
id:(P|Q=71)=(P,Q]7)
and composing these last two we obtain the required conversion;

Az Av.C{zv): Gen(A, P, Q" = 1) 2 (P, Q|7).

162




It remains to show that this conversiva relates the translation of let z =
E in F in the original derivation to that in the {(syntax-directed) derivation
given above:

v:Pw: @A F (Az ) e.C(zv))(Avdw'let 2 = Ao’ EY in F")vw
(by (8) and (B.))
= C{iw'let z = Av".E" in F")w
(Proposition 5.4, parts (2), (3) and (4})
= let z = . E" in Chw’ F")u
{using F [C'zv /2| F" = F'*)
= let z = Av'.E" in CAw' [C'zo/z])F"w
(z g FV{C) =)
= let z = Av . E"in [C"zv/z](C(Aw'. F")w)
{Proposition 5.4(1))
= let z =[Av" . E"/z])(C'zv) in C(Aw'.F"w
(substitution)
= let z = C'(Av".E")v in C{Avw' F'uw
(using b C'(Av'.E")y = E)
= let z = E'in C(Aw'.F")w
{using F C{Aw' . F")v = F")
let z=F'in F': 7

Case (= F): We have a derivation of the form:
v:P|[AFE~E:r=>p v:PH e
v:P|AFE~ E'e:p

By induction, v': P'|AF E -~ E": v and v:P|AF CAe By = E :
7 = p where C:Gen(A, P = ') > (P|% = p). By Proposition 5.10:

id:(Plx = p) 2 (P,x|p)
and by Proposition 5.11 (using v: P v: P, e:x):
(Az.Av.zve): (P,x]p) 2 (P|p).
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Composing these two conversions with C gives:
(Az.Av.Crve): Genl(A, P’ = ') > (P|p)
which ylelds the required equality:
v:P|AF (Az.Av.Crve)(Av'. E")v = C(Ad . E"Yve = E'c : p.
Case (=]): We have a derivation of the form:

v:Pow:im u:PIAFE~E' : p
viPie:PlAF E~ AwE 7= p

By induction, ' : P | AF E ~ E" . v and v: Pw :mu:P |A L
Clav . £")vwu = E': p where C: Gen(A,P' = v') > (P, 7, P'|p). Tt is
straightforward to show that:
(Az.Av Aw dw.zvwn): (P,x, P'\g) = (P, P'|x = p)
which, composing with C, gives C" = Az.Av.Av.Aw. Crvwu such that:
C':Gen(A, P =V} > (P, P |7 = p).

To complete the proof for this case, note that:

v:PlAF C'OAv . EMve = Aw. C{Av . ENvwwu = dw.E' : 7= p
using (8) and (8.):

Case (VE): We have a derivation of the form:

v:P|AF E~ E' :Via
vi:PlAF E~s E 2 [r/t]o

By induction, ' : PP|AF E ~ E": vand v: P|A b CAv'.E")v =
E': Vi.o where C:Gen(A, P! = v') > (v: P|¥i.0). By Proposition 5.6,
id:VYi.0 > [r/t]o and hence by Proposition 5.11, id: (P |¥t.0) = (P|[r/t]a).
Composing with C we cbtain:

C:Gen(A, P = v') = (Pl[r/t}w)
and the result follows since, using the equality given above:

0:P|AF C(Av". BN v = E' : [1/l]o.
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Case (VI): We have a derivation of the form:

v:P|AFE~E' 0
v:P|AF E~ E' :Vto

where { § TV(A) aud t € TV(P). By induction, v': P {4 P E ~ E": v/
and v: PJA + C(A'.E")v = E' : o where C:Gen(A, P' = V') > (P|o).
Write Gen( A, P’ = v} = (Va,. P’ = /) and suppose that 6 = (VF,.Q = v)
where none of 3; appears free in Gen(A, P’ = +*). Note that if t § TV(0o),
then Vi.c = ¢ and tbe result is immediate. We can therefore assume that
t € TV(o) and hence that ¢t & {a;).

Since C: Gen(A, P/ = v') > (P| o), there are types 7; such that:
v=[r/ait, v:Pw:QW e:[r/a])]P and F C =Aiz.iv.hw.ze.
Note that [rifa;] = [rifai, t/1] (because t € {a;}) and that { does not
appear free in P by hypothesis. Furthermore, f does not appear free in

Gen( A4, P’ = /) since that would contradict the hypothesis that ¢t ¢ TV(A).
These observations ate exactly what is needed to show that:

C:Gen(A, P' = ') = (v: P|VL.o),

and the equality v: P| A F c(Av'.E”)v = E' : ¥t.0 needed to complete the
proof follows directly from above.

This completes the proof. O

‘jheorem 5.26 If P|TAY E~+ E': 7, then P|TAE E~ E': 1.

By induction on the structure of P|TAF' E ~+ E’ : r. The proofs for the cases
where the last rule in the derivation is (var)™ or (—/)¥ are straightforward. The
remaining cases are:

Case {—+£)*%: We have a derivation of the form:

PITAP” E~E':r QIT‘TA}!’ F-uFrop T'T'yf‘r'—ra
U(T'P,Q)IUT‘TA}!" EF -~ BE'F': U«
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where a is 2 new variable, By induction, P | TA M E ~+ E' : r and
hence UT'P, UQ | UT'TAF E ~ E' : UT't by Proposition 5.19 (apply-
ing the substitution UT’) and by Proposition 5.21 (using the entailment
UT'P,UQ W UT'P). Note that UT'r = Ur' — Ua by definition of I/ and
hence we have UT’P, UQI|UT'TAY E~ E' : Ut — Ua.

By a similar argument, UT'P, UQ| UT'TAF F ~+ F': Ur’ and hence by
(— E)*we obtain UT'P, UQ|UT'TA B EF~ E'F': Un

Case (let)¥: We have a derivation of the form:

v:P|TAP‘” E~E 1 P’lT’(TA,,I:O‘)}F Fa F'or
P|T'TAF (let z =Ein F)~ (let z = Av.E' in F): 7'

where 0 = Gen(TA, P = 7). By Proposition 5.8, there is a substitution R
such that #TA = T'TA and Gen(T'TA, R(P = 1)) = T'Gen(TA, P = 7).
Write 0’ = Gen(T'TA, B(P = 7)) = T'e. The required derivation can now
be constructed:

v:P|TAY E«»E':r( P|T'(TA;,2:0)F F~a Fli v/
v P|TAFE~E 7 P|TTanz:ToP Fo F 7
vRP|TTAR E~E : Br  P|T'TA,,2:0)E F o F' i 7

PIT'TAY (letz=E in F)~ (let z = Av.E'in F): 7'

(b)
(<)
(let)*

where (a) and (b) are justified by induction and {c) follows from T'o = ¢'.

This completes the proof. O

Theorem 5.28 Suppose that v: P[SAVY E~ E' ;7. Then w: Q| TA
" E -+ E": v and there is a substitution R such that § = RT, r = Hu,
v:PH e:RQ and v:iP|SAF B = [efuw]E” : 7.

By induction on the structure of »: P|SAF E -~ E' i 1.

Case (var)": Suppose that (z:0) € A where 0 = (Va;.P = 7). Pick new vari-
ables f§; so that So = V3,..5[8:/a:](P = 1). We therefore have a derivation
of the form:

(z:50) € SA v:P W e:fn/B](5]B:/ 2] Q)
v:P|SA R -~ ze: [n/B)(S[Bifailv)
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Since (z:(Vai.P = 1)} € A and §; are new variables we have a derivation:
B/ a)QIAFE 2~ 2y [Bifa]e
Let R = S[7:/B:] and note that R = S. Furthermore:
(r:/B:(S1Bifailv) = Slrifeslv = S[ri/ Bill[B:/ eilv) = R([Bi/oxi]v)
and, in a similar way-:
vi P e:qn/BH(SI8:/ il Q) = e: R((i/ ] Q).
Finally note that [¢/v](zv) = ze which gives the required equality.
Case (—E)*: We have a derivation of the form:

v:P|SAR E~E 151 piP|SAF F~ Fot!
v:P|SAF EF~ E'F' ;1

By induction, v': | TAF E ~+ E": v and there is a suhstitution R such
that § =~ RT, v = 7= Rv', v: PH ¢': RP' and:

v:P|SAF E' = [e¢'/t|E": T = .

Writing SA = R(TA) we have v: P | R(TA)F F ~+ F' : ' and hence hy
induction »": P"| T"(TA) P F ~+ F": 1" and there is a suhstitution R’ such
that R~ R'T', " = R'v", v:PH ¢": R'P” and:

v:P|SAF F' = [¢"[v")F" : 7.

Note that (without loss of generality) we can assume that the evidence vari-
ables v, v’ and v" are pairwise disjoint.

Pick a new variable a and let R = R'[r/a]. Note that:

R'T'v
RTv

Ry

‘l'" — T

Rv — R'a
RV = a)

R"(T'v)

i

on

and hence R is a unifier of T'v and ¢/ — a. It follows that T'v £ (v = a)
for some most general unifier U such that R = U‘U for some [I'.
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By (—E)¥, there is a derivation:
Ul : T'P v": PYWUT'TAY EF - E"F": U«
Note that S= RT = R'T'T = U”(UT'T), U'(Ua) = R"a = 7 and:
viP W ¢:RP' ¢":R'PY {by (dist))
= :RTP,"RP" (RxRT)
{
(

R”(c’: TFPJ', erl:PH)
U'U(e’: T'P', e": P")

R” vy
Finally, the required equality can be established using:
P P!A I‘_ [ef/u ﬂ”/ﬂ”](E”F") — ([e /UP]E")([eH/v"]F") E'FI
Case (—/)*: We have a derjvation of the form:

v:P|SA,,s:r'E E~ E iy
PISAR Az B~ dz. B 7' o T

Let & be a new variable and set §' = S{r’/a] so that the derivation for
E cen be written as v: P | 8'(A;,z : @) ¥ E ~ E' : 7. By induction,
VP T(Asz:a) B E ~» E”: v and there is a substitution R such that
S=%RT, r=Tv,v:PK ¢:RP and:

v P|SAg, z:r' F B = [¢/fV]E" 7
from which it follows that:
viP|SAF [¢'/v'[(Az.B") = Az [/ v]E" = Az.E' : 7' — 7.

By (— )", there is a derivation v': P'| TA M Az.E ~» Az.E": Too — v.
Nate that § = 5’ ~ BT, v: P H ¢'; RP’ and:

B(Ta—+vi=RTa~Rv=1" 21
Case (let)*: We have a derivation of the form:

w:Q|SAF E~» E': v:P|SA; 20 F F~a F/or
v P|SAE (Ietz-EmF)M(letz-_,\wE"inF’) T

where ¢ = Gen(S4, Q = v). By induction, w': Q| TAF E ~ E": ¢/ and
there is a substitution R such that S = BT, v = Bv', w: @ W f': RQ)' and
uwQ|SAk E = [f[w')EY v
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Writing n = Gen(TA, @' = v') we have:

Rn = RGen(TA,Q =)
> Gen(RTA ,RQ = Rv*) (Proposition 5.8, conversion id)
= Gen(SA, R = R/) (S =~ RT)
= Gen(SA, R} = v) {(v= RV
> Gen(SA, Q= v) (Proposition 5.7, conversion Az.Aw.zf')
= g.

Composing these conversions we obtain (Az.Aw.zf’}: By > ¢ and hence:
R(TA;,z:n) = (RTA,,z: An) = (SA;, z:Rn) 2 (84;,z:0)
with conversion substitution [Aw.zf’/z]. It follows from Corollary 5.24 that:
v:P|R(TAzs,z:n)F F~ F": 1

where v: P |SA;,r:0t Awzff2)F' = F": 1.
By induction, v': P'| T'(TA,,z:q) ¥ F ~+ F' : 1 and there is a subatitution
R such that R~ BT, r = R'v', v: P ¢ :R'P and v: P|SA;,z:0
F" =[¢/fv']F" : 7. By (let)¥ there is a derivation:

v P |T'TAF (let z = Ein F)~ (let £ = Aw".E" in F7"): 1.

Note that R’ satisfles § =~ RT = R/(T'T),r = Rir'and v: P} ¢': R'P'.

Finally, we consider:

T

viP|A [e'/v)(let z = Aw’.E” in F™)

let z = Aw’.E” in {¢'/v'|F" {v' ¢ EV(Aw'E") = )
let z = Aw'.E" in F" {F F" = [e'/v}F")

let z = Aw'.E” in Dw.zf/z)F"  (F[Aw.zf' []F' = F")
let z = [Aw'.E"/z){Aw.2f') in F' (Proposition 5.4(1))

[ O O VO

let z = Aw.(Aw'. E*)f’ in F' (substitution)
let = Aw [f'/w]E" in F' (8.}
= letz=Ein F’ (F E' = [f'/u'|E")

which establizshes the required equality.

This completes the proof. O
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