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Abstract

This paper gives an untirmed denotational semantics for the concurrent programming languagr occam 2
It draws heavily on the semartiics for a large subset of proto-occam [26], but addresses the amplete ex-
tended language (to the extenl that the model allows). The semantic domain used is a “faflures|divergences’
miodel, modified to allow machine states to be properly deolt with. This means thaf issues of firness and

prierity are not addressed.
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1 Introduction

The occam programming language [19] was designed with the philosophy of eliminating un-
necessary complexities, thus keeping the language simple and elegant. This paper is a saccessor
to the denotational semantics for an early version of the language, given in {26]. The ain of that
paper was to show how traditional denctational semantic techniques could be readilyadapted
to this new type of language, and to provide a basis for subsequent formal work aboutand using
occam. The semantics of that paper have been used, directly or indirectly, in almost all of the
large amount of formal work which has been done since in the area, for example the development
of a congruent algebraic semantics [16], the development of the occam Transformation System
[11] and its applications, and Barrett's work on a hierarchy of congruent operaticnal smantics
[4]. The current extension is intended both to bring the earlier work in line with deveopments
in the language and to form part of an international standardisation effort for ‘occam ard its use
in verified systems’.

The main difficulties in developing a useful theory of occam, arising from the fact hat it is a
concurrent language, were overcome in the earlier paper. Further developments of thelanguage
have resulted in a new version, occam 2 [20], augmented by the addilion of data-types (ncluding
Aoating-point numbers and multi-dimensional arrays), type-coercion, channe] protowmls, side-
effect-free functions and a CASE construct. In addition, the separation rules governirg the use
of variables and channels, particularly array elemenits, have been made more restrictive with the
aim of allowing them to be mechanically checked. Another contribution towards this end is a
rule outlawing alizgsing: at no point in a program can the same item be legitimately rferred to
by two different names.

The correctly typed use of types and channels is well understood, and checkable by static
analysis; since only type-cortect programs will be considered, the new declaration forms will
have minimal impact on the semantics. The behaviour of flcating-point arithmetic ¢perations
according to the spedified standard {17] has been formalised and investigated [3]; that appropriate
operations exist over a suitable space and behave in the desired manner will be taken & given in
what follows. Value-preserving type-coercions cause na problem, requiring only the ransfer of
the item between parts of the value domain, and representation-preserving changes (RETYPES)
are defined to be, in general, implementation dependent.

The new expression and process constructors have to be included in the semantics, but have
been defined in a way which means that a minimal amount of extra machinery is required. The
anti-aliasing and separation rules make the management of the environment somevhat more
complex, as will be seen below.

Within this paper, considerations of brevity have led to the decision to leave some definitions
of standard or straightforward auxiliary functions to the reader. The functions treaied in this
way, along with a brief indication of their purpose, are

» ¢ — used to give meaning to (syntactic) operators on expressions;

s N — used to give meaning to literals;

« convert — used to shift values between parts of the value domain;

¢ round — used to round-off values then shift them between parts of the value danain;
» trunc — used to truncate values then shift them between parts of the value domain;

* minval — used to return the smallest element of a given type;
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+ maxwal - used to return the largest element of a given type;

+ disjoint — used to check whether the left hand sides of a multiple assignment are disjoint;
» inchans— used to isolate the input channels from a parallel declaration;

« gulchans — used to isolate the output channels from a parallel declaration;

+ awnchans — used to isolate the internal channels from a parallel declaration;

¢ addrs — used to isolate the mutable variables from a parallel declaration;

e Wy —used to allocate channels to processes defined in parallel;

e newchan — used to provide the information necessary for newly-declared channels;

s newtim — used to provide the information necessary for newly-deciared timers;

o newporf — used to provide the information necessary for newly-declared ports.

Care has been taken to ensure that this paper is not only applicable to particular implernen-
tations of occam 2, but rerains valid for all probable implementations. Maintenance of such
generality restricts the assumnptions which can be made regarding the structure of the store, and
for this reason it has not been possible to give definitions of those auxiliary semantic functions
whose definitions depend on the store. Given an implementation of the store, the definition of
each of the functions is straightforward. The funclicns whose definitions are necessarily omitted
are

o lookup — used to read the contents of a variable from the store;

update — used to update the contents of a variable in the store;
* & —used to combine the information contained in two stores;
s | —used to ignore part of the information conveyed by a store;

contents — used to calculate the addresses accessed while evaluating an expression;

« abode — used to calculate where the contents of a variable reside within the store;

o stariaddr — used to calculate the position of an array component within the store;

¢ Y — used to allocate store to processes defined in parailel;

* new — used to provide an area of store to hold the contents of a variable;

* markaddr — used to keep note of the utilisation of areas of the store;

 resirict — used to prevent variables altering within the scope of a value abbreviation.

The first part of the paper is concerned with the construction of a sujtable model]; the resultant
mode] shares many charaderistics with that used in [26), but requires richer value domains to
reflect the greater expressive power of occam2. An explicit alphabet for processes has been
incorporated into the model, and the structure of the refusal sets in the model has been altered
(recording channel names and not communications) to obtain a more natural congruence with
the language. The second part of the paper uses the model to give a denotational semantics to
occam 2, in the style of [22, 26, 29, 30].
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Throughout this paper, P(.X) will denote the full powerset of X (the set of all subsets of X,
while p(X) will denote the finite powerset of X (the set of all finite subsets of X| X~ will
denote the set of all finite sequences of elements of X, with {} denoting the empty sequence and
{a,b,..., z}denoling the sequence containing a, 4, . . ., z in thatorder. If 5, ¢ € X*, st denotes the
concatenation of s and ¢ (e.g., {a,b,¢){d,e) = {a,b,¢,d,e)),and s < ! (s is a prefix of t] if there
is some u € X* with su = ¢.

As in [26), the semantic demain for ogcam is based on the failures/divergences model for
communicating processes. This has now effectively become the standard semantic model for
studying and applying Untimed CSP. Included below is a summary of the laws which must
be satisfied by a process; the interested reader is referred o [6, 7, 8, 25] for descriptions and
motivations concerning the construction of the model. The version used here is that of[8]; recent
additions to deal with the possibilities of unbounded nondeterminism are not directly relevant
to this paper. It is, however, proposed to describe in a future paper how the infinite traces model
for CSP can be modified in order to deal with certain fairness concepts for occam.

The sets of failures and divergences of a CSP process satisfy the laws below (see [8]). If a
process P (complete with the set aP of events in which it can participate) has reprsentation
(F, D), where F € {(aP) x PlaP)and D C (aP)", then

N1) traces{P)[= {5 € (aP)* | (5.0) € F}] is nonemply and prefix closed
(i.e., traces(P) # @, and if s € traces(P)and t < s then ¢ € traces(P))

N2) if (s, X)€ Fand ¥ € X, then(s,¥) € F

N3) if (s, X) € Fand ¥ n{a € aP | s{a) € traces(P}} = @, then (s, XU Y) € F
N4) if (s, ¥) € Ffor each ¥ € p(X), then (s, X) € F

N5) ifs€ Dand ¢ € (aP}*, thenst € D

N6) ifs€ Dand X C aP, then(s,X)e F

The failures/divergences model A is defined to be the set of all pairs {F, D} satisfring these
laws.

If P ¢ N, f{P) will denote the [irst component of P, and 4(P) the second, There is a
natural partial order on A given by P C P'if and only if f(P) 2 f(P') and d(P)2 d{P’).
If P C P, then P’ can naturally be thought of as being more deterministic than P,for it has
fewer possible actions. A’ is a complete semilattice with respect to C; its minimal dement is
{{aP)y xP{aP),(aP)*) {(which represents the completely unpredictable process) and ittmaximal
elements are the deterministic processes, These can neither diverge nor have any cheice about
whether or not to acocept any communication.

The above model is adequate to represent the behaviour of programs written in CSP, with
all the CSP operators translating naturally to continuous functions over A. 1t is wellsuited to
reasoning about the nondeterminism which arises from distributed systems, and to easoning
about deadlock. Axioms IN5 and N6 correspond to the assumption that following the possibility
of divergence, subsequent behaviour is irrelevant. Hence divergence is something to be avoided
at all costs. The inclusion of these laws makes for considerable technical simplification at what
does not appear to be a very great cost. Since the model has well-defined close Inks with
behaviour, it is a good medium for expressing many correctness properties of processs.
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Purely parallel languages can be given an adequate denotational semantics by models whose
only primitives are communications, since one part of a program can only influence a disjoint
part by communication. However, in occam, one part of a program can influence another in two
ways. Firstly, it can communicate along channels with its parallel partners. Secondly, it can, by
assignmert to commeon variables, influence the behaviour of its successors. Any mathematical
model for occam will have {0 incorparate both these methods.

The first step in the construction of a model for occam is to provide the alphabet for an
occam proess P. Communication over occam channels is directional, and so it is no longer
enough merely to provide the set aP (which will now be the set {x.5 | x € CHAN A € X}
where X, given a more spedfic description on page 11, is the set of values communicable over the
channel x and hence determined by the protoco] associated with x) of atomic communications,
In addition to P, the direction of all the chanrels which the process could theoretically use
is useful, as are the areas of store which can be written to and those which can be read from.
The most convenient means of storing this information is to add two components to a process
description. The first component, representing the channels and denoted ¢, will be a partial
function from CHAN (the set of channels) to DIRECTION x PROT (the cartesian product of
the set {ir, out} representing channel direction, and the set of denotations of possible protocols
of an ocgam channel). The second component, representing the accessibility of portions of the
store and denoted £, will be a partial function from 4 DDFR (the set of addresses in the store] to
ACCESS {the set {ro, rw}). A process can read from but cannot write to areas of the store with
addresses mapped to ro, while it can read from or write to areas whose addresses are mapped
to ru.

The treatment of communication will be similar to that of [26], except that it is necessary
to take account of the way in which cocam processes communicate over chanrnels. Since the
handshaking that occurs in occam is tied to the channel, not to the value which passes alang
that channel, it does not make sense to say that a process can refuse to communicate some
commiunications over a chaninel but not others’. Therefore the alphabet used for communication
is separated from the one used for refusal sels, consisting of the channel names alene plus v,
which is used to denote refusal of termination (see below). Since the set of channels used in
any particular program is finite, in order to avoid the complexities of axiom N4 above, it will
be assumed that for any process dom(C ), the set of channels which can be used, is finite. To
avoid any errors being caused by a process not being able to claim the space in the store which
it requires, it will be assumed that the set A DDR of store addresses is infinite. Despite this, any
given process will use only a finite number of store addresses.

A process which can accept at least one value on an input channel must be able to accept them
all. In general, a process would be expected to specify precisely the value it is outputting; it is
possible for nondeterministic choice and ALTS to make more than one value possible, but never
an infinite number. This is important since it means that, when two processes are put in parallel
and the cmmunications which pass between them are hidden, no infinite branching (which
leads to unbounded nondeterminism) arises. It will be assumed that no non-divergent process
ever hasan infinite number of possible outputs over x after a given trace, since the presence of
finite branching means that an infinite number of different cutputs are only possible on traces
where it is also possible for the process to engage in an infinite sequence of internal actions - in
other words to diverge.

This statement applies even to inputs over variant protocols. Indeed this statement is particularly true, in some
sense, of communications over channels with these protocols. See the discussion on page 27 when the semantics of
input over channels with variant protocol is discussed in detail.



In occam, parallel processes can read from a shared area of store provided thatnone of the
processes can write to that area. Otherwise, at most one process can have access to an area at
any point in time. This restriction can be checked by examining the second alphabet component
(the partial function L] of a process description.

One process can communicate with another at any time before it terminates, but can only
pass on its final state when it terminates successfully. (Since the sharing of variables by parallel
processes is not permitted, its intermediate states cannot directly affect another process.) In
purely parallel maodels (for example in [7, 12]) successful termination has been modelled by the
communication of some spedial symboal: usually v, Thus all successful terminations looked the
same.

Perhaps the most obvious way of letting a process pass on its final state is to havenot one but
many vs -one for each possible final state. If this solution were adopted then a large proportion
of the alphabet of ‘communications’ would consist of these vs. A number of problems would
arise if all of these different vs were simply included in the traces and refusal sets.

Two of these problems are the same as previously addressed when considering communica-
Hon over channels. Firstly, it would not be appropriate to have a process which offered a choice
of which state it terminated in — when a process terminates, it terminates and gives the final state
it happens to be in. The solution to this is a single termination symbel v for use in refusal sets.
(This symbol is necessary since it provides the only means of distinguishing between a process
that always terminates and one which may nondeterministically choose to do nothing at all.)
The second problem would arise if the set of states were infinite and it were possible to have a
process that could choose from an infinite set of states to terminate in. Since sequential com-
position hides the value of the state, infinite branching and hence unbounded nondeterminism
would result. In fact this situation cannot arise in occam without the immediate possibility of
divergence, because of the finite branching properties discussed above. Thus it will be assumed
that a process which cannot diverge on a given trace has only a finite number of statesin which
it can then terminate. This condition is trivially satisfied in any language where the set of all
states for a given program is finite.

Finally, in a model where termination plays a more important role than before, the technical
complexities introduced by allowing non-terminal vs in traces areunacceptable (as well as being
unnatural).

The first two problemns could be sclved by treating ~ as though it were a channel; however the
difference between termination and communication and the final problem make the following
more attractive. First, remove v from the traces of processes (hence leaving only ‘real’ commu-
nications). A single symbol  remnains in the alphabet used for refusal sets, indicaling that a
process can refuse to terminate successfully. The secand component is expanded. Instead of
merely recording the possible divergences, the possible final states (contents of locations which
can be altered by the proocess) from successtul termination after any trace are recorded. It be-
comes a function from (aP)” to p(S) L { L}, where § is the space of final states and 1 represents
possible divergence. Further information about § will be given as the details of the model are
filled in; all that js necessary is that 5 contains enough information to enable processss to pass
on the values of variables still within scope to their successors.

Thus each process P is now represented by a quadruple {F, T, C, L}, with components
F € (aP) x P(dom(CYU {v}), T : (aP)y — p(5)U {1}, C: CHAN —— {in,out} x PROT,
and L : ADDR —— {ro, rw}. The interpretation of the behaviour of a process P, represented by
{F,T,C,L),is as follows.

(i} F (thefailures of P) lists all possible traces of the process, together with ail sets of channels



(ii)

(ii)

(iv)

(v

(vi)
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on which, after the trace, the process can refuse to communicate once it has stabilised.
(Hemee if, after some trace, the environment offers to communicate over a set of channels
which is niot a refusal set the process must, once internal activity has ceased, acoept some
element.] A process is said to have stabilised if internal activily has ceased and no further
activity will commence until communication with an external source occurs. The notion
of stability is necessary since without it there is no guarantee that the failures following a
given trace will remain invariant.

One of the possible elements of the refusal sets is v — this indicates that the process may fail
to terminate successfully (even though there may be some final states possible for the given
trace]. Thus it is possible o discriminate between a process which will always terminate
successfully and one which may nondeterministically deadlock or terminate suocessfully.
Termination must take place only when the set {v} cannotl be refused.

Termination can take place on any trace s for which T'(s) is a nonempty set of states.
Although T(s) may consist of more than one element, previous limitations mean it may
only consist of a finite number. When T(s) contains more than one element, the choice
of which final state occurs is nondeterministic. (T will be referred to as the termination
cornponieni of P.)

If T(s) =1, then the process is considered to be broken, The process might diverge or do
anything else at all.

C lists the abstract channels which may be used by the process, and the direction of each
such channel. Within the component the structure of communications which may occur
along each abstract channel the process can use are also recorded.

The acoess which a process has {0 areas of the store is recorded by L. A process can read
from but cannot write to areas of the store with addresses mapped to ro. This permits
more than one parallel process to safely use the same piece of store. A process can read
from or write to areas of the store with addresses mapped to rw. In such a situation, it is
not safe for another process in parallel to read fromn or write to the area of store with this
address. As time progresses, and parallel constructs terminate or are created, the store is
repartitioned.

With aP, CHAN and ADDR as described above, and a set S of final states, the space @ of
all processes P is thus represented by the set of all quadruples {F, T, €, L) which satisfy the
following ten laws.

F1)
F2)
F3)

T1)
T2)
T3)
T4)

C1)

Q2)
)

traces(P) [= {s € (aP)" | (s.8) € F}] is nonempty and prefix closed
(5, X)EFAYCX =(s,Y)EF
(s X)eFAYn{x|Idexes(x.0) ctraces(P)} =0= (s, XU Y] F

(. X)EFAT(8)=08= (s, Xu{s}}e F
Tls)=LAte(aP) = T(at) =1

Ta)=L A X Cdom(CYU{v]} = {s,X)€ F
Tis)#8AX Cdom(C)= (s, X} F

X138 €x%;9€ (aP)* « s(x.B) € traces( P)} C dom(C}

s{x.B) € traces(P) A (3p € PROT » C(x) = (in,p)) = {s{x7} | 7 € X} C traces(P)
T(s)#L A(p € PROT o C(x) = (out,p)) = {s{x-7}| ¥ € X} N traces( P) is finite



In the above s ranges aver (aP)", y ranges over CHAN, X and ¥ range over P(dam{C) U {+}).

These laws are just the natural extension of the laws governing A to the revised structure; if
P is represented by (F, T, C, L), then define f(P)} = F, {{P) =T, ¢(P)= C,and I[P) = L. In
what follows, BC L, Bu L=1forall B C Sand ¢ €L for all & € §. Moreover, L § & =L and
v l=Lforalleec Sand 1| A =L forall A € p{ADDR).

The new model clearly has a great deal in common with the old one. Because of the different
set of communications possible for processes with different alphabets, it is not generally useful
to compare processes with different € or L components. However, if P and P’ ar processes
with ¢(P) = ¢(P") and ! P) = I(P'), then a comparison can be meaningful. On the sssumption
that § has no important partial order of its own, if Q¢ 1y is the set of processes P with ¢(P) = €
and I(P] =L, Q(C,L) has a natural pa.ma.l order;

PC P & f(P)2f(P'YAVse€ traces(P')« i{P)s 2 I(P')s

P C P’ can be interpreted as meaning that P is more deterministic than P. Withrespect to
C, Q(c.1y is a complete semilattice whose minimal element is {Fy, T, C, L} (denoted Lic 1),
where Fy = (aP)"x P(dom(C)u{v}),and T (s) =L forall s € (aP)". L ¢ 1,is theompletely
unpredictable process with the appropriate alphabet; it may diverge immediately. The maximal
elements of Q¢ ;, are the delerministic processes, which are divergence free and never have
any internal decisions to make. A process P is deterministic if and only if it satisfies

{5, X}e fIP)=> X {xedom(c(P))|IF € x+s{x.0) € traces(P)} = 0
and

(s, {x}) ¢ f(P)A(3p € PROT » c(P)x = (out,p)) =
{8 € x| 8{x.0} € traces(P)} is a singleton set

and
t(P)s#£ 0= (s,{v}) & f(P) AL P)s s a singleton set.

The assumptions that all sets of final states are finite, and that following any traceof a non-
divergent process only a finite number of communications on any cutput channel are possible,
correspond closely to an assumption of bounded determinism. Of course, if the set £ of states
associated with any given area is finite, or if the set of communicable values for every channel is
finite, this assumption is vacuous.

Limitations of the model There is no concept of time in the model. Thus the occam2 iming
constructs (TTMER and AFTER) cannot be modelled directly, either for use in a process or as an
ALT guard. The mechanisms for dealing with time are now well understood for CSP,and their
application to occam will form the subject of a separate paper; here input over a timer is identified
with the nondeterministic assignment of an unspecified ‘random’ INT to the designatedvariable,
delayed input within a process is identified with SKIP and a branch of an ALT guarded by a
delayed input is not followed (such branches are included as a ‘timeout’ to allow recovery from
erronecus behaviour and following them would result in the possibly unacceptable omission of
parts of the process).

Another main feature lacking is an analogue of priority; there is no way of telling from the
model that a process would rather communicate ‘a’ than ‘b’ (say). An operational sernantics for
the purely parallel aspects of occam exists [4], and it is possible that a denotational semantics
along the same line could be developed; however, for the sake of simplidty, any treament of
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priority will be omitted, either between processes or amang ALT guards, and PRI PAR will be
identified with PAR, and PRI ALT with ALT.

The net effect of these omissions is to give a semantics to a program which is less deter-
ministic than one which took into account the timing and priority information: some execution
sequences which are apparently allowed by the semantics will in fact be exduded by a correct
implementation. This means that the correctness of a large part of an implementation can be
judged against this sermantics, since any implementation which gives a value to a process which
is not a refinement of that given here is certainly incorrect; what then remains is to check that it
is a refinement allowed when the effects of priority and real-time behaviour (which are, in any
case, to some extent implementation dependent) are taken into account.

Similarly, any effect of placement of processes on processors has not been laken into acoourit.
PLACED PaR is identified with PAR, and the command PROCESSCR and its associated expression
are ignored. This has no effect on the semantics of well-behaved programs, but may provide a
different interpretation of error and divergence in a network than expected.

The placement of channels, timers or variables at an absolute location in store s entirely
dependenton the particular implementation of the store and is thus not considered. Hence the
command FLACE. , . AT and its associated expression are ignored.

Finally, while giving a denotational semantics to the language, cutput over ports is identified
with SKIF and input over ports with the assignment of an unspecified ‘random’ value to the
designated variable. The motivation behind this decision centres around the fact that only com-
munications with external devices may take place over ports, and the modifications (complete
with their inherent complexities) necessary to give a more accurate interpretation do not appear
justified.

Additions to the language Within this paper, an extension of occam 2 will be included. On
defining processes in parallel, the option of prefixing each of the processes with a Paralle! Decla-
ration (U ¢ PD) will be given. When processes are defined in parallel, it is necessary to set up
lIocal alphabets for each individual process. Normally within occam 2 the necessary information
comes from syntactic analysis of the parallel processes. Here the information can come in two
forms. Firstly, if parallel declarations do not accompany the processes, it is possible by syntactic
analysis of the parallel processes to determine consistently which channels are for input, which
for output and which are intemal. It can also be determined to which global variables each
process inlends to assign. Secondly, if each parallel process carries with it a parallel declara-
tion, these declarations provide a concrete indication of the intended channel use of each of the
processes, splitting the global channels each process intends to use into three categories.

OWNCHAN means that the channel(s) are for internal use by the process.

INCHAN means thal the channel(s] are to be used by the process for inputting,

OUTCHAN means that the channel(s) are to be used by the prexess for cutputting,
For simplicity? it is insisted that if a process carries with it a parallel declaration, the declaration
must also mention to which global variables the process intends to be able to assign.

¥ = USING (OWNCHAN {chan}, INCHAN {chan},OUTCHAN {chan}, VAR {var})

At first glance jt may appear that the inclusion of parallel declarations is superflucus. This is not
the case since if a channe] which is currently in scope is not mentioned by any of a collection of

2 Although the jssue of mentioning variables explicitly is arthogonal to that of mentioning channels explicitly,
the resultant exponential increase in the humber of clauses neressary to deal with parallel composition makes the
inclusion of both optians independently undesirable.



processes defined in parallel, syntactic analysis of the processes cannot be guaranteed b allocate
the channel to a particular compenent.

The need for parallel declarations comes about from the dedision to use as the semantic
domain a derivative of the failures/divergences model for CSP, with paratlel composition and
hiding, rather than a derivative of a model for CCS, with parallel composition and restriction.

The inclusion of parallel declarations means undeclared channels are given a more natural
meaning, and promotes conventions which are, in any case, good programming practice.
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3 Denotational semantics

In this section, the model previously constructed will be used to give a natural denotational
semantics o the whole of the language occam 2, up to the restrictions discussed at the end of
the previous section. Having constructed what is essentially a hybrid model, one might expect
to be able to adapt work on purely parallel and sequential languages. This does indeed turn out
to be the case, as there are few parts of the language which make demands on both aspects of
the model.

For ease of presentation, occam syntax has been linearised in this paper. For example,
SEQ (P, Py,..., Pa)is written instead of

SEQ
Py
Py

£y

In the previous section an abstract space S of final states was introduced. In devising the
space of machine states it is necessary to bear in mind the réle which states play in the model:
passing on information from one occam process to its successor, The only way cne occam
process can influence its successors is by modifying (through assignment or input) the values of
variables: it cannot change the binding of identifiers outside its own text in any other way. In
order to protect against a process altering the contents of locations from which it is only permitted
to read, and to avoid unwanted distinctions between processes, final states will only record the
contents of locations which may be written to. Thus the states will resemble the restriction of
the ‘store’ - a function from locations to storable values (see below] - to the writable locations of
the process,

Throughout this paper the store will be thought of as a map from addresses {the jdentifiers
of atomic pieces of store) to atomic pieces of information, Because any process is capable
of accessing only a limited set of variables, the store associated with any process will be a
partial function. Reference to variables involves the use of multiple addresses, the number being
dependenton the particular implementation of the store under consideration, and for this reason
the decision has been iLaken to abstract away from addresses where possible and use ‘Jocations’
- pairs containing the starting address of the variable’s contents in the store and Lhe type of the
variable (from which, given the implementation, it is possible to calculate how many addresses
are used to refer to the contents of the variable). This abstraction limits the retyping which can
be modelled but is necessary if maximal generalily is to be maintained.

Because of the implementation dependent nature of the store, ail access to it will be via the
auxiliary functions lockup and update and the operators @ and |.

logkup : § — LOC; — Vy

{ookup takes in a store and an area of store which houses a variable and returns the contents of
the variable in the store, Use of the domain V; (the domain formed by lifting each element of V
above the new element Ly while maintaining the internal order of V) allows Ly to be returned
if the variable has not been initialised. fookup is strict in each of its arguments.

update : § — LOC; — Vp — §



update takes in a store, an area of store which houses a variable and a storable value. The result
is the supplied store, modified to map the given area of store to the storable value. Within the
language it is possible to pass an array prefixed by an integer (indicating how many elements
of the array should be considered) along a channel. The presence of this option meansthat the
function update must allow assignment to part of an array, not corrupting the information held
in the remainder of the array while doing so. update is strict in each of its arguments.

As the sernantics are developed, and the set of mutable areas [set of addresses whose wntents
can be altered) changes, the need to deal with stores with different areas will become apparent.
If o, and o4 are two stores, they can be combined using 3.

@:5x85— 8§

@ © 0 joins two stores together, allowing o, to influence the result on addresses they have in
cormmon.

The importance of restricting stores has already been emphasised; | will be used for this
purpose.

1: 5 x p(ADDR) — 5
o | A returns the store which is formed by picking the contents of ¢ indexed by addresses
contained in A.

Fach of the above rely heavily on the particular implementation of the store under consider-
ation, and consequently their definitions are not included.

A separate environment will be used to map identifiers to locations, constant values, channels,
procedures, protocols and so on.

This distinction between environment and store is a familiar idea in denotational semantics;
the way the present model is constructed means it is again appropriate here. The management
of environments and stores relative to sequential languages is well understood, and as in [26]
the only potential problem is with handling the store within a PAR construct, As previously
described, parallel occam processes do not use shared variables for communication. Global
variables may only be used in a very restricted way: either one process can use a given variable
normally or all processes can read from the variable but none can write to it. This idea corresponds
to giving each paralle! process a distinct portion of the store and reserving the remainderas read
only for the duration of the parallel command. The state will be constructed at the end of a
paralle]l construct by the ‘distributed termination’ property of occam processes - a PAR construct
can only terminate when each of its components can terminate (and thus yield its own component
of the final state].

In order to give a denotational semantics to occam processes, it is necessary to know the
structure of the alphabet of communications between processes. As noted earlier, each comrnu-
nication will have two components - a vessel along which the value passes (an abstract channel
of some protacel), and the value to be communicated (in the case of a non-variant protocol,
a collection of storable values; in the case of a variant protocol, a collection of storable values
prefixed by a tag).

Given that a process P uses the channels {xg, X, - - ., xa }. the set of possible communications
along channels which the process @an undertake is, as was previously mentioned on page 4,
aP = {x;. 8| i€ {1,...,n}Af € %) [Throughout this paper, ¥ will be used as shorthand
for 7 - the set of values communicable over an occam channe] with protocol p — wherep is the
protocol assodated with x in the current scope. The definition of 7 for an arbitrary protocol p
will be given later, on page 16, when the form in which protocols appear in the environment has
been described.) Note that no distinction is made between ‘input’ and ‘output’ communications,
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since the relevant information already appears in the alphabet components of the process and
would be confusing to duplicate.

Processes (P € Proc) The definition of the syntactic domain of processes, based on [20], is
included in the appendix. All the constructs of the occam 2 language are present, but the
restrictions previously discussed mean that certain constructs may be given a less deterministic
meaning in the semantic domain than expected.

3.1 Semantic domains

The existence of the following semantic domains is supposed:

v € V —domain of storable values. This contains elements of all data types and arrays thereof.
u € TTIMER — domain of timers. An abstract set of tokens allowing identification of limers.

= & PORT — domain of ports. An abstract set of tokens allowing identification of ports.

¥ € CHAN — domain of abstract channels, as referred to in the previous section.

a € ADDR — domain of addresses in store, as referred to in the previous section.

¢ € TAG — domain of tags. An abstract set of tokens.

x ¢ IDE — (syntactic) domain of identifiers.

[For tkelanguage under consideration, V has the form (BOOL | ® + (BYTE )® + (INT)* + (INT16)* +
(INT3Z)® + (INT64)® + (REAL32)® + (REAL64)™ where T is the set of elements of type t [e.g.,
BCOT, = {true,false}) and X ®, as defined below, is the domain of arrays with components drawn
from X

There is no need in this work to suppose that any of the above domains is partially ordered
or contains a ‘bottom’ element. It will, however, be necessary to deal with errors. Given any
semantic domain X, the domain X U {error} will be dencted X *. If X is partially ordered, then
etrpr will be incomparable with the other non-bottom elements of X +.

For any semantic domain X, the domain of arrays each of whose components is drawn
from X, X®, isof theform [, cn- X Tswhere X T {(} = Xand X [ {n)s = {X T 5)". Useof
this seemingly complicated definition ensures that for every dimension of the array, each of the
compoenents is of the same type. When the domain X*® is used, it will often be useful to be able
to extract the set of elements contained within a particular instance of the domain. This will be
done with the aid of the auxiliary function elements which for r € X is defined

elements () = 4
elemenis (z: zs) = {z} U (elements z5)
elements (zs: zs5) = (clements zs) ) (elemenis xss)

Given a domain X, X* wiil denote the domain consisting of sequences of zero or more
elements of X, and X* will denote the domain consisting of sequences of ane or more elements
of X. Notationally, elements of X* and X* will be regarded as partial functions from Nto .X. If
X hasa partial order, in X" and X* sequences of the sarme length are ordered component-wise,
with sequences of different lengths being incomparable.
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In the domain (X*)y, formed by lifting each element of X* above the new element 1 while
maintaining the internal order of A*, concatenation of sequences is strict in both arguments (i.e.,
15=1 and s1 =1 for any sequence s).

If s € X™, 5[n] (0 € n < #s) denotes the nth element of s, and s[n...m] [0 € n,n Em,m £
#s) denotes the sequence containing the nthto {m — 1) th elements of s inclusively.

In order to give a denotational sernantics to the language, several spedfic semantic domains
need to be constructed. This is done using the above notation.

LOC = ADDR x TYP

LOC is the domain of locations, used to pravide acoess to blocks of store representing variables.
A location is a pair — the first component contains the starting address of the block and the
second component contains the type of variable stored in the block. From this information (and
the particular implementation of the store under consideration) it is possible to determine which
addresses make up the required block. Within the definition of ZOC the domain TYP of types
of variables has been used. The definition of this domain (which consists of a set of tokens),
along with those of the other domains concerned with type information, are included next.

TYP = N x{{BOOL)UINTEGER U REAL)
INTEGER = {BYTE,INT,INT16,INT32, INTS4}
REAL = {REAL32,REAL64}

T¥Pis intended to provide the type of variables. Within the definition primitive and array types
must be catered for, and to facilitate later work it is beneficial to have separate subcomponents for
each family of types. For simplicity the syntactic names of cccam types {e.g., BOOL, BYTE, INT)
have been used as the abstract tokens. Arrays are represented by a natural number sequence
recording the dimensions (e.g., [1]{2][%] INT is represented by ({!, 2, 3}, INT)]. For anytype t,
the set of elements of type ¢ will be denoted 7. Care must be taken to make this distinction, since
INT (a set of values} differs considerably from INT (simply a token).

CTYP!I = TAG DATA*
CTYP2 = DATA%
DATA = TYP+ (INTEGER: TYP)

CTYPI and CTYP2 are the domains of communicable types. They contain the types which
a communication along a channel may have, and hence must deal with variable length arrays
and communications on channels with variant or sequential protocols. In order to facililate the
construction of the demain of channel protocols, one domain (CT YPI) has been used io deal
with tagged types and anather (CT V' P2] has been used to deal with untagged types.

PTYP =(NU{L})" x ({BOOL} U INTEGERU REAL)

PTYP is the domain of parameter types which will be used in procedures and functions. The
difference between this domain and the one used to record variable types is that if a paameter
is an array, it need not explicitly give the size of any of its dimensions. To deal with this, an extra
token L has been included in the set of possible array dimensions.

PROT = {aNY}U CTYPI% U CTYP?

PROT is the domain of channel protocols. As expected the definition draws heavily onthat of
cormmunicable types, but it is also necessary to take account of the anarchic protocol ANY. Com-
munication on a channel with non-variant protocol must always consist of the same sequence
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of types, but communication on a channel with variant protocol may consist of any one of a
number of tags followed by its corresponding (possibly empty) sequence of types. The dedsion
to provide two domains of communicable types allows this restriction to be dearly conveyed.

ENV = (IDE — D*) x VSTATUS x LSTATUS

ENV is the domain of environments. The canstituent domains are defined below, along with
a brief explanation as to their purpose. The use of D* allows identifiers which have not been
declared in the scope to map to ervor,

If p € ENV then gy, py and p; will dencte the first, second and third components respectively
(sothatp={pr,pv.pr)). f £ € IDE then p[z] will mean p; [z]: similarly plx] willmean pv [x]
(x € CHAN)and p[a] will mean p;fo} (a € ADDR). If z € IDE and 6§ € D* then p[6/z] will
denote the environment which is the same as p except for mapping r to 6. Corresponding
interpretations will be put on p[r/x] and p[r/al.

VSTATUS = CHAN —— (PROT x {{.u,i,0})

VSTATUS is the domain of functions intimating, the status of those abstract channels which can
be used within the current scope. Abstract channels not in the domain of VSTATUS cannot
be used within the current scope; this protects against parallel processes attempting to claim
the same abstract channei for different and unconnected purposes. In any particular function,
each such abstract channel is mapped to a pair, the first compenent indicating the protocol of
the occam channel currently associated with the abstract channel and the second component a
token depending on the use of the abstraci channel.

I means that the channel has not been assigned to a particular identifier within the current
scope, but is free to be assodated with one if required.

u means that the channel has been assigned to a particular identifier within the current scope,
but has not had its direction determined.

1 means that the channel has been assigned to a particular identifier within the current scope,
and is restricted to participating in only input communications.

© means that the channel has been assigned to a particular identifier within the current scope,
and is restricted to participating in only output communications.

LSTATUS = ADDR —— {{,r,u}

LSTATUS is the domain of functions intimating storage use. Addresses not in the domain
of LSTATUS cannot be used within the current scope; this affords protection against parallel
processes using the storein anunacceptable way. A typical member maps each address accessible
within the current scope to a token, the choice depending on the stabus of the address.

f means that within the current scape the address is not associated with a variable, but can
if necessary be associated with a ‘read-only” or ‘read /write’ variable.

r means that within the current scope the address is associated with a global ‘read-only’
variable ar a variable which is the subject of a value abbreviation. The variable associated
with the address can be read from but not written to.
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u means that within the current scope the address is associated with a variable having
unrestricted use. That is, the variable associated with the address can be written tcas well
as read from.

The domains VSTATUS and LSTA TUS contain the information necessary to form the alphabet
components of a process description.

D = LOC+(ax p(ADDR)x LOC)+V + TIMER* +
(TYP x PORT®) + PROT + CHAN® + NP + TAG

D is the domain of denotable values, storing the information associated with an identifier which
will not change. Each component deals with a particular genre of object which an identifier
could denote.

LOC deals with variables. As previously mentioned, given the starling address and type of a
variable, one ¢can uniquely determine the area of store in which its current value can be
found. The variable may be of primitive or array type.

a X g{ADDR) x LOC deals with variables abbreviated within the current scope. The only
access to such a variable which is allowed is a further abbreviation of a disjoint part of
the variable. Verifying that further abbreviations refer to disjoint parts is made possible
by keeping a record, in p(ADDR), of the addresses associated with the variable whose
contents are currently abbreviated.

V deals with constants. In pccam the type of a constant, again of primitive or array type, can
be uniquely determined from its value and hence type information need not be included
here.

TIMER® deals with timers, mapping each such item to an abstract timer. Although vith the
current interpretation of timing it would be sufficient o map every timer to the sarme token,
this is unnatural and would lead to problems if timing were to be modelled.

TYP x PORT* deals with ports. As with timers the fact that it would be sufficient to map each
port to the same token is ignored. TYP records the intended type of each of the ports.

PROT deals with named protocols, the form of the protocol being stored for future examination.

CHAN® deals with channels, The protocol associated with an occam channel can be extracted
by examination of the function VSTATUS and hence protocol information need not be
included here.

NP deals with named procedures and functions. Its predse form will be defined hter {on
page 48) when it is required.

TAG deals with the tags necessary for channels of variant protocol.

Within the above definition of D, domains of the form X ® (arrays whose components are drawn
from the set X, as described on page 12) appear. The use of such domains is necessary since
when arrays of channels, timers or ports are declared, one abstract channel, timer or port must
be associated with each individual component of the array.

In the course of defining semantic functions a few further semantic domains will be used.
Definitions will be given as the semantic domains appear.
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Communicable values Having described the semantic domains abowe, it is now possible to
give a concise definition of # for each instance of .

For # € PROT, ¥ is to be the set af communicable values over a channel of protocol ¥; for
J € TYP, ¥ is ta be the set of elements of type ¥ 7. Hence:

(0o ... vn_gin) = {g ... Ve U {ig}

(Vo oo Uney (tnwn)) = {wg ... vy} U ({ea)} x W05)
(po...pa) = Dox--xP5
maxuval s
o= J (x@
=2
({n}ns.T) = ((ﬂs,r})'|
BOUL = (true, false)

{n | minwal 2 £ n < maxwal 5}

el
Il

= the set of values expressible in the real type f

maxval INT

ANY (BYTE)*

If

k=1

[Here 1 stands for an arbitrary primitive type, ¢ stands for an arbitrary primitive or array type,
& stands for an integer type (incdluding BYTE), and minwal and maxoal respectively denote the
smallest and largest values expressible in a given type. An arbitrary element of the domain
DATA s denoted by p,, an arbitrary sequence of elements of DATA by w;, and an arbitrary
sequere of elements of DATA prefixed by a tag by v. The symbols ¢; denole elements of the
domain of abstract tags (TAG).)

3.2 The semantics

Detailed descriptions of several of the necessary semanlic functions will be given, with most
attention being paid to the 'higher level’ semantic functions. The remainder are fairly standard,
and should not prove too taxing for the reader to define. The main semantic functions are listed
below.

C:Proc— ENV — 5 — @

This is the function used to give a semantic meaning to an occam process. Given a program
segment, an environment and a store it yields an element of Q. In the definitions below, all
execution errors map a process to the minimal element with appropriate alphabet (e.g., an
erroneopus process P — with environment p (yielding the alphabet components € and L) and
store ¢ —is mapped to L, ¢ 1)) from the point in its communication history where the error arises.
There is no reason why more sophisticated semantics could not be devised which allowed for
a gertain amount of error recovery, perhaps by introducding extra elements into the semantic

*since PRO T incorparates T Y P as a specific case, by defining the aperator over PROT the (expected) meaning
over TYPF is aulomatically inherited.
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domain. The present approach, however, has the advantage of simplicity. The identifiation of
errors with the bottom element uses the striciness of the model and semantic operatorsto give
a severe if elegant view of errors. Just as understanding the implications of an execution error
in one component of a paralle]l network on the behaviour of the whole is more complex than
in a sequential one, 50 the introduction of detailed error-handling into the naturally-ocurring
domain and the semantics is more trouble than is warranted in most circumstances, though it
coultd be done by introducing extra error elements throughout the domain.

C; : Proc—. ENV — § — P{(aP)* x P(dom(C}U {+}))
Ce @ Proc — ENV — 5 — ((aP)" — p(S)u{L})

é : ENV — (CHAN —— (in,oul} x PROT)

e : ENV — (ADDR —— {ro, ru})

These functions calculate the individua) components of C [P] o, sa that
C[Pleo = (C; [P)oo.Cc[Ploo.d o500}

The third and fourth components of C]P]pe do not depend on the state o; passing around
additional arguments on which functions do not depend is unnatural and for this reasonlas well
as considerations of clarity) the dedision was taken not to supply ¢ as an argument to eilher ¢ or

-
D Decl — ENV — ENV;

This function carries out the modifications to the environment caused by declarations. When
an error occurs, the value produced is the bottom environment 1. In what follows an abitrary
member of Decl will be dencted A.

A: Spec — ENV — § — ENV,

In occam it is possible ko use specifications {(abbreviations and retyping) as well as declarations
within a process. This function carries out the modifications to the environment caused by
specifications. Erronecus specifications lead to L being returned. An arbitrary member of Spec
will be denoted €.

ev : (CHAN® + TIMER® +{TYP x PORT%®)) —
(INT + (INT x INT)) — (CHAN® + TIMER® + (TYP x PORT%))*

le : LOC — (INT + (INT x INT)) — LOC*

These are important auxiliary functions which simplify the definitions of the main smantic
functions by extracting components of arrays. ev returns the portion of its supplied array
of channels, timers or ports referred to by its second argument; v returns the portien of its
supplied location referred to by its second argument. The definitions should help to clarify
the store model being used and the distinction between locations (pairs of types and starting
addresses) and addresses.
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The definition of the function cv is:

evzsn = zs[n]
if 79 € CHAN® A 0 < n < iz
ecwrsn = zx3[n}

ifzs € TIMER® A @ < n < #z9

ev{r.es)n = (r,z8[n])
if (r,z5) € TYP x PORT® A0 < n < Hzs
cvrs{n,m) = z.-i[n...n+m]

ifxsc CHAN®A Q@ <nAO<mAn+m < fzs

zs[ni...n+ m)

ifzse TIMER®AO <nAaf<mAn+m < #zs

cv zs (n, m)

co{r,zs}(n.m) = (r,zs[n...n4+ m))
F(r.zs) € TYPx PORT® A0 <nAD < mAn+m<dizs

cvyz = eror
otherwise

While that of v is:
wia,({(z)zs,7))n

(o’ {zs,7))

where startaddr (o, [{:}z5,7)}n = o
f0<n<z

(o', ({m)zs, 7))

where sterladdr (o, ({z)zs, T))n = o
fo<nAg<mAntm < ¢

tw (@, ({2)25.7)) (n, m)

v Ay error

otherwise

In the definition of {v the auxiliary function siartaddr has been used. This fundtion takes in a
store location (which is currently associated with an array) and an index and returns the starting
addressof the array component with the given index. Its definition is implementation dependent
and hence is not included.

£ Erp— ENV — 5§ — E|

Within the definition of this function the domain E hasbeen used. F is the domain of expressible
values and has the form

E=LOC+ (ax p(ADDR) x LOC)+ CHAN® + TIMER® + (TYP x PORT®) + V*

it is necessary to include V¥ as a component of E in preference to V sinee value processes in
occam are not restricted to returning a single expression.

The purpose of this function is to evaluate the natural value of expressions (e.g., if the
expression refers to a location, the iocation and not its contents is returned) with the atim of
minimising the amount of work which must be repeated to deal with expressions as l-ualues
and r-walues. The result of the function is an element of £}, the domain derived from E by the
addition of an extraelement 1 s which will represent all ‘errors’, both those detectable at run-time
and those which result in non-termination. The domain is ordered with Lg below each of the



elements of £. Use of this domain allows all expression evaluation errors to be mapped ta the
same element, while allowing refinements to accommodate a certain amount of error rewvery.
One possible refinement would be the use of the domain (E+);, with immediately detectable
errors (e.g., division by zero) being mapped to error, and all other errors (e.g., a looping function
call) being mapped 1o L ¢.

Ev : Emp— ENV — 5 —V;
£ya 1 Ezp-— ENV — 5 — (V&)
£y : Ezp— ENV — 5 — LOC}

fo : Etp —s ENV —— § — (CHAN + TIMER + { TYP x PORT));

These functions evaluate an expression and return an element of a particular form. The target
domain of each of the functions is X; for some X; in order to avoid a proliferation of bottom
values’, which would in turn lead to unwanted distinctions between processes, the bottom
elements of each of the domains will be naturally identified with Lg.

&y takes in an expression, environment and store and returns a storable value [the r-wlue of
the expression]“. If the expression evaluates to a storable value, it is returned; i it evaluaes to a
location, the contents of the location are returmed; otherwise 1 is returned.

£y takes in an expression, environment and store and retumns a sequence of storable values
{the sequence of r-mlues of the expression). For all non-erroneous expressions except value
processes (VALOF) this sequence will have as its only element the result of £v; value processes,
however, may have more than one storable value as their result and in this case the sequence of
results of the value process is retumed.

&1 takes in an expression, environment and store and returns a location (the f-ualut of the
expression)’. If the expression refers to a slice or component of an array of variables, the starting
address returned is that of the particular portion of the array referred to, and not necessarily the
starting address of the array itself. Jf the expression does not evaluate to a mutable variable, 1 ¢
is returned.

£¢ takes in an expression, environment and store and returns a channel, timer or port (the
channel value or c-value of the expression). If the expression evaluates to a single charnel, the
abstract channe] returned; if it evaluates to a single timer, the timer is returned; if it evaluates to
a single port, the port along with its associated type is returned; otherwise 1 ¢ is returned.

The functions are all obtained by suitable coerdions of £.

(£[e]pollo] ifE[e]po e VE A #(E[e)po) =1
Ey[e]pcr: lockup o (£[e]pa) iEE|e]pae LOCAE]e pa:(a,!).‘\p[a] € {r,u}
Le otherwise
£[e]lpo it £[e]po € VE
Evale]pa = § (ookup o (£[e]po)) i £]ejpo € LOCA £[e]po = (e, t)n pla] € {ru}
1g otherwise
| €le]oe itEle]pee LOC AE[e]po=(a,t)Apfa] =u
tule]oo = { Llg otherwise

*This Function is often referred toas & in the literature. Within this paper the existence of channels meansthat the
use of R is not particularly suitable.

5This function is often referred to as £ in the literature. Again the existence of channels within this paper limits
the suitability of the use of L.
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Ele]po it £[e]po € CHAN A Ee)po = x Aela] € {(p.1). (1.1, (p, o)}
Ec[e]oo = Elelpo if £|e]po € TIMER
cleltr = ¢lelpo it &lelpe € (TYP x PORT)

Le otherwise

The next step will be to concentrate on the four main semantic functions in turn. Each of the
clauses will be given a brief explanation.

{1) THE FUNCTION £ Several of the clauses contain one or more conditions ‘provided ...’
which exclude error conditions. When these conditions are not mel, the value of the dause is
always ... Throughout the definition of £, (...}, has been used in place of the more usual {.. ).
The operator {...), is a strict sequence construclor [returning L ¢ if any of its arguments are L¢
but otherwise agreeing with (.. .)] and is used in order to maintain strictness when considering
erroneous expressions.  Within the definition of £, when operators are applied, the auxiliary
function ¢ appears. This function, which is assumed to produce results strict in each of their
arguments, translates a syntactic operator to the relevant function; its definition is standard and
hence omitted. The definition of A/, an auxiliary function evaluating literals, is also standard
and omitted for brevity.

Elopelpo = (Ofop](v),
where Sv[e]pa =v

Applying a manadic operator to an expression first involves evaluation of the expression. Once
this has been done, the operator is applied. The assumption of type-correct programs means
that the result of the evaluation of the expression is guaranteed to be within the domain of the
operatar,

~ pise) if &y [e; ) pe = false
E[es aND ex)po = {{Ep[ez]pa)L om;Lis]e

provided v [e,] oo € BOOL

The boolean operator AND is not strict in its right argument. For this reascn it is necessary to
include explicitly the clause dealing with its evaluation.

— ([&) if&v [BJ],OO’: _t_rﬂ
E[es oR ex]po = { s ML

provided £y Je,] oo € BOOL

The boclean operator OR is not strict in its right argument. Again it is necessary to include
explicitly the clause dealing with its evaluation.

e opeeloo = (O[op](roo),
where £v[e;]po = v, Alv]e]po =

When applying a dyadic operator to two values, the first step is the evaluation of both of the
arguments. Next the operator is applied. As before the type-correctness assumption guarantees
a pair of values within the domain of the operatar.

Elrelpe = (convertt (Ev[e}po)),



3.2 The semantics 21

Since only type correct programs are considered, it is not necessary to include a colletion of
rules surmarising acceptable conversions between types. The only step which must becarried
out is transferring the evaluated expression to the correct part of V. This task is achieved by the
auxiliary function convert, the definition of which is not difficult and hence left for the reader.
For any type 7, the function converf r is strict.

E|r ROUND €] po = {round T (£v [2]po)),

Type conversion can be coupled with rounding. The behaviour is similar to that of the type
conversion described above, except that the auxiliary function must now act on the result in a
different way. The function round (again left for the reader to define} is assurned to carry out this
task. For any type 7, round  is skrict.

E[r TRUNC €]po = {trunc 7y [e},ﬂncr])L

A third form of type conversion exists in occam. Instead of rounding an answer, it is possible to
insist instead on truncation. The only semantic difference is the form of the auxiliary function;
the auxiliary function truric (again left for the reader to define) is assurned to carry out truncation,
For any type T, frunc 7 is strict.

elz] if pfz] € LOC + (a x p(ADDR) x LOCY +
£[z]po = CHAN® + TIMER® + (TYP x PORT¥)
po= (pﬂ:z])L if,a[r] eV
L otherwise

Evaluation of an identifier depends on its current use. If the identifier represents a location
[of an abbreviated or unabbreviated variable), a channel (or array thereof), a timer (er array
thereof), a port (or array thereof), the information contained in the environment is retumed; if
the identifier represents a constant, the sequence containing the constant as its only element is
returned; otherwise ¢ is returned.

(vs[O][n]}, &
v An if &
(@, A,fv A n} &

s;]pa €WV f\f[e,]pu =ps A0 < n < #{ra0])
e;|po € LOC:’\S[E,]pJ:)\AIU A n#ernr
po € (g X p{ADDR) x LOC) A

£;
Elei]po =(a. A A3a v A n # error
Eleileellrs = ¢y iff[e,]pa < CHANS & TIMEIS .
{TYP x PORT® A
E[ei]pr =z nevzn#error
lg otherwise

where £y [eg]pa =n
provided £y [ezlpa € INT

In the case of an indexed expression, the index is first evaluated. Once this has been done, the
remainder of the expression is evaluated and the relevant action (dependent on the form of the
evaluated expression) is taken. The cases of indexed locations and indexed arrays of channels,
timers or ports are dealt with by the auxiliary functions v and ¢v defined previously.
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{vs[O][n...n+ m])
iff[e]pa' € V*Af[f]pa’ =nvs A
0<nA@<mAn+m < #(vs[0])
v A(n.m)
it £fe|pa € LOC AE[e] po=An
v A(n,m) # error
_ A a(nmy)
£[le FROM ¢; FOR eaj]po = if £ [e] oo € (2 x HADDR) x LOC) A
f,'[e po ={a,A,A)Alv X(n,m) # error
cwz(n,m)
if £ je]pr € CHAN® + TIMER¥ +
(TYP x PORT*) A
Ele]es =z Aevz(n, m) # error
irs otherwise

where £ve, oo = nabv]e]po = m
provided £v [e;]po € TNT A £y [eg)no € IHT

Array slices are treated in the expected way, again relying of the functionality of the previously
defined auxiliary functions {v and cw.

Elr]po = (4[]},
Within an expression it is possible to include literals. Such expressions are treated in the abvious
way. The syntax of occam is such that the type of any lileral is unambiguous.
£ [[el" €yary GHJ],DU = ((l‘, I TR UH)L}J_
where £v[es]po = v A&rvfeg]oo =wa Ao AEv][ea] oo = v,
Evaluating tables involves evaluating each element of the table. If any of the constituent expres-

sions evaluale to L, it is necessary ko return Ly; otherwise the table of evaluated expressions is
returned.

1

£ [MosTPOS 7] oo
E[MOSTNEG T]pe = {minval T},

{maxval T}

The two clauses above give respectively the largest and smallest elements of any integer type.
The functions necessary to calculate such elements already exist and have thusbeen used directly.

£[VALCF PRESULT ¢;,...,¢e.Jpe = wvs,vsp...vs,
where Cs[Plpoi} = {6} ho o' =a"
Eve [e,]pa” =us; A - A Epa]en] po” = vs,
provided Cs [P] pa{} € p(S) A H(LCs[Plpo(}} =1 A
{(n=1v

Yie {f,...,n} e #(Epale]pe)=1)
A VALCF command is evaluated by first calculating the termination states resulting from the body
of the command with empty trace. It is sufficient to consider only such states since the restrictions
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on occam processes force the body of a VALOF command to be a deterministic, sequential and
non-commuricating process, If precsely one termination state results, the required expressions
are evaluated in the store updated with the information contained in the termination state. A
VALOF command is restricted in what it can return: either it can return a sequence of oneor more
values each consisting of a single expression or it can return precisely one value consisting of
a sequence of ene or more expressions. Checking that this condition is satisfied is a necessary
feature of the clause, Notice that a VALOF command attempting to return an erronecus expression
is dealt with by the strictness of concatenation of sequences previously described.

E[a:elpe = E[e](P]a]p)e
provided D[aA]p #L

If a declaration occurs before a (valof] expression, the necessary updating of the environment
must take place before the expression is evaluated.

Elo ielpe = &[]l A]O] po)e
provided A[@]pa #L

When a specification {an abbreviation or retyping) precedes a (valof] expression, the environment
is updated as appropriate before the expression is evaluated.

The only clause left to define is that concerning functions. This is dependent on the way
in which named functions are stored in the environment by declarations, and is consequently
delayed until the function D has been defined.

(2THEFUNCTIONC  This is the semantic function which gives meaning to an occamprocess.
Many of the operators used are similar to those of [26], or those used in giving a semantic to CSP
over the failures/divergences model. The construction of several of the operators is explined in
detail in [7, 8]. Several of the clauses contain one or mare conditions 'provided . . ." whichexclude
error conditions. When these conditions are not met, the value of the clause is always thebottom
element with appropriate alphabet, For brevity, when no confusion as to the intended alphabet
could arise, the bottom process with appropriate alphabet will be referred to as L. The third
and fourth compaonents of the semantic function (¢ and ) are global, and suitable definitions
for them are thus given first.

(in,p) ifﬂ[v] =(p,i)
épx = lout,p)  ifplx] = (p,0)
undefined otherwise

ro if ple] = r
gpo = rw ifpla} =u
undefined otherwise

Below are given the semantic clauses of the language. Several clauses are split intoseparate
definitions of (; and C¢ to aid clarity.

C; [sToP]po
Cs [sTOP] pors

{10, X)X € (domigp)u {v})}
]

]



24 3 DENOTATIONAL SEMANTICS

stop,, will be used as an abbreviation for C [STOP] po. STOP never comrnunicates or terminates.
It merely refuses everything offered to it.

{1, X)X € dom(g gy}
{ E{,crl{ﬂla;iﬂ‘:f:"w]‘] ifs= ()

otherwise

1l

C| [SKIP] pu

Ce [SKIP] pos =

skip . wil be used as ap abbreviation for ¢ [sKIP]po. SKIP never communicates, but must
terminate leaving the conlents of all mutable addresses unchanged.

Cles == ee]pe = skigt
where £y [ex]pa=vAfileJor = Ane’ = update s X v
provided £y [cz]pe #1e A Erfe]oe £Le

This process also terminates without communicating, but modifies the termination state to take
account of the assignment. In order to maintain strictness it is necessary to ensure that the right
hand side is not erroneous and that the left hand side refers to a mutable variable.

Cilercoyeni=f1,.onfulpos = {(0.X)| X Cdom(8p)}

” _ ifs =
Cz[e;,...,e,, = f,,_,,,fm]pa's = { édnl [a]@pe rw}} :)u‘ien'iise

whereEL[e,]paz,\,A---AEL[B,. po = A A
Evalfilpe = vs; Ao A Eve fa]po = vsm A
VS = U8 up ... USy A
g, =updatea A, vs[0] A ---A
an, =update an_; A, vs[n — 1]

provided E;,[{e,!pa #FleAo-AErfea]ps £Le A
Evifilpos #1en - A Ev]falpo #1e n
(m=1Vm=n)adisjoint(er,..., e,)

Multiple assignments are possible in the language. The right hand sides are all calculated before
any updating of the left hand sides occurs. The process terminates without communicating,
modifying the final state to take account of each of the assignments. It is necessary to ensure
that the left hand sides of a multiple assignment are disfoint, a task achieved by the auxiliary
function disfaint; the definition of this function is straightforward but verbose and hence not
included. The disjointness rules of occam (together with the severe anti-aliasing laws) mean
that, once all the right hand sides have been calculated, the order in which the assignments are
done is unimportant. An arbitrary decision has been taken to carry out the assignments from
left to right.

T cloe)pe if Ec|c]po e CHAN
C[cloe]pa = JPolcloe)po ifEcclpe e TYP x PORT
lo otherwise

The way in which a process outputting an output expression (o) behaves depends on the
destination of the expression. Hence the above clause uses two auxiliary semantic functions,
one to deal with output over a channel and the other to deal with cutpuat to a port.
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{((, X} X C (dom(gp)U{v} - {x}}U
{({x-8), X)| X < dom(é p))

Jcog[f%loe]po's = {{Gl{a|gapa_m}} if 8 = .0}

Jeo, [c!oe]pa

otherwise
where £¢[c]po = x Ali[oe] pox = 3

provided I/ [oe] po(Ec[c)ae) # Le A
dp € PROT » éﬂ((‘:c[(:]pcr) = (oul,p)

Output over a channel proceeds by passing the communicable value along the chamnel then
terminating in an unchanged state. In such a situation it is hecessary to verify that the channel
is suitable for output within the current scope and that the output expression is not eroneous.
The semantic function I{ evaluates communicable values,

Lipfoe]pe i Ape CTYPI%» p[x] = (p, o)
Uloekpox = | Us[ocfpe if Ip e (AXIUCTYPZ o p[x] = (p,0)
1le otherwise

Auxiliary semantic functions (U1 and Us) have been used to split the evaluation of communicable
values into two parts; 24 deals with the case of channels with tagged protocols and Uiz deals with
the case of channels with simple or sequential protocols. Propagatjon of erroneous expressions
in the desired manner is aided by use of the strict tupling constructor (...) ;.

Urfz]pe = p[zf
if plz] € TAG
Urfz;oelpe = (Urfz]oo.tis{oe]po),

Ut [oe] po 1r
otherwise

1l

Once the tag has been removed from a communicable value over a channel with variantprotocol,
the remainder of the communicable value may be dealt with as if it were a communicable value
over a channel with simple or sequential protocol.

Usleloo = £v[elpo
US[EJ e ez]PU = (.61,.32)1.
where v [ee] oo = v e oo =8, Av[0...81] = B
o< EV[ﬂJ]ﬂU <#Ev [E?]»"’UJ
Usferree;..ienlpo = (81,85, 801
where lis|e; | poe = 4, Au_q[ez]pa': Bs A A
Us|en po=ﬂn

Us [08]130 = Ll

otherwise

Communicable values over a channel with simple or sequential protocol can be variable length
arrays. When this is the case there is no reason to pass on any part of the array oulwith that
specified by the length prefixing the array.
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TP [cloelpr = {((), X)| X € dom(¢p))

{{u{awa—m}} ifs=()

T [C!wlpﬂs otherwise

provided £v Joe]po # Le

QOutput to a port is identified with SKIP within the current model; strictness, however, must be
ensured.,
T etie

TP crie|po if Ec|c]pe € TYP x PORT
T etie|pa if £c|c)po € CHAN
lg atherwise
The above clause relies on the fact that all cccam types are finite, since without such an assump-
tion it would not be possible to provide a finite set of termination states in the second component
of the process description. As with output, the behaviour of a process which inputs an input
expression (i¢] depends on the source of the input; auxiliary semantic functions deal with each
of the cases.

The first case to be dealt with is that of input from a timer. Within the current model, this is
to be identified with the assigmnent of a random member of TNT to the variable.

T fetie]pe = {({},X)| X Cdom($p)}

{(update o (£ [ie]po) 2) | {a | ppa = rw} |z € IRT} if s = {)
a otherwise

pa ifEc[c]pUE TIMER

Clctie]pe =

T ctie]oos =

Next to be considered is input from a port. The dedision was taken to model such actions by
the assignment of a random value of appropriate type to the variable,

T¥ [ctie]pe = {({),X)| X C dom(pp)}

. dal Ep s 5 = et ifs=
TP [e2ie] pos {é(up eo(£Lfie]po)v) L {a | ppa=ru) v }:()t;mgse

where £¢ ﬂc]pd = (¢, =)

Finally, input can be over a channel. Such an action proceeds by first accepling a value on
the channel (it cannot refuse any comununicable value) then terminating in the final state which
results when the value inputted has been substituted into the current store. Errors result on an
input over a channel if any variable mentioned cannot be written to, if the channel cannot be
used far input, or if arrays are accessed out of bounds.

T fielpe = {({,X)] X € {dom(6p)u{v} - {x})}U
{({x-8). X}| X Cdom({ép)rB e}V
{{{x.B5, X)| X € (dom{¢pyU {+}) A B € X A newstorelie] po =15}
{(newstare[:e] po3) ] {a | ppa = rw}}
if 5 = (x.0) A B € X A newslore :e]poﬁ #£ls
L if s > (x.0Y AP € X Anewslore|ic]|pef =Ls
@ otherwise

1l

Jer, [c?ie) pos

where £c[c)po = x
provided 3p € PROT e ¢p(éc[c]pe) = (in.p)
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Because a communicable value may not consist of an atomic item, it is nol possibie toalter the
store directly with the Function update already defined. This problem is overcome by the use of
the auxiliary function newstore.

update o (£ [e]po) 8

update o' (E¢[ee] po’) Be
where update a (£ [es]pa) B; = o'

newstorefe] po g

newstore [e; i ee]po(8r,8e)

newstore[e; ;... e|po{B1,....Bu) = newstore[er;...; €] pa’(Be, ..., Aa)
where o' = newstore|e;| po .
newstore[ie] ped = Ls
otherwise

{{{(, X)| X C (dom{¢p)u {v} - {xh]u
{({x-t}, X}| X Cdom(ép) A c€XApftag] =1} U
{({x-t8)s.X) | ¥ C {dom(¢p)U{v)refeTAplag] #¢)

{{al{avm—rw}} ifs=(x}aLexnpfiag] =.

C; [c?CASE tag] pe

ifs2 (xfynifexnplngl £
4 otherwise

Cp [c?casE Iag] pos

where £¢[c]pe = x

provided £c [e]po € CHAN A pllag] € TAG A
Ip € PROT « $p(Ec[c)po) = (in,p)

In occam it is possible to construct a process which expects to receive input over a channel
with variant protocol prefixed by a particular tag. Above is given the clause which deals with
the case where the expected tag does not carry any data with it. If the tag received does
not match the expected tag, the inputting process behaves like the bottom process from the
communication onwards. In order to improve clarity, within the above clause x.¢8 has been
used as an abbreviation for an arbitrary tuple of length greater than or equal to one whase first
element is the tag .

{0, X)X € (dom(¢p)u (v} - {x})}V
{{{x48), X)| X Cdom(¢p)A:f € XA ptag] =:}u
{({x48)5, X)| X C (dom(sp) U {+]) A e € X A
plwg] = « Aneustore[ie] pog =15} U

{{{xd}s, X}| X € (dom(ép)u {v}) A8 € X A pltag] £ ¢}

{(newstore[ie] pe ) | {a | ¢ pa = rw}}

ifs=(xad)niBexa
p[lag] =t A ne-wslore[ie]pa,ﬁ #1ls

C, [c?CASE tag; ie}pa

C:[c?CASE tag ; ie]pos = 1 32 (B ALBEXA
p[mg] = ¢ Aneustore[ie] pof = Ls
L ifs2 (xaf)niBex npliag] #:
] otherwise

where £;[c]por = x

provided E¢[c]pe € CHAN A p[iag] € TAG A
3p € PROT » ¢ p(Ec[c]pe) = (in, p)
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Above is given the clause which deals with the case where the expected tag carries data with
it. If the tag received does not match the expected tag, the subsequent behaviour is again
equivalent to the bottom process. x.:4 has again been used as an abbreviation for an arbitrary
tuple containing ¢ as its first element and within the clause a second abbreviation appears; x.¢ff
is used as an abbreviation for an arbitrary tuple of length greater than one whose first element
is the tag:.

_ | skip,, ifn=20
ClsEQ(P: Pe... Pr]oo = { seq (C[P:)po) (C[SEQ (Pe,..., P)]p} e otherwise
Here seq is the function which takes arguments of type Q, § — Q and § and retumns an element
of Q. Naotice that the third argument (of type 5} is necessary since it is used in order to provide
the correct contents of ‘read-only’ variables with which to calculate the process description. The
function seq is defined

flseqABo) = {{s,X)]{s, XU {v})ef(4)}u
{(su,X)|3c"aa" ct{A)sn(u,X) € f(Bloe®o))}U
{(su, X)| t{A)s =L A (s, X) € [(A)s5}
W{H{Ble@ov|Iues=uvrc' ¢ t{A)u}
if (5,0)€ f(seg A Bo}A l{A)s £ L A
Puvo’es=wwnac et(AuAtBledo)v=L

t{seg A B o)s

1 if t(A)s =L v
Ju,v,0fes=zuvnc’ c (Al AfBlod o )jv=1
[ otherwise

If n = @then SEQ (P;, Pe...., P.) behaves exactly like SKIP (terminating, without commu-
nicating, in an unaltered state]. Otherwise process Py is run until it terminates successtully,
the injtial store of SEQ { Py,..., P,) being formed by updaling the initial store of P, with the
information contained in the final state of P,. Note that P; cannot refuse a set X of channels
unless it an refuse X U {v}; otherwise it would be able to terminate (invisibly) and pass control
to 8EQ (Py,. .., Py).

C[sEQ = = e, FOR ep Plpo = rseq(,8s,2){C[P]) po
where £y [e;Jpo = f; 7 Ev]es] po = bs
provided £y [e;]paf EINTAEY [ez]pa € INT

Here rseq is the function which takes arguments of type ITRT x IRT x IDE, ENV — § — @,
ENV and § and returns an element of @, and is defined

skip s = 0
, _ ) seq (D(plBi/zo) (rseq (B + 1,8 — 1,2) Dp)o
rseq (3, fe,2) D po = if 0 < 3, < MOSTECS INT A 0 < fg
dg otherwise

This process carries out a replicated sequential command. The number of the iteration currently
being executed is recorded with the help of an auxiliary variable, stored in the environmentas a
constant in order to avoid it being used in an unacceptable way during an iteration.
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stop ifr=0
C[IF (Ci...., Callpe = C,v,rrC]]pa ifn> @AZ[C])po = inue
C[TF(Cs...., Cu)] oo otherwise
provided Z[IF (Cy,..., Cu)]po # Le

Care must be taken to ensure that if, on traversing the branches of the process in order, an
erroneous guard is encountered before a guard which evaluates to true the process is mapped to

the bottom element (L g).

Cir[b Ploe =

Crr[IF (Ciyo . C)]po =
C;F[IFx=e; FOR €2 C']po =
Cir[a:Clpe =

Cpl@:Clee =

C[P]pcr

ClIF (Chr.., C)] o
C[1F z = &; FOR &y C]po
crr[Cl(Pla)p)e
provided D[4]p #1
Crr[Cliafe)ee)s
pravided A[6]po £1

Giving a meaning to a branch of a conditional closely resembles giving a meaning toa process:
the only difference is the boolean guard at the innermost level which must be dropped.

The auxiliary function 7 is necessary in order to allow for the possibility of nested 'TF’s. The
function returns a value indicating whether a given branch should be followed, taking account

of the status of any nested guards.

When nested replicated conditionals appear, 2 much clearer description results from the
decision to explicitly substitute the index value into the body of the conditional. Distinct en-
vironments for each index value could, if desired, be used to avoid this substitution, but their

inclusion was not thought necessary.

I[6P)pe = Ev[b]po
alse
t
I[1F (Cry.en C)]po = %F(Cz
Le
I[IFz = ¢ FOR g Clpo = I[IF(C[,G,./J:]

fn=¢

fn>0AT Irue
.C',‘)]pa ifr> UAI[ ]paﬂfﬂ

otherwise

ClBy + Be - 1/2]}] 0o

where.’: ‘J W ﬁ: AE Bz]PG_ﬂzf\

pa> OA

Lffl ]poéINTA&[e, po € IRT A

pa + £ leg] pe — 1 < MOSTPOS INT

I[Aa:C)pe = I[C (D[a]p)e
ifp 4],9 #1
7[@ :Cloe = I[C[](A[G]pa)o
if A Q]pa #1
I[C]pd = 1g

ctherwise
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A conditional with zero branches behaves like STOP. If one or more branches are present, the
branches aretraversed in order, the body of the first branch whose guard evaluates to true being
execuled.

C[IE‘ z = ¢; FOR ¢g C']pc? = rcond (31,8, 2) [C]pcr
where £v [e;]po = §; A Eves] oo =3,
provided Ev[ef]paeﬁf\ﬁv[e!]paeﬁ

Here rcond is the function defined

sfop ifis =0
e [C(olB1 /2o i€ Z[C)(pld1 /2] = true A
0 < 8; SMOSTPOS INT A 0 < s
reond (3, ,32.2) [Clpo = § reond (3, + 1,8: - 1,2) [C)po
if Z[C)(pl8:/2])o = fulse A
0 < i, £ MOSTPCS INT A & < 8
La otherwise

This process carries out a replicated conditional command. Again an auxiliary constant stored
in the environment records the number of the current iteration. A replicated conditional re-
evaluates the guard(s) on each iteration; the body is carried out with the value of the index equal
to the smallest integer which makes the guard evaluate to true.

C[c?AFTER e]po = skip,,
provided Ev [e}po € TRT A £¢[c] po € TIMER

Input delay is equated with SKIP in the model. It is, however, necessary to check that the
expression is suitable and that the timer is not erronecus by dint of the value of subscripts. The
acceptability of equating input delay with SKIP is due to the fact that the presence of AFTER
within a process does not determine the behaviour of the process (e.g., influence which branch
of execution is followed); it merely aiters the timing characteristics (which are not dealt with by
the model.

oD
C[WHILE b Plpo = (| | FMLs—@e)o
a=0

where F:(§ — Qio.py) —— (§ — Qqe,1y) is the function defined

seq (C [P]pa') Beo' ifEv[blpe’ = true
F(B)e' = ¢ skip,,. if Ev|b)pe’ = false
Lo otherwise

This is the only form of recursion allowed in occam, and the functionality of the above definition
dependsonly on the continuity of seq. In fact alf the operators used are conlinuous.

stop,,, ifn=20
CleasE e (C,...,Cu)]po = case (Ev[e]pe) B (C[sTOP] 0} p [Cts. .. Ca) oo
otherwise
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Here case is the function defined

Bo fn=0A0# lg
case 3 (AU{ELSEN (C[P]p) 2 [Ce.- ..y Cu]ee
fn>0AC; =ELSE P'A
ELSE¢ AASE A
case S (AU{ELSE}} B o [Ch, ..., Ca]oo
ifn>0AC; =ELSE P'A
ELSEZ AAS€E A
%ﬁ(AU{EV[E:]PU:---,EV[fm]PU}}
ic[PloelCe.....Ca) oo
ifrn>0AC =(ery..,en} P A
case 3A B o [Ci,Cry.nvr Calpo = ;f,a[eﬁ'éffpfi?m_e'\g"[e“]”g“
wﬂ(ﬁlu{fv[e; pa,...,Ev[em]pa}]
Bp[Ce,....Cu]oo
ifn>0AC :(Ej,...,f,ﬂ)P”\
Ev[e;]pcrtﬁf/!A---AEv[em]pagAA
fit 8 [C1] oo = false
case A Bp [C, Cor..., o) (D][A] )0
ifn>0nC=a:CAP[a]p#L
cose BA B p{C. Ce...., C](A[O]po)o
ifn>0AC, =0:CrA4[0]pa#L
L otherwise

It is necessary to supply the initial environment () as an argument to ease since dedlarations or
specifications prefixing one branch of the CASE command must not be allowed to influence later
branches. When it has been decided that a particular branch should not be followed, not only is
the process contained within the branch dropped, but the initial environment is also reinstated.
Care must be taken to ensure that case is strict — even if the expression of a CASE command is
erroneous, a branch with an erronecus guard must not be followed (although both are mapped
to Lg by £v). While traversing the branches of the CASE command, a note of the values which
have already appeared as guards must be kept since it is not permitted for the same value to
prefixmore than one branch. A branch prefixed by an ELSE guard requires special consideration,
since its body may not influence the behaviour of the process.

Within the definition of case an auxiliary function fif appears. The purpose of this function
is to determine whether a given branch of the CASE construct should be followed.

true fC=ePrEv[e]pr#t LenEv]e]mw=p
) _ false HC=ePAEv[e]po# LenEvie]pa# B
fit8[Cloo = L, fit B [es Ploc i C = (err... en) P

lge otherwise

[where V is strict)

This process carries out a CASE command. The (necessarily unique) choice whose guard matches
the given expression is followed, subject to the restriction that a choice guarded by ELSE is
followed only if each of the other guards evaluate to false. The guard ELSE matches any proper
expression; in any given CASE command of an 0ccam process, only one guard may be equal to
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ELSE, A CASE command with no branches {or one where the given expression does not match
any of the guards) is equivalent to STOP,

C[PRI ALT (A1, Ar, ..., An)] po = C[ALT (As, A2,.... An)] 0o

As previously described, priority is not considered, and so a rather less deterministic meaning
than expected may result.

C[PRIALT z = & FOR g A]po = C[ALT r = ¢, FOR €5 A]po

Priority is also ignored in replicated alternations,

It is necessary, however, (o model alternations accurately. In o¢¢am, apart from CASE con-
structs or nested alternations, there are two types of guard (input guards and SKIP guards)
which can appear within an alternation. The existence of SKIP guards provides a slight com-
plication since they work differently from input guards. The nealest solution is to extend the
domain of € to include all guarded processes and o invent an auxiliary semantic function, R,
which will serve a similar purpose to the one used for conditicnals and tell whether any SKIP
guard is ready. In what follows, 7 will represent a guard not containing a boclean [either SKIP
or c¢?e or ¢’APTER e),

C EP] po if G = SKIP
_ CISEQ(G, P)]pe if G = ce
ClE Ploe = stop,, if ¢ = ¢?AFTER € A
Eglc]pe € TIMER A Ev [e] po € INT
stop,, if £y [b]pa
C[P]pd it £ [6] po = rrue A G = SKIP
_ C[SEQ(G. P}lps it &y [bloc =trnen G = c?e
C[&G Floo = step,, ifEy|bjpo =true A G = c?AFTER e A
Ec[cﬁpa € TIMER A Ev [e]pa € INT
Lo otherwise
stop,, if Ev [b]po = false
C[M&CasE (T,,..., T)fpe =  C[CASE(T,,...,T)lpo if Ev[b]po = true
1o otherwise

Above is the extension which must be added to ¢ to simplify alternations. Although not in itself
complex, it provides a great simplification in what follows,

Notic: that the behaviour of a branch guarded by a delayed input {with or without an
accompanying boolean) is equivalent to STOP, providing the guard is not efroneous. This ties
in with the dedision that such branches should not under any circumstances be followed.

{((.X) lEli-'RIlA]Ipa=tru_e;‘\((),X)EC;}A;{pa}U

C,«[ALT{AI,...,A,.)IPU
{0, X) | ViaR[A;)po =false A {{}, X) € C; [Ai]po} U
{(0. X)) 3i e Ce[Ai]pey =L} U

{6, X)) s# (nTie(s,X) el [A]0o)
U{Cs[As]postie {1,...,n}}

provided R [ALT (A;,. .., Ax)]po # L¢

Co[aet (A4, ... Ad)])pos
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If any SKIP guard is ready then the process may cheose (invisibly) to behavelike the correspond-
ing guarded process. If no SKIP guard is ready then the process must wait for something to be
communicated to it along one of the channels of the input guards, Note that if every alternative

cantains a boolean expression evaluating to false, then ALT (4,,.. ., A,) is equivalent to STOP.
false i G =clerbc|c]po € CHAN

Evt]ee It G = c?en Ec|c]po € TIMER

| forse if G = c?APTER ¢ A Ec|c]po ¢ TIMER
R[&GPlos = ' Ib]po i C = clen £c[c]oo € TYPx PORT
Evlb)pe if G = SKIP
L otherwise

if £v{#] po € BGOL
Jalse if £Eq|c)po € CHHAN
true U Ecclpe € TIMER
true if E¢|c]lpo € TYP x PORT
Lle  otherwise

R[?AFTER e]po = false
if E¢{c]pr € TIMER

RIALT (Ars- .., An)les = VL, R[A)pe
R[PRIALT (Ay,. ... A)]pe = VL, R[A]eo

'R[ALT r =€; TOR €5 A]pa’ = 'R‘,[ALT (AlB:/z)y .., AlBr + 8B — I,’:])]pa
where Ev[e;]pa’ =8 AEv eelpa =3
if £y [e; paGTITTAEv[fzg pa € INT A
Evies|pa 2 O A
Evle)po + Eves]po — 1 < MOSTPOS THT

R[PRI ALT z = ¢; FOR 2 Alpe = R[ALT (A4, /2],.... A[B: + Bs — 1/z])] oo
where v[e,]po:ﬁ;hfv[%]pa:ﬁg
ifEvie paeﬁ'f/\fy[eg pa € INT A
Evles|lpo 2 0 A
Ev|ei)po + £v[ez}po - 1 < MOSTPOS THT

false
if £ ,,“:cﬂ po € CHAN

R[b&cICASE (T, . ... Tul]pe = jalse
it Eclc]oo € CHAN A £y [b]pe € BOOL

R[A: Alpe = R[4])(D{a]p)c

R |c?e Plpa

o

Rc?CASE Ty, ..., Ta)]pw

if p{a]e#L
R[O:A)ps = :J?.[AH(A[@]pa)a
it A[P)pr #L
R[A]pa = l1¢
otherwise

(where V/ is strict)

Any guard dependent on a future input cannot possibly be ready and so cannat take value
true. However, when considering such guards prefixed by a boolean, it is necessary o maintain
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siriciness. This is achieved by explicitly checking for erroneous boolean expressions. Branches
guarded by delayed input must not be followed; this is despite the fact that input from a timer
is not visible and is necessary in order to prevent the premature exit from an alternative and
the resultant curtailed behaviour. As a result of the above, the availability of recovery from a
deadlocked process is removed, but its reinstatement in order to meet timing constraints remains
a valid refinement.

Nested replicated alternations can occur. The readiness of a particular branch in such a
situation can be calculated independently of the other branches, since the property of being
ready cannot be influenced by the other brances. The substitution of the index value within the
body of a nested replicated alternation is carried out directly in order to aid clarity; it would be
possible to adapt the environment separately for each branch, but such action was not thought
warranted in this instance.

CEALT z=¢; FOR e A]pa = ruit (By,0s,1) [.4]pa
where £y {E ]pa =8, ALy [e;]pa =,

provided &y E,]pa EINT ALY [t:]PG € INT A
Eyles|po 2 O A
Evier]po+ Ev]e]se ~ 1 < MOSTPOS INT A
RIALT (A[8, /2], -, AlB: + B — 1 /2] po # Le

Here ralt isthe function defined

flralt (8., 85, 7) [A}po) = {(0. XV Fie{fi, .8 +8:— 1) o
RLANpli/ 210 = true A (0, X) € €1 [A]oli/2])o) U

(0, XY Vie By, 8 tBe—1)e
R[A}(sli/z))e = false A ({}, X) € €, [A](lifz])o} U

(. X1 31e{8),....0,+8:— 1}
Co [A] (alifelyoty =1} U

(5, X) s # OATi€Brree B4 s =1} 0

(s, X) e C,[4](pli/=])e)}

t(ralt (8. 8p.7) [A)po)s = U{Ce[Al{pli/z])os| i€ {Bs.....5: + Be — 1}}
The definilion of a replicated alternative differs substantially from the other clauses concerned
with replicated processes since it is necessary to consider all branches at once. (Unlike a condi-
tional or sequence, the behaviour of a constituent part is not independent of those following it.)
An auxiliary constant stored in the environment records the value of the index at any point, and
care musl be taken to ensure that the environment is correct throughout. Note that a replicated
alternation in which any of the branches are indexed by a value greater than MOSTPOS INT is
identified with the bottom process (L g).
C, [casE (T, Ta)lpe = {((), X)) X C (dom(é plu {+} - {x}} U

X
{({x48)5,X) | ed € X A
(8. X)€ flactione p [T4,.... Ta)po)}

t(action ¢ p [T;...., To]po)s’
Co [e%ASE(Ty, ..., To)pos = ifo=(xafls' A €Y
1] otherwise

where £¢[¢]po =y

provided £¢[c]pe € CHAN A
Ip € PROT o ¢p(Ec[c] po) = (in, p}



In the above clause an auxiliary function gelion has been used. This function calculates the
behaviour of the process after the tagged input. The function getion requires the initial envi-
ronment as an argumen! since declarations and specifications must not be allowed to have any
influence outwith their scope. As with the clauses concerning input over channels with variant
protocol, ¢ has been used as an abbreviation for an arbitrary value communicable over the
channel.

J_Q ifn=¢a
action i f ¢ {Ty,..., Tu] oo
ifn>0AT, =tag Pnopfag] ¢
aetion 13 o [Te, .., Tn]eo
ifn>aAT, :lag;eP.’\p{tag];ét
C[Plpc  Hn>0AT =tag Papftag) =:
C[P)olnewstore[e] po i}
iEn>0AT =tag;e PApfug] =:n
newstore [e] pe3 £ 15
action 13 p [T, Tes..n, T,,J(D[A]p)cr
fn>0AT, = A TAD[A]p#L
action 13 o [T. Ta,-ioy T.,](.A [Q]pcr)cr
fn>0AT =6 :TA.A{@],DH#L
ig otherwise

action ¢ p [T,. Te,....Tu]po =

Giving a semantic interpretation is made more complicated by the fact that the action depends
on the input in a determrinistic way. Al first glance, it may appear that the easiest solution would
be to store the input and then act as for a CASE command. This is unacceptable since it requires
lags to be storable — an assumption better not to make if it can be avoided. When the input
carries data with it the auxiliary function newstore is used in order to correctly deal with the case
where the data is not an atomic value.

ClPRIPAR(Q:,..., Q)00 = C[PAR(Q;,..., Q)00

C[PRIPAR T =, FOR €1 (J}po
C[PLACED PAR (@;,..., Q)] oo
C|FLACED PAR r = ¢; FOR €2 @lpa
C[PROCESSOR e Q]pc

C[PAR z = ¢, FOR ey Q] po
ClAR (Qr-.... Qu)] o

C[PAR: = e; FOR €3 Q]pa
C[Q]po’

provided £y [e] per € IRT

Above is included a selection of clauses which result from the decision not to model priority and
placement within the mathematical model, Care must be taken to maintain the desired strictness
properties.
c [PLACE TZATe: P]pcr = C[P]po’
provided £y [e] po € INT
The decision was taken not to model the allocation of channels, timers or variables lo absolyte
locations in store. Provided the expression is not erreneous, the placement is ignored.

Next the semantic definition for the parallel construct will be given. As was found in [26],
this proves to be the most complicated to define. The first part of the definition shews how the
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local environments required for each individual process are set up. The second part shows how
the processes interact once they are running. Overall this gives

skip,, ifn=0
ClERR (@1 s @)oo { (o), C[P]o))/ ¥ otherwise
where P, = Q, if Q, € Proc

P ifQ, =U :PwithU; € PDand P ¢ Proc

The processes are run in parallel (||) with their respective environments { g, }. The communictions
local to the nstwork are then hidden [/ Y).

It was mentioned previously that the inclusion of parallel declarations was to be optional.
When such declarations are not included, it is necessary to calculate the local environments by
syntactic analysis. Because of this, calculation of local environments will be split into two cases.

Parallel decarations present Given that parallel declarations accompany each process, the
first step is to use them to calculate the necessary information concerning store and channel use.
This is doneby the following semantic functions, the definitions of which are not difficult but
are omitted for brevity.

inchans : PD — ENV — § — P(CHAN)*
outchans : PD — ENV — § — P(CHAN)*
ownchans : PD —s ENV — § — P(CHAN)Y
addrs : PD - ENV — § — P(ADDR)*

To be dedlared as an input channel by inchans [ U] pe, x must have status u or i in p; output
chaninels must have status u or e in p; internal channels must have status « in p. If an undirected
(2) channelof p is declared as an input {output] channel by ene of the parallel declarations, then
it must be declared as an output (input) channel by anather. To be declared as an address of a
variable which can be assigned to, a must have status u in p.

In addition, the parallel declarations accompanying a parallel construct must satisfy the
following ollection of equations:

inchans[U]pe N ounchens[UJpc = 0

outchans [Ui]ps 0 ownchans[U]pe = 0

inchans{Ui]pe n  outchans[U]po = @
inchans{Ui]pec n  inchans[U]pe = B wheneveri #j
outchans [Ui]pe N outchans[U,]Jpc = @ wheneveri#j
addrs[Ui]pa N addrsfU,]pe = @ wheneveri#j

The first component of each p; is the same as that of p, and

if x € ownchans[ U.]pe
if x € inchans[11;] po
_Ja if x € outchans [ Ui] po
pIx] = forundefined it p[y] = f subjectto
pi[x] = £ = p;[x] = undefined whenever i # j
undefined otherwise

[ERT
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Since it hasbeen assumed that there are an infinite number of abstract channels, it willbe assumed
that an infinite number are allocated to each p;. Thus problems will not manifesi themselves
when it becomes necessary, due to the presence of declarations, to allocate abstract channels to
each process.

n if o € addrs [ U] po
r it ple] € {r,u} A e ¢ U, addrs[ U, ] oo
| undefined if3] 3 ieacaddsU,]po
pile} = [ orundefined if p[a] = f subject to
pifa] = £ = s;i[e] = undefined whenever i #j
undefined otherwise

An assumption of an infinite number of addresses within the store has already been made, and
so jt will be assumed that an infinite number of free addresses (chosen in such a way to ensure
that each process can allocate suitable store space for each of its local variables} will be allocated
to each p,.

Parallel declarations absent Without parallel declarations, it is not possible to derive a suitable
local environment for each process by consideration of the process alane. This is because it is
impossible to tell from examination of a process whether its inpul and output channels are shared
by exactly one other process defined in parallel. The solution is a pair of semantic functions (Wy,
and Wy ) which input all the parallel processes and return suitable store and channel allocations

respectively.
Wy 2 Proc® — ENV — 5 — VSTATUS®

Wi Proc® — ENV —— § —. LSTATUS

Using these functions (the definitions of which, as intimated earlier, are not included) it is trivial
to provide suitable local environments. The first component of each p; is again the same as p.
For the other components,

pilx] = w
wherer[P,,...,P,,]pa=(u,,,..,u,,)

pila]l = wi
where W [P)....,Pu]po = (wis... wa)

This completes the definition of the local environments. The set of channels on which com-
munications are to be hidden ( ¥) is found by examination of the local environments and is
defined

Y={x|3ijenlx] =irng ] =2

The paralle] operator {|)} and hiding operator {/Y) defined below are derived from the
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corresponding CSP operators of [8].

Jlelllo, A = {(5, X)) 380080, X, .., An @
sy = s [dom{c(A)) A~ A sy =35 dom(c({A)) A
(s, XP) € FLANA A (8, X)) Ef(ADAX C X U U XU
{(su, X} | X C (U, domic(A:)) U {v}) A
s fdom{c{A,)) € traces(A ) A---A
s P dom(c(Aa)) € traces( A} AT e t{A; )5} dom{c(A,))) =L}
L if s € traces{a[|’_, A} A
Ju<sa(Yieunldom{e(A;)) € traces(A;}) A
foll, A (34 o 1(Ag)(u [ dom(e(4;))) = L)
= {ede @ - Beon)l{a]|ieacdom(i(A))}]

Vieo; € t{A,)(s | dom{c(4;)))}
otherwise

Here s | X is the restriction of trace s to the set of channels X, so that

orx 0
_ Jerx ffa=xdAxgX
sla} X = {(sr-‘ﬂ(ﬂ) ffa=x0AaxeX.

Naote that within the definition of the final stales of the process, the contents of all readable
addresses (not solely those which are mutable addresses of one of the constituent processes)
are retained. This is necessary in order to preserve the information pertaining to addresses not
mentioned by any of the constituent processes.

The paralle! operatar works by allowing each process to communicate only in its own al-
phabet, and only allowing a given communication to occur when each process whose alphabet
it belongs to agrees. Termination can only take place when all the processes agree. The final
states of a parallel process are calculated by collecting the final states from each of the constituent
processes and combining them. Because it is not necessary to allow each mutable address to be
altered by one of the constituent processes, it is necessary to include the initial state (¢} in the
combination of states, If ¢ and e, differ on the value of the contentsof an address, the contents of
o; must betaken:; if two g; differ on the value of the contents of an address, then either value can
be taken, since by the disjointmess rules this can never occur in 0CCam. As soan as one process
diverges, the whole systemn daoes.

JIAjYY = {{s{dom(c{A))- ¥}, X)|{s,XUY)e€f(A)}U
{(s.X)] {u € traces{ A} | u | (dom(e(A)) — ¥) < s} is infinite}
1 if {u € traces(A) | u ! (dom(c(A)) - ¥) < s} is infinite
t(A/Y)s = Wt Au) L {al H{A/Y)a = rw) | u  (dom(e(A)) — V) = s}

otherwise

The hiding operator is used to conceal communications over channels which are internal to the
parallel system. The above definition is continuous provided that only finitely many outputs can
occur on any channel and that Y is finite. (The assumption of finite outputs over any channel
has already been made; the finiteness of ¥ is a consequence of the assumption of any process
using only a finite number of channels.)

The operator / Y transforms communications over channels in ¥ into internal actions which
occur automatically. Thus 4/Y cannot refuse any set X unless A can refuse X U ¥, as an



(internal) action over achannel in ¥ may bring the process intc a state where it an accept an
element of X.
This completes the definition of the parallel operator PAR.

skip.,, =0
(e P2, (C[Plaie))/ ¥ otherwise

C[PAR ¢ = ¢; FOR €p Q]po = {
where £v [ej]po = 81 A Ev [es}po = s A
QI:PI!ﬂJ"f‘.’I/:]A
po| @ Qe P
"V P if@=U:Pwith U ¢ PDand P € Proc
provided £y J¢,]pe € INT A Ev [e2] pe € TRT A
Evleelpe = O n
Evles)pe + Ev[ee] oo — 1 < MOSTPOS INT

Once the framework tocarry out a parallel command exists, replicated parallel commands offer
no extra difficulty. Notice that each of the constituent processes is supplied with a different
environment, taking account of the index value as well as the information provided by the
parallel declarations or syntactic analysis.

Cla:Plpe = c[Pl(D[a]p)e
provided D[A]p € ENV

If a declaration precedies a process, the necessary changes to the environment are made before
the process begins.

clo: Plpe = c[P](A[B)psie
provided A[@)pe € ENV

The clause dealing with processes prefixed by a specification is exactly as expecied, with the
relevant changes to the environment being carried out before the process commendes.

The only cause left to define is that concerning procedures. This is dependenton the way
in which named procedures are stored in the environment by declarations, and is wnsequently
delayed until the function D has been defined.

(3) THE FUNCTION T Within this section, the existence of the following semantic functions
will be assumed. The definition of new is extrermely implementation dependent; those of neuxchan,
newtim and rewport are verbose but not difficult. Hence none of the definitions are included.

new : TYP-— ENV — LOC
newchan @ N* — PROT — ENV —. CHAN®
newtim 1 N — p( TIMER) — ENV — TIMER®
newport : N° — p(PORT) — TYP — ENV — (TYP x PORT?%)

The function new takes in a type and environment. It returns a location which may be used to
store the current value of a variable of the supplied type. The location returned willbe such that
it refers to a contiguous area of store, all of the addresses of which had beern mapped to £ under
the third component of the environment. Any such contiguous area of the store is suitable;
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the particular allocation strategy used will depend on the implementation of the store under
consideration.

The function newchan takes in a natural number sequence (indicating the array structure of the
required set of channels), protocol [that intended for each channel of the array) and environment
and returns asequence. This sequence contains the information concerning the array of channels
[the sequence of abstract channels used to represent the array) which must be stored in the first
component of the environment. Each of the abstract channels returned will have been mapped to
£ under the second component of the environment, and any such abstract channels are suitable.

The Function newtin takes in a natural number sequence (indicating the array structure of the
required set of timers), collection of abstract timers and environment and returns a sequence of
abstract timers; the structure of the sequence returned will match that suggested by the natural
number sequence. None of the abstract timers returned will previously have been allocated,
and none wil! be contained within the collection of abskract Himers, but no further restrictions on
those which can result need be imposed.

The fundion newport takes in a natural number sequence, collection of abstract ports, primi-
tive or array type and environment and returns a pair consisting of a sequence of abstract ports
[(mirroring the desired array structure} and the type intended for each of the ports being declared.
None of the tokens returned by the function will have been previously allocated, and none will
be contained within the collection of abstract ports, but any such tokens will do.

In the clauses which follow it will often be necessary to evaluate expressions consisting solely
of constantsor operations thereon. The expression evaluation semantic function has already been
defined and adequalely carries out this task. However, before applying this function, a state is
required regardless of whether it is ever examined. When a state is required, but cannot sensibly
be accessed, o, will be used. This state maps every location to error, and hence any expression
dependenton it evaluates to Lg.

Below are given the semantic clauses, using the functions above as necessary. Several of the
clauses conlain one or more conditions ‘provided ...’ which exclude error conditions. When
these conditions are not met, the value of the clause is 1.

I fm=20
D[[::}...[e..j = < ol /2] A f2m] M 0Ap, £1
Fiveeadnlp 1L otherwise

WhefegV[ﬁlP”err:ﬁ: A---I\fv[e"]po'e,.,.=ﬁ,,f\
new ({By,....0.0,Thp=A, A A
ﬂew((ﬁf""sﬁn>?f) em-r = )‘m"\
markaddr A, p=p; A+ Amavkaddr X, 0m_1 = 0m

provided £v [e,; ] poer €ETRT A - A Ey [en ] p0err € TRT A
r € {{BOOL}YUINTEGERU REAL)

In the clause above the function markeddr has been used. This function takes in a location and an
environment and retums the environment which results when all the addresses referred lo by the
location have been mapped to u. The definition is dependent on the particular implementation
of the store under consideration and is hence not included.

Declaration of variables involves allocation of suitable locations and relevant marking of the
addresses which are to be used Lo store part of the values of the variables. Errors result if r is not
a primitive data type. The type of each of the variables being declared is calculated before any
updating of the first component of the environment is done since otherwise array dimensions



32 The semantics 41

containing the names of any of the variables being declared would not be given the correct
treatment.

fm=20
P[les]). . .[ea] cHAN CF _ " - :
U.!] [fn]TIy,- . xm]P { im[y‘g,/:ll‘”[ysm}[ m] :)fl‘;\ne.;iﬂsggm #l

Evihilpoer =y n-- A Ey n']ﬂaerr=7-”'\

B={8y,...;Banr={7s st} A

newchan 3 {1, 7)p = ys; A---A

newchatt 3 (1, T) ppues = Ysm A

markchans (v, T ys; p= 0, A+ A

markchans (7,7) ysm Om-1 = gm

provided £y e,]]pam eﬁA---AS;»l[e,‘lpam € INT A

Evin]poe e TRT A - A E{fu]powr € TRT A
1 € ({BOOL} U INTEGER u REAL)

where £y e,l]pcrm =0 A A Evl[e..]pcrm = fin A

ifm=20
D[(es}...[en] CHAN OF 7, _ £ !
Whel- . [fae] e z,,...,zm]p = im[ys;/z;]...[ysm/:.,,] ::uf:‘eiv?sé\[)m #1i

whereEv&e,}pa,,,-:ﬁ, A A EVl_enipﬂ':rr:ﬁnA

Ev |fi]oGeer =71 A --/\fv[fn' POrr = Iar A
5=<ﬂ1q---B)A’T#(‘h,-“a’fn')/\
newchan B (1 = (7,7e)) p = ysr A=+ A
Hewchan 8 (1) 5 (Y, 72)) Pm—t = Yom A
markchans (r; = (7, 7e)) ys  p=pr A+ oA
markchans (t; = (7, 72)) ¥m fm—1 = fm

provided £v &, Jpor € TNT A - Ay |e,) por € TNT A
Evlfiloges €eIRT A - A&y ]pa,.—,- € INT A
r € INTEGER A
T2 € ({BOOLY U INVEGERU REAL)

n'

) P fm=20
Pllesd el CRANOE e o) [ysm/oal i m > 07 gm £1
ANYIh---,-'ﬁm]P otherwise
where Ev[ef)paer =8, A AEv[ex]poem = Ba A

B={81.....0:) A
newchant BANY p=ys, A--- A
newchan FANY g = ysm A
markchans ANY ys; g= pr A -+ A
markchans ANY ysm pm—! = Om

provided £v [e;)pa.rr € THT A - - A Ev [en] po.rr € INT
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I itm =0
= emlysi/Ti] . [ysm/Tm] M > 0N pm #L
L otherwise

P|les]...[es) CHAN OF
t.t;,...,.tm]p

where £v [es]paer = 81 A Ay [en] poem = Ba A
A=(01,....0u) A
newchan 8 (pfzfp=ys; A--- A
newchan 3 (piz]) pm—i = ysm A
markchans (plz|)Yys; p=pos A--+ A
markchans (plz]) Y6 Pm—: = £
provided £v [e/]po.., € TRTA---A €y Tealpoer € IRT A
p[.r € PROT
In the four clauses above the function markchans has been used.
markchans p {} p
markchans p (x : z5) p
markchans p (ys: yss) p
Dedaration of channels involves two stages. First, suitable sequences of abstract channels
are found for each identifier and marked in the environment with the protocol of the channels
being declared and the token u. Second, the environment which results is altered to associate
each of the identifiers with its corresponding sequence of abstract channels.

i

i)
markchans p zs (pl(p, w)/x])
markchans p yss (tarkchans p ys p)

g ifm=20
Dle].. L] = ¢ plusiiad (ysm/zn] UEm>0Ap#EL
TIMER zu---;%]P 1 otherwise

whereSv[e,]pam =giA---AEy [en]PUerf =pn A
B=(8r ... 8a)A
newlim A0 p=ys; A---Anewtim 3 Am_t p= Y5m A
elemenis ys; = A, A---Aelements yS;mo; = Am—1

provided £y [e;]po e € TAT A+« AEv [€n]p0er € IFT

Declaration of timers involves updating the environment in order to associate suitable ab-
stract timers with each of the identifiers. Care must be taken avoid allocating the same abstract
timer to more than one identifier being declared at the same time; newtin achieves this.

fm=20
D[le]. . .[e.] PORT OF N ! 1 ff o
Gel-- Ul 7 501 e s 2m] e i[( 14800/ 20) - (tmy 38}/ ] Lt;L:WiS:p AL

where Ev[eI]]pam. =8y Ao A Evllem]pvm =G A
£V[fl' PO = A A Ev fn’].po:rr =Tar A
A= (ﬂh---sﬁn)""?’ = ('TIHH;'Tﬂ’)"\
newport 30 (v,7)p = (ti,ys1) A --- A
newpott § A1 (7,7)p = (tm, ysm) A
elemenis ysy = A; A---Aelementls Ysm_; = Am—;
provided £v|e; [pour e INTA---A Ev en}pamefﬁf\
Evlfilecer € INTA---A Ev |far]po.r € INT A
7€ ({BOOL} U INTEGER U REAL)



Declaration of ports involves updating the environment in order to associate suitable abstract
ports with each identifier. As with declaration of timers, allocating the same abstract ports to
distinct identifiers must be avoided; newport deals with this situation.

D[PRITOCOL £ 1S ey]...[ea} 7] = o[{{({Br....Ba),7))/2]

where £y [e, PO =0 A ALy [c..]pa,,., = On
provided Sy PTere ETNTA - A
POy € THT A

T e ({BOOL) U INTEGERU REAL)

Identifiers may be dedared to represent named protocols in occam. Above the case of simple
protocols not consisting of variable length arrays is dealt with.

D[PROTOCOL 2 IS 7y = ([ [er]. . [ea] el p = alirs = ({Br... . Ba)imed) 2]

WheIEEV[ lpaerr = ﬁl A A
POy = P
provided £v |es |po.rr € INT A -+ A
l L’U“T € TINT A
71 € INTEGER A
Tz € ({BOOL} U INTEGER U REAL)

The extension to simple protocols consisting of variable length arrays poses no problems.

'D[PROTOC(}L IS pi:ps ;...;p,]p = plysi...ys./z]

where ys; = (D{PROTOCOL r IS p,]plfz] A
y3n = (D|PROTOCOL « IS p,)p)|=

provided D|PROTOCOL = IS prlp £LA--- A
D[PROTOCOL £ IS po|p # 4

The most convenient method of storing a sequential protocol in the environment is to treat
each part of the protocol separately and ther concatenate the relevant contents of the resulting
environments.

D[PROTCCOL = IS CASE
(tag, ;pih.. ., ltag, i palle = plefrag ] len/tag Jl{er ysr,. . .otn ysu}/o]
where (D [FROTOCOL £ IS py|p)|z] = ysiA- - A
(D|PROTOCOL £ IS pw]pi{z] = 5

pravided D [PROTOCOL = IS py]p #1L A-+A
DIPROTOCOL £ IS pa]p #L

Care must be taken when storing a variant protocol in the environment. The fint step is the
allocation of a disjoint set of tags to the identifiers which appear at the start of each option of the
protocol. The particular choice of tags is unimportant, and for this reason a sequence (without
repetitions) of the elements of TAG ((¢;,tg, ... tn,...}) has been assumed. Once tags have been
allocated, the next step is to calculate the protocols corresponding to each clause of the variant
protocol. Finally, the necessary changes to the environment are combined. The tagswhich prefix
each clause of a variant protocol declaration must be distinct; this is a consequence of the rules
of occam,
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The anly clauses Jeft to define conoern procedure or function declarations. While considering
such clauses it will be assumed, for clarity, that theidentifiers which appear as formal parameters
of procedures or functions do not appear outwith their assodated procedure ar function. Such
a restriction can be verified during type-checking and faiture to satisfy it can, if necessary, be
rectified by simple textual renaming of the identifiers. In giving a semantic definition to such
objects, the aim is to model the effect of copying the procedure or function body into the process
at the point of call, sequentially replacing each of the formal paramelers by its corresponding
actual parameter. The substitution required [both for vahue and for reference parameters) closely
resembles that necessary to deal with the abbreviation present in occam, and for this reason the
decision has been taken to mention explicitly the dependence on the semantic function which
deals with abbreviation. Although slightly unconventional, it is felt that within the context of
this paper the increased clarity warranted such action.

D[prROC ¢(#) = Plp = plr/9)
where x = A(pv, o) ¢ AT o 20’ o C[PY(L[T][#]) (01, v, 21)0" )0’

Above is the clause governing procedure declarations. Free variables appearing within the
procedure bedy are statically bound to the name used in the procedure declaration. The binding
of identifiers used for any procedure call is that of the environment at the point of declaration;
the second and third environment componenis used, however, are those from the point of call,
since this affords protection against illegal channel or variable use by parallel processes. Within
the above clause the auxiliary function £ appears. This function updates the environment in
order to comectly associate the formal and actual parameters.

2 ifn:ﬂ
E[yg,...,ym,vg,...,v,]
VAL ¢ zg,...,zm,gb,,...,w“](A[VAL z; IS y,u]pcr)cr
frn>0AY; =VALS i, 0y Tn A
VS Yy Ym A>T A
A[vaL z; 18 ] pe #1L
Llve,...,va] [#2. .- ¥n] (A[VAL 2 IS y]po)o
ifr>0AY; =VALSZAYU = yA
A[vaL z 18 y]po #1
£ y!v"',ynhvfl"'!vn]
s‘:g,...,z,,,,ybg,...,v.b,.](A[z, Is y;]pa)a
fn>0AtY, =<z),...,2m A
VI =Yg YmAM > I A
A‘z, 1s y,]po‘#.l.
Llve,...ova] [¥re, - 2] (A2 IS y]po)o
n>0AY =czAv,=yA
.A[a:ISy]pcr#_L
L L otherwise

1 OO | R prge

Within the function £, errors are captured by the use of the semantic function A.

P[t1 ... tm FUNCTION g(#) = ¢|lp = p[r/g]
where r = Mpy,pr) e AT e Ao’ »
Eva[e](L[T]) [#]ipr. 0v. er)0")o



Declaring functions whose body consists of a VALOF command is very similar ko procedure
declaration; the only noticeable difference is that the semantic function £ s is applied instead of
the semantic function €,

P[r;.....7m FURCTION
y(W)ISe,,e,....,e..]p = P[T/g]
where r = A{py,pr) e AT w do' e
(fv-r[e:](E[]T]‘ lp:,ev sepyeta'y ..
(Eyalea)(L]T] [#)ipr. ov, ot)e’ )U’)

The declaration of functions whose body does not consist of a VALOF command proceeds in the
expected way. The items to be returned need not be atomic expressions.

{4] THE FUNCTION A Several clauses contain one or more conditions ‘provided . ..” which
exclude error conditions, As before failure to meet these conditions causes the msult 1 to be
retumed.

A[VAL £ IS €] pa = (vestrict € p)[8/z]
where £y [¢] (augment p)o = 3
provided £y [e] (augment p)a # L A contents e nvarabbr p = ¢

Here eugment p is the environment whose second and third components are identical to those
of p and whose first cemponent is formed by replacing each occurrence of (g, A, )by A. Use of
this environment allows value abbreviations to make reference to unabbreviated components of
arrays even if the array is the subject of a current variable abbreviation. Collating the addresses
which are the subject of a current variable abbreviation is the task of werabbr, defined

wanmbbr o = | {4134 € LOC » (2,4,3) € pi}

The above clause deals with the abbreviation of an expression. On first glance it may appear
that this situation should be covered by the semantic function D, but the dependence on the state
o makes this impossible. Within the definition, the auxiliary functions restrict and contents have
been used. The purpose of restrict, whose definition is not difficult but depends on the particular
implementaticn of the store under consideration, is to mark all addresses of any variable upon
whose vajue the expression depends with r. This prevents the values of any such variables
being altered within the scope of the abbreviation. The function restrict is strict. The function
contents, again implementation dependent and hence not defined, returns all addresses which
must be accessed in order to evaluate the expression. This fadlitates verifying that no variable-
abbreviated addresses are referred to within a value abbreviation. In a value abbreviation the
new identifier is assodiated with a constant, the value of the constant being that of the expression
at the point of the abbreviation (and maintained throughout the scope of the abbreviation by the
restriction imposed on the environment by the function restriet).

AlvAL ¢ £ 15 €] po = A[VAL £ IS €] po
When considering only type correct programs, the inclusion of a specifier within a value abbre-

viation is superfluous. In order to give a semantic definition to the clause, the specifier is first
omitted.
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Alz 1s¢]pe = € {r,u} Aabodey = A

el(a, t)/2)l(a, A. (e, ))/y) ipr €LOC Ap[y] =(at)r
prla
1 otherwise

This clause carries out the abbreviation of a variable. The new identifier is associated with the
location holding the value of the variable to be abbreviated, and the environment is further
updated to prevent the abbreviated variable being used within the scope of the abbreviation.
Calculation of the addresses holding the contents of the variable is left to the auxiliary function
abode; the definition of this function is implementation dependent and hence notincluded. Since
the value remains at the same position in the store {although the name by which it is referred to
is altered, its contents are left untouched), no difference in treatment is necessary regardless of
whether it was permitted to write to the variable.

(restricl £z g)[[a, t)/-ﬂl[(ﬂu A, (a' I))/y]
if £]e;[es]]po € LOC A E[es[es)]po = (a,t) A
elel e {r.8}rAfz 1S e]po=¢
(restrict es o)[(ar, £)/2][(2, AU B, (o', ')/ y]
Alz 15 ¢ [ee]lps = it £lesfez]]por € (a x p(ADDRY x LOC) A
5!61[62] 00 = (a,B,(a,)) A pla] € {z,u} A
ply]l =(a. B (o, t'DAB= B'A
ANB=0AA[z18 e ] (pl(e, ") y])e = 0
L otherwise

where abode {e,[ez]) = AAmame e, = y
provided £[e;[ez]]po € LOC + (a x p{ADDR) x LOC)

When abbreviating a component of an array, there are several complications which need to be
dealt with,

Firstly, it is necessary to ensure that any variables which appear in subscript expressions
are prevented from altering within the scope of the abbreviation; for this purpose the function
resrict is used.

Secondly, it is the name of the identifier {and not merely a component of it} which must be
marked as abbreviated within the environment; extracting the narme of an identifier from an
expression can be achieved by use of the function name, which (assuming that = represents an
identifier) is defined

namez = =z
name (e;[es]) = name e,
natie (e FROM e; FOR €3] = name e

Thirdly, a list of the addresses whose contents have been abbreviated must be kept in order
to ensure that further abbreviations refer to disjoint parts of the array. The function abode which
appears within the dause dealing with variable abbreviation can be used to adequately carry
out the technical aspect of this task; the required list of addresses is precisely the union of those
previously the subject of an abbreviation (and hence already stored in the environment) plus
those picked out by abode.



(resirict e, (restrict es p)){(a, t)/x]((a, 4, (a, 1)}/ y]
if £ [« FROM ¢; FOR ¢4]] po € LOC A
E|[e FROM ¢; FOR ep]]po = (a, 1) A
pla] € {r,u} A Az Is e]po =

Alz 15 [¢ FROM - {restrict e; (restrict es p))[(a, t)/2][(a, AU B, (", t))/y]
e) FOR es]] oo~ iffl[e FROM e; FOR ¢p])po € (a x p{ADDR) x LOC) A
£ |le FROM ¢; FOR ¢3]] po = {8, B, (e, 1)) A
plo] e {r.w} nply] = (a. B, (o', #)) A B = B'A

AnB =taAlz 15 e]{plla’ ') ¥llo =2
1 otherwise

where abode ([e FROM ¢; FCR €3]} = AAngmee = y

provided £ [{e FROM ¢, FOR ¢,]]po € LOC +
(2 x p(ADDR)x LOC)

Slices of an array may also be abbreviated. Again the clause makes use of the functions restrict,
rme and abode o prevent variables appearing in subscripts altering, to find the identifier asso-
ciated with the component of an array and to calculate the addresses holding the contents of the
slice being abbreviated.

Alc z 15 ¥]po = Az 18 y]pe

Als 215 esfes]] pr = Alz 15 € [e]lpe
Al¢z IS [¢ FROM ¢; FOR eg|]pe = Az IS [e FROM ¢; FOK es]] por

As with value abbreviations, the inclusion of a specifier within a variable abbreviations is redun-
dant.

{restrict e p}{(loakup o' (@, ({11, . .. 1n) )11/ 2]
if Ev[e]lpe =BAd e ({6 .. Bm)T)A

Alvas [0, . [l 7 _ TS T A XX P = X X A
z RETYPES efpe ~ new ((By,...,0m), 7Y p=(a, 1) A
o' = update o (o, 1) 8
1 otherwise

where £v [f]pe = v, A---AEv[f,,]pr;: T

provided Ev [fi]oe € INT A -+ A&y [fu] p7 € TRT A
Evleleo # 1e

The only expression retyping which is to be modelled is the reshaping of arrays. Producing a
suitable clause for the semantic function is made more difficult by the detailed checking which
must be carried out to verify that a given retype makes sense. The extra detai) and possible
ambiguity which allowing unquantified dimensions ([]) would introduce was not cnsidered
warrarnted for the very restricted form of retyping modelled, and so it is insisted that every array
dimension contains an integer expression.
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P[(ﬂ!(('rh' * w'fu))r))/:][{ﬁv}ls(as (Bh' - -1-6"')1-’))/9]

Alln].. . Ih] T - ifp]y] € LOC A [y} = (e, ({81, ... Bmb TV} A
# RETYPES y]po pla] e {r s} AT =7AB; X o X B =9y X+ X 7n
1 otherwise

where Ev[fi]po =y, Ao Ev [fa]oo = 1. Aabodey = A
provided £v [f;]pa EINTA: A !.'y[f,]pa € INT

Ql(av((7l|~--v1n)lr))jz]
Al L) r if o[z] = (o, ({1 .., B}, 7)) A
# RETYPES ¢[es]]pe =T AR X X =7y Xt X Tn
1 otherwise

where £y [filoo =1 A AEy [fa]pa = 1. A
Alz 18 e/[es]]po = 0
provided £y [f;]po € INT A+~ A £y [fn]pa € INT A
Afz 1S e;es]] po £ L

1l

ol(e, ({11 - . 7m}r 7))/ 2]
A[lfi]---[fa] 7 z RETYPES - ifofz} = (a,({B1 ... Bm ), TN A
[e FROM ¢; FOR €2]) o0 ~ P T AB R X B =T K X T
1 otherwise

wheee Ev [filpe =1 A A&V [f)pa =11
Az IS [e FROM ¢, FOR es]]ps = 0
provided £y [f,]pc € INT A - - A £y |fa]pe e TRT A
Az IS [e FROM ¢; FOR eg]]po #1

As previously explained, the implementation dependent nature of RETYPES means that a
generic semantic definition cannot be given. However, for one particular use of the constructor
(reshaping of arrays), a semantic definition can be useful. Because of the similarity between
retyping and abbreviation, the semantic definition given for retyping draws heavily on that of
abbreviation. As with expression retyping, it is insisted that every array dimension contains an
integer expression.

(5) FUNCTION AND PROCEDURE CALLS Having given the clauses for procedure and
function declarations, the form of the domain NP is known, NP consists of two distinct parts,
one to deal with procedures and the other to deal with functions:

NP = NPROC + NFUNCT

NPROC
NFUNCT

(VSTATUS x LSTATUS) — Ezp” — § — Q
(VSTATUS x LSTATUS) — Ezp” — § — (V*),

It is benefidal to make a clear distinction between the two components of the domain since it
allows cne to determine in which way to act immediately given a particular identifier.
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with the semantic function P having been defined, it is now possible o complete the defini-
tions of £ and £ by giving the clauses for procedure and function calls respectively.

CleM]oe = slaliov.en[T]e
provided p[¢) € NPROC

Having carefully desigined the information to be stored in the environment when dealing with
procedure declarations, the semanlic clause to deal with procedure calls does not pravide any dif-
ficulties. All that is necessary is to supply the relevant arguments {second and third environment
components from the point of call, actual parameters of the call and current store),

EleMlpe = olglipv,ec}[T)e
provided p[g] € NFUNCT

As expected, the treatment of function calls is very similar to that of procedure calls; the only
difference is the part of the domain ¥P in which the information associated with the identifier
lies. There is no difference in the treatment of function calls where the function body consists
of a VALOF command and those where the function returns an expression list; the difference in
behaviour is dealt with by the clauses of D.

This completes the definition of the main semantic functions. A denotational semantics has
now been given for occam (as far as the model allows). The semantics gives an interesting
illustration of how the domain Q defined in the first part of the paper can be used to model
concurrent languages, by means of reference to a specific example.

Throughout the construction of the model, simplifications which could be made due either to
the structure of occam or to decisions not to attempt to model particular aspects of the language
were not made. This, along with the power of the fallures/divergences model on which it
was based, means that the model (sometimes with minor modifications) can cope with many
possible extensions to thelanguage. These include more sophisticated value domains, recursive
procedure definitions, and additional operatars on processes.

It is also possible to refine the model used in order to provide finer distinctions between
processes. Within the semantic function £, for instance, no attempt has been made to differentiate
between detectable and non-detectable errors. If such distinctions are desirable, the form of the
domain of expressible values, £, can be changed (along with relevant changes to a small number
of clauses of the semanticfunctions £ and D} without necessitating major alterations to the other
clauses.
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4 Conclusions

4,1 The structure of the semantics

In the course of constructing a mathematical model and calculating the denctational semantics,
many decisions were made. It is useful to examine some of these, incor porating a brief study of
how certain of the restrictions imposed might have been relaxed.

Most of the major decisions arose during the construction of the mathematical model; once
the mode! is fixed, the semantics of most constructs are determined by their réles in the language.
Several factors influenca the choice of model - it should be at the right level of abstraction; it
should have sufficient power to specify desired correctness properties; it should be able to cope
with all the constructs of the language; it should be as simple, elegant and understandable as
passible.

It is possible to do without ‘states’ in the model. Variables can be replaced by suitable
processes which run in parallel with the ‘main’ process for the duration of their scope; reading
from and writing to variables is then equivalent to communicating with the relevant process.
Because one can use a 'purely parallel’ semantic model, the task of constructing a suitable model
is greatly simplified. The definitions of the semantic functions, however, become more complex
and the balance does not seem right. Many of the advantages gained from similar experience
with other languages are lost; in particular, the semantics of a ‘purely sequential’ occam fragment
no longer bears much resemblance to a relation on states. Nevertheless, on programs without
free variables, this approach would lead to a semantics congruent to that given in this paper.

The model Q was devised with occam processes in mind. One of the restrictions of oecam is
that it is not possible for a process to include “selective inputs’ (for example a process cannot be
prepared to input any even integer on channel x but refuse all other inputs over that channel). 1f
such behaviour were permitted then it would not be sufficent to include solely channel names in
the refusal sets of a process. A semantics for occam which were capable of modelling processes
including ‘selective inputs’ (and which was congruent to that given) could be constructed using
(aP)" x P{aP U {v}) rather than (aP)* x P(CHAN U {v}) to represent the failures of F.

The techniques employed in this paper to incorporate the model A into @ would work
for other alternatives to the failures model. A number of examples of this are currently under
examination, including models for Timed CSP.

Once the main mode! was decided, the majority of the semantic definitions were fixed. Some
decisions, however, were still made. An example of such a decision was the way in which
communications over ports and timers were modelled.

4.2 Applications

There has already been much successful work based around the clean mathematical theory
underlying occam. The language was designed with the need for a clean semantics in mind,
and all of this work has taken advantage, directly or indirectly, of the semantics. The threads of
existing formal work include the following:

» The denctational semantics of proto-0ccam [26] were used to derive a congruent algebraic
semantics {16], which subsequently became the basis of the occam Transformation System
[11]. This in tum was used in a variety of ways, most notably in the design of the T80
Floating-Point Unit [18}.
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+ The relationships of the semantics af o¢cam and CSP have been exploited seweral times,
induding investigations of deadlock [28] and fault-tolerance [5]. The existence of a model-
checking, program for CSP [10] is thus explaitable rather directly on occam systems.

¢ occam has been used by several researchers, for example {24, 9], as the input to systems
which compile programs to silicon.

+ Major use has been made within INMOS of octam as a language for desaibing and
designing VLSI. A variety of formal techniques have been used in connection with this
work by INMOS and by Formal Systems (Europe), as described, for example, in [27] and
[21.

+ One major component of the previous item, and entirely attributable lo the dJeansemantics
of ocoam, was the development of “ghosting” tools which permit the automatic trans-
formation of an octam program to one which computes symbcelic representations of the
values in chosen types.

Work is currently taking place on a number of topics, including:

+ Translation between CSP and occam. Tt will be possible to discover subsets of the two
notations where there is a close correspondence, allowing translation ejther way, and both
at the Timed and Untimed levels. Transformational techniques should help in getting the
source language into the correct form for this automated translation.

1t is hoped to exploit the above in a methodology for developing real-time occam processes
via Timed CSP.

s Wood [31}is developing a refinement calculus similar to that of Morgan'’s [23] forlanguages
akin to occam, using the semantic models presented in this paper.
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A Syntactic summary

This appendix contains a syntactic summary of the language considered in this paper. Ttis closely
related to the occam 2 language summary of [20], but as previously mentioned is augmented to
allow paralle] declarations in the language. The syntactic objects are listed in alphabetical order.

Within the syntactic summary, op appears. This is the set of operators on expressions which
are available within the language; differences between implementations mean that its form
cannot be described more concretely.

Following each syntactic object, the means by which the object is referred to during the
course of the paper is included within parenthesis. Throughout the paper the same symbol is
used to refer to several different classes of object; more precise distinctions than those present
were not deemed necessary and their omission led to more consise descriptions without causing
the introduction of any ambiguity.

actual {7) = element
| ezpression
alterngtion (P) = BLT {alternativey,. . ., alternative,)

ALT identifier =

ezpression; FOR expressions allernative
PRI ALT (afternative,,. .., alternative,)
PRI ALT identifier =

erpression; FOR expressions allernative

alternative ) = input process
boolean & input process
boolean & SKIF process

alternation

channel 7 CASE (variant, , . .., varianty)
boolean &

channel ? CASE (varianty , ..., varianl, )

declaration : allernative
specification : alternative

boolean (5) = erpression
byte (eor f) = ‘character’
channel (¢) = elcment
choice () = boolean process
| conditional

decluration : chioce
| specification : choice



conditionat

declaration

digit

elerment

exponent

{P)

{4)

(Jor...or 9)

(eorf)

(eor f]

n

1]

IF {choicey,. .., choice,)
IF identifier =
erpregsion; FOR erpressionp choice

[ezpression,) .. .[ezpression,] primitive.lype
identifier; ..., identifier,,
[expression;] . . .[ezpression,] CHAN OF
[ezpression,| . . .[ezpression,)] primitive.type
identifiery, ..., identifier,,
[ezpression;] .. .[ezpression,] CHAN OF
primitive.type; = [ [[expression,]
... [expression,.]
primitive.types ideniifier; | ..., identifier
|ezpression,] .. [ezpression,| CHAN OF
ANY identifiery, ..., identifier,,
[ezpression,] .. . [czpression, | CHAN OF
identifier identifier,, ..., identifier,,
{ezpression,] .. .[expression,) TIMER
idenitfiery, .. ., identifier,,
lezpression, ] . . .[expression,] PORT OF
[ecpression,] .. .|lexpression,| primitive.type
identifier;, . .., identifier,,
PROTOCOL identifier IS
protocol; ;. ..; prolocol,
PROTOCOL ideniifier IS
CASE (lag, ; protocoly), . .., (tag, ; protocoly,)
PRQC procedure name( formal;,

... Jormaly) = process
primitive type; , .. . primilive. fype, FUNCTION
Junction.name( formaly , . . ., formal,) = valof
primitive. type, , ... primitive.lype, FUNCTION
Junction.name(formal;,. .., formaly) I3

expression;, . .., EXpression,,

oli)2|s|415(61718(9

identifer
elerment ezpression)
|[element FROM ezpression; FOR expressiong]

+digit; ... digit,
—digit, . .. digit,
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expression (eor f) = Op expression
| ezpression; AND expressiong

| ezpression; OR expressiong

| ezpression; op ezpressiong

| MOSTPOS primitive.lype

| MOSTNEG primitive.type

| primitive. type argument

| primitive.type ROUND argument
| primitive {ype TRUNC ergument
| argumnent

Jormal {¥) = specifier identifiery, ... idenlificry
| VAL specifier identifier,,. . ., idenlifier,

function.name {9) = identifier

hex.digit (OQor...or F) digit|A|B|C|D|E|F

imput (P) = channel ? input .expression;;
...; inpul.ezpression,
| channel 7 CASE tag
| channel ? CASE tag ; input.expression,;
...} input.expression,
| timer ? variable
| timer? AFTER erpression
| port ? varinble

input.expression {1e} = variahle
| wariable = veriable

digity . . . digit,
| #hex.digit, ... hex.digit,

\l

integer (eorf)

loop (P) WHILE bovlean process



operand

oplion

oultpul.expression

paralle!

parallel declaration

(eor f)

()

{oe)

(P

(

TRUE

FALSE

inleger

byte

integer( primitive. type)
byte{ primitive. type)
real(primitive type )
siring

elfement

table

(ezpression )

(valof)

function.name(ezpressiony, .. ., ezpression, )

|ezpression, , ..., expression,) process
ELSE process

declaration : option

specification : option

expression
€IPTESSIOn; I eXpTESSiong

PAR (process;,. .., processy,)
PAR identifier =
ezpression; FOR ezpressiong process
PAR (parallel.declaration; : process,,
..., parallel declaration, : process,)
PAR fdentifier =
expresgion; FOR exrpressiony
parallel declaration : process
PRI PAR (process;, ..., Process, )
PRI PAR identifier =
ezpression; FOR eIpressions process
PRI PAR (parallel declaration, : process),
..., parallel declaration, : process,}
PRI PAR identifier =
expression; FOR expression,
paratlel.declaration ; process
placed parallel

USING (OWNCHAN chonnely, ..., channel,
INCHAN channely,..., chonnel,,
OUTCHAN channel;, ..., channel,
VAR vartable; ,. .., variable,)



placed.parallel

port

primitive. type

procedure.name

process

!

ic)

(¢)

(7
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PLACED PAR {placed .paraliel;,
-, placed. perellel,)
PLACED PAR identifier =
expression; FOR ezpressiong placed.parallel
PROCESSOR erpression process
PROCESSOR ezpression
parallel. declaration : precess

element

BOCL
BYTE
INT
INT16
INT32
INT64
REAL32
REALS4

identifier

SKIP
STOP
PLACE idenlifier AT expression : process
variable ;= erpression
variable; ..., variable, 1=
expression,,. . ., EZPrESSIon,

channel ! aulpul.expression; |

... ; oulput.ezpression,,
channel ! tog
channel ! tag ; oulput.ezpression;;

...; oulput expression,
port | expression
channel ? CASE (variant, ..., variont,)
inpul
sequence
conditional
selection
loop
porallel
alternation
procedure. name(actualy, . . ., actual,)
declaration : process
specificalion : process



protocol (r = [ezpression,]...[expression,] primitive.type
primitive.type; & [ |[ezpression,]
... [expression,] primitive. typey

[

digit; ... digity,.digit, . .. digit,
digit, ... digit,, digit; ... digit, E ezponent

real {eor f)

selection (P) = CASE erpression (option; , ..., oplion,)

sequence (P) = SEQ {process,, ..., processy )
SEQ identifier =
ezpressiony FOR erpressiong process

sperificalion (&) = specifier identifier IS element

identifier IS element

VAL specifier identifier IS ezpression
VAL identifier IS expression

type identifier RETYPES element

VAL lype ideniifier RETYPES ezpression

specifier (s) = primilive. type
[] specifier
[€] specifier

string (eorf) = [byles, ..., bytey]

lable {eor ) = [ezpression, , ..., expressionn|
table[ezpression)
[table FROM ezpression; FOR ezpression,]

tog (tag) = identifier
timer (¢) = element

primitive. type
[expression] type

type {€r...enT)

walof (eor [}

i}

VALOF process

RESULT erpression;,. .., €Zpression,
declaration : valof

specification : valof

wriable (eor f} element

1l



variant

A SYNTACTIC SUMMARY

tag process
tag ; input.ezpression; ;
...} inpul.erpresgion, process
declaration : variani
specification : variant
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