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Slot-Based Model for IEEE 802.15.4 MAC with Sleep Mechanism
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Abstract—1In this letter, we develop an exactly slot-based model
for IEEE 802.15.4 protocol with sleep mechanism in real-time
applications. By explicitly modeling the sleep mechanisms and
CSMA/CA mechanism with a precision of slot, we accurately
evaluate the performance of the protocol, including energy
consumption and throughput. We take into consideration the
impacts of several factors, including duty cycle, network traffic
and initial backoff exponent. NS-2 simulations show the accuracy
of the proposed model.

Index Terms—IEEE 802.15.4, sleep mechanism, CSMA/CA,
energy consumption, throughput.

I. INTRODUCTION

EEE 802.15.4 [1] has been adopted in many low complex-

ity, ultra low power consumption, and low data rate wire-
less networks such as Wireless Sensor Networks (WSNs) [2]
in recent years. Power consumption is always a crucial
problem considered for these battery-powered nodes in such
networks. To address the power consumption requirements, a
simple and effective solution is to put nodes into sleep mode.
This is highly effective in energy saving especially in low data
rate applications such as monitoring. The detailed benefits of
sleep mechanism are provided in [3].

Many model-based performance evaluations, such as [4],
[5] and more recent work [6], [7], have given accurate models
for CSMA/CA mechanism of IEEE 802.15.4, but they do
not take the sleep mechanism into consideration. [8] has
analyzed the performance of sleeping nodes in WSNs, but it
neither focused on the medium access control mechanism nor
evaluated the performance of IEEE 802.15.4. J. MiSi¢ et. al
have proposed an M/G/1/K system with vacations to analyze
the sleep mechanism of a beacon-enabled IEEE 802.15.4
cluster [9]. However, the analysis focuses on the queuing
aspects, while the model for the sleep mechanism assumes that
a node goes to sleep for a geometrically distributed amount of
time after its buffer becomes empty, which differs much from
the actual mechanism and makes the analysis rather inaccurate
in that aspect. Most of these works followed an approach
similar to that of Bianchi’s for IEEE 802.11 DCF [10] to
model IEEE 802.15.4 slotted CSMA/CA.

In this letter, we propose a new slot-based analytical model
for IEEE 802.15.4 taking sleep mechanism into consideration.
The proposed model consists of two submodels, namely 1) a
sleep model which considers the node behavior in idle and
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Fig. 1.

Markov-based model for sleep mechanism of IEEE 802.15.4.

sleep mode; 2) a CSMA/CA model which studies the backoff
mechanism of IEEE 802.15.4 CSMA/CA.

II. ANALYTICAL MODEL FORMULATION

In this study, we consider a single-hop wireless personal
area network which is composed of a network coordinator
and N identical end nodes. The analysis is limited to real-
time applications where the duty cycle is made to be large
compared to the traffic load in order to reduce delay, in which
case we can assume that each node buffers at most one pending
data packet, and any older ones are discarded as stale data.

A. Slot-based Model for Sleep Mechanism

IEEE 802.15.4 uses a superframe structure, where each
superframe is bounded by beacons periodically transmitted
by coordinator, and is divided into an active period and an
optional inactive period.

Fig. 1 shows the Markov-based model for sleep mechanism
of IEEE 802.15.4. Our model is exactly slot-based, that is each
backoff slot in a superframe is defined as a single state. The
benefit of the exactly slot-based mechanism is that we can
determine the interactions between the states in sleep model
and CSMA/CA model with a precision of slot.

Let p, denote the (assumed to be constant) packet arriving
probability in a single backoff slot. Since it takes 2 backoff
slots for Clear Channel Assessment (CCA) and L backoff slots
for data packet transmission, a node can have a pending data
packet waiting for transmission via CSMA/CA either in the
inactive period, or in the last L+-1 slots of the active period due
to an inadequate number of slots left for CCA and transmission
after backoff. Therefore, let the states .S A;(z =Tr—L,Ty—
L+1,...,T4) and SA;(i =1,2,...,T4) stand for the sleep
states with and without data packet waiting for transmission in
active period of a superframe, and SI;, SI;(i = 1,2,...,Ty)
denote the sleep states with and without pending packet in
inactive period , respectively, where T4 and T are the number
of backoff slots in each active and inactive period.

More importantly, we now discuss the state transitions
between sleep model and CSMA/CA model, as shown in
Fig. 2.

[A], [B], and [C] are the state transition interfaces be-
tween the sleep model and CSMA/CA model. As shown in
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(a) State transitions after successful transmis- (b) State transitions after transmission failure (c) State transitions after arrival of packets in active period

sion due to inadequate slots

Fig. 2. State transitions between sleep model and CSMA/CA model.

Fig. 2a, [A] is the state transition after a successful packet
transmission. Since it takes L + 2 backoff slots for CCA and
transmission, nodes cannot enter the first L + 2 slots in active
period through [A] from CSMA/CA model. As we do not keep
track of the slot number in the CSMA/CA, we approximately
assume that the node ends up in one of the remaining slots
with equal probability psg,.

DPsa :1/(TA_L_1) (1)

Fig. 2b shows the state transition after a failed transmission
caused by inadequate slots left for CCA and data packet
transmission [B]. Similarly approximated, we have

psb =1/(L+2) 2)

[C] is the state transition from idle state (including the last
backoff slot of inactive period without pending packet) to
backoff state upon packet arrival; note that packets arriving
at a node with a pending one are simply discarded. Therefore,
the transition probability in Fig. 2¢ is p,. [C] also contains
the transition from the last backoff slot of inactive period with
pending packet to backoff states with probability 1.

In order to solve the model, we still need the steady state
probabilities of a node going through [A] (resp. [B]) per
slot, denoted by m4 and 7p (7mg stands for the steady state
probability of S in this letter), respectively. From Fig. 2a, 2b,
and Fig. 3 which shows the Markov model for CSMA/CA
mechanism in IEEE 802.15.4, we can have

TA =TT, TB = ’YQS (3)

where 17, v, and ¢ are defined in the analysis of CSMA/CA
model.

B. Model for CSMA/CA Mechanism

As shown in Fig. 3, The Markov model for CSMA/CA
mechanism in IEEE 802.15.4 is extended from [10]. Let state
BO,;;(t=0,1,...,M;j=0,1,...,W;—1) be the jth back-
off state in the ith backoff stage. M is the maximum number
of backoff stage. W; is the maximum number of backoff slots
in 4th backoff stage. State CCA; ;(i =0,1,...,M;j =0,1)
denotes the jth CCA state in the ¢th backoff stage. State
T:(i=1,2,...,L) is the ith transmitting state.

The transition probabilities o and 3 stand for the probabil-
ities that the channel is assessed to be busy during the first
CCA and during the second one provided that the first reported
idle, respectively. They can be derived in a similar way in [4]
as

a=L[1-(1-¢1-y))"1-a)1-8) @

Fig. 3.
802.15.4.

Markov-based model for slotted CSMA/CA mechanism of IEEE

-1
B=[1-(-o-)""][2- =60 -)"

&)
in which ¢ = sz‘vio TBO, - 7 18 the transmission failure
probability due to an insufficient number of slots left in current
active period. Since it costs L + 2 backoff slots for CCA and
transmission, this probability can be approximated as

v =(L+2)/Ta (6)
According to Fig. 2c, The steady state probability of interface
[C] is .
A
TC =Tgr, tPa (ZWSAi‘Fﬂ'SITI) (N
i=1

III. MODEL VALIDATION

The proposed model is validated by the ns-2.33 simulator.
Simulation parameters are set as follows: data packet payload,
MAC header, and PHY header are 80 bytes, 21 bytes and 6
bytes, respectively. Transmission rate is 250kbps. The power
parameters are the same as Chipcon CC2420. Buffer size is
set to be 1 and T4 +7T; = 26. Other simulation parameters are
the same as their default values defined in the standard [1].

A. Energy Consumption Analysis

In energy consumption analysis, we also take into account
several other factors including the transmitting/receiving of
acknowledgement packets and periodical beacons, and mode
transition from receiving mode to transmitting mode after
twice CCA if the node is ready to transmit.

Therefore, the average energy consumption of each packet
E, can be defined as follows:

Ep = (Etm + Erm + Eidle + ESlfieP)/Np (8)

where NV, is the average number of packets transmitted by
each node per second; Ey,, Ery, Fige, and Egeep, are the
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Fig. 4. Energy consumption of each packet versus number of nodes for
different duty cycles (N A = 0.5) and different network loads (T4 = 2%).

energy consumed in a second in transmitting, receiving, idle,
and sleep states of each node, respectively. They are defined
as follows:

Eiy = Pymr (92)
Evy = Py (N —1)7r + moca + port) + Eack (9b)
Eiqle = Pigie (Tsa + Tg ' + TBO — Dort) (9c)
Egicep = Psieep(Tsr +mgyp) 9d)
Eack = ProNnrLack/L (%e)
DPort = (Tveacon + Lrt)/(Ta + T7) 91

where Py;, Pry, Pidie, Psicep are the power consumption of
transmitting, receiving, idle, and sleep states, respectively.

Fig. 4 compares the predicted and simulated energy con-
sumption per packet. A is the packet arrival rate of the network
provided that the number of packets is Poisson distributed. It
can be observed that the increase in duty cycle and decrease
in network load will both result in the increase in energy
consumption. Meanwhile, the energy consumption per packet
goes up as number of nodes increases. These characteristics
are obvious in practical applications. Our model analysis fits
well with the simulation results.

B. Throughput Analysis

According to the preceding CSMA/CA model, the average
number of slots spent in backoff states per packet, denoted by
B, should satisfy the following equation:

B:iqi(Wi—Fl)

5 +¢’Y<¥+TI+B) (10)

i=0
where ¢ = (1 — ) [a+ (1 — «)f]. So the total number of
slots D that a node spends serving a packet in average should
be

D=B+L+2 (1D

Therefore, the saturated throughput, i.e. the maximum number
of packets that can be successfully transmitted during a single

active period for each node, can be calculated by
S =Ty(DN)™* (12)

Fig. 5 shows the impact of duty cycle and initial backoff
exponent on throughput of each node. From (12), the increase
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Fig. 5. Throughput of each node versus number of nodes for different duty
cycle (NA = 0.5) and different initial backoff exponent (17 = 24 N\ =
0.5).

in duty cycle will increase the throughput. While from (10)
with the same number of nodes in the network, the increase of
the initial backoff exponent results in the increase of backoff
time, and thus the decrease of throughput of each node.

IV. CONCLUSIONS

We have proposed a new analytical model for IEEE
802.15.4 MAC with sleep mechanism to compute the energy
consumption and throughput in single-hop networks in real-
time applications. Because the submodel for sleep mechanism
is exactly slot-based, the accuracy of the whole model can
be guaranteed. The simulation results show that the pro-
posed model can accurately evaluate the performance of IEEE
802.15.4 in real-time applications.
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