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Abstract

This essay introduces the moduli problem for elliptic curves over the complex numbers.

Taking a complex geometric perspective, we show that this moduli problem is equivalent

to the moduli problem for lattices and that no moduli space, as a complex manifold,

exists. In lieu of this we discuss the construction of a coarse moduli space, and the use

of level structures in rigidifying the moduli problem.
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Preface

The study of elliptic curves dates back at least to Euler’s work on elliptic integrals

and yet, due to both intrinsic beauty and significant applications, still forms an

active area of research today. One method of studying elliptic curves is to examine

their behaviour under infinitesmial deformation. Following the work of Kodaira

and Spencer on deformations of complex manifolds, these deformations may be

captured by so-called families of elliptic curves. The focus of this essay is the

classification of such families.

We begin, in Chapter 0, by introducing some basic notions in the theory

of complex manifolds and Riemann surfaces. This allows us to give a precise

definition of elliptic curves and of their families, and equips us with the basic

tools we shall use to understand them.

Chapter 1 then discusses moduli problems. Through this language we specify

the sense in which we wish to classify families of elliptic curves: we wish to

construct a family of elliptic curves from which every other family arises in a

natural way. We call such a family a ‘universal family’. In this chapter we also

consider the example moduli problem of lattices, noting that it is not solvable

due to the existence of nontrivial automorphisms.

In Chapter 2 we begin work on the moduli problem for elliptic curves by

reducing it the problem to that of lattices. As we noted in Chapter 1, however,

the moduli problem for lattices is not solvable. We are thus led to consider

methods of weakening the moduli problem.

The first of these, seen in Chapter 3, is the construction of a coarse moduli

space, which classifies all elliptic curves and their local deformations, but does not

have a universal family. The second, seen in Chapter 4, is that of level structures.

This rigidifies elliptic curves slightly, removing their nontrivial automorphisms,

and hence allowing the construction of a universal family for these elliptic curves

with extra structure.

The background assumed in this thesis was in the end chosen to be no more

1



2 PREFACE

than the material taught in the undergraduate curriculum at the ANU. More

precisely, this thesis is targeted at the reader who has taken first courses in

complex analysis, algebraic topology and differential geometry, but may not be

familiar with constructions such as Riemann surfaces and fibre bundles.

The mathematics developed here is well-known, and I can claim no originality

to the broad ideas contained within it. General references have been given as

appropriate in each section, and where arguments have been taken from sources

they have been specifically cited as such. Furthermore, the general perspective

of this thesis owes much to discussions with my supervisor Dr James Borger, as

do many of the details in Chapter 4. What little that remains, however, I claim

as my own work.



Chapter 0

Preliminaries

The aim of this essay is to understand elliptic curves and their families. In this

chapter we make a start by defining what these are.

0.1 Background on Complex Manifolds

Elliptic curves historically arise as the surfaces that form the natural domain of

integration when computing the arc-length of an ellipse. This perspective does

not interest us so much in our discussion of families of elliptic curves, although we

will see glimpses of it in later chapters. For now, we introduce them as tori with

a complex structure. A more detailed introductory account of complex manifolds

can be found in Fritzsche and Grauert [10, Ch.IV] and Kodaira [20, Ch.2], while

Farkas and Kra [8] and Forster [9] provide excellent expositions of the material

specific to Riemann surfaces. Many results in this section are stated with only

a reference given for proof, the exceptions being those results for which ideas in

their proof will be relevant later.

Complex Manifolds

An n-dimensional complex manifold is a space that is locally n-dimensional com-

plex space. Formally, this means the following. Let X be a Hausdorff topological

space. An n-dimensional (complex) coordinate neighbourhood (U, z) in X consists

of an open set U of X and a homeomorphism z of U onto an open subset of Cn.

Two n-dimensional coordinate neighbourhoods (Ui, zi), (Uj, zj) are (holomorphi-

cally) compatible if the function

wij := zi ◦ z−1
j : zj(Ui ∩ Uj) −→ zi(Ui ∩ Uj)

3



4 CHAPTER 0. PRELIMINARIES

is biholomorphic. A countable covering of X by a collection of pairwise compat-

ible n-dimensional coordinate neighbourhoods of X is called an n-dimensional

complex atlas on X. Two complex atlases are equivalent if their union is also a

complex atlas. An n-dimensional complex structure on X is an equivalence class

of atlases.

Definitions 0.1. An n-dimensional complex manifold is a Hausdorff topologi-

cal space X with an n-dimensional complex structure. A Riemann surface is a

connected 1-dimensional complex manifold.

We make the observation that a 0-dimensional complex manifold is simply a

discrete set.

Let U = (Ui, zi)i∈I be an n-dimensional coordinate covering of a Hausdorff

space X. A function f : U → γ defined on an open subset U of X is called

holomorphic relative to U if for all i ∈ I

f ◦ z−1
i : zi(U ∩ Ui) −→ Cn

is holomorphic. If X is a complex manifold and this is true with respect to all

coordinate neighbourhoods defining the complex structure on X, the f is called

holomorphic. More generally, we define holomorphic functions between any two

complex manifolds as follows.

Definition 0.2. Let X, Y be complex manifolds. A map f : X → Y is called

holomorphic if for every p ∈ X there exists a coordinate neighbourhood (U, z) in

X at p and a coordinate neighbourhood (V,w) in Y at f(p) with f(U) ⊂ V such

that

w ◦ f ◦ z−1 : z(U) −→ w(V )

is holomorphic. If the inverse function f−1 exists and is also holomorphic we call

f biholomorphic.

We may also view manifolds as ringed spaces. Given an open set U of Cn, the

sheaf OU of holomorphic functions on U makes (U,OU) a ringed space. We shall

call such a ringed space a standard ringed space. Let {(Ui, zi)}i∈I be a coordinate

covering of a complex manifold X. The holomorphic functions on a complex

manifold X then form a sheaf OX of C-algebras on X, and this makes X into a

ringed space locally isomorphic to a standard ring space. In fact any such sheaf

of C-algebras—that is, any sheaf such that there exists an open cover {Ui}i∈I of

X with each (Ui,OX |Ui) a standard ring space—defines a complex structure on

X, and uniquely so.
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Complex manifolds, together with holomorphic maps, form a category; we

denote this category MfldC.

Fibre Bundles

A central concept in this essay is that of families. These aim to capture defor-

mations of objects. We will build these from fibre bundles.

Definitions 0.3. Let E, B and F be complex manifolds, and let π : E → B

be a holomorphic surjection. A (holomorphic) fibre bundle consists of the data

(E,B, F, π) subject to the local triviality condition that there exists an open cover

{Uα} of B with for each Uα in the open cover a biholomorphism ϕα : π−1(Uα)→
F ×Uα such that, letting proj2 : F ×Uα → Uα be the projection onto the second

factor, the following diagram commutes:

π−1(Uα) F × Uα

Uα.

ϕα

π proj2

If we only require that E, B and F are differentiable manifolds, π is C∞, and

that the ϕα are diffeomorphisms, we say that (E,B, F, π) is a differentiable fibre

bundle.

We call E the total space, B the base space, F the fibre, and any collection of

pairs {(Uα, ϕα)} with the above properties a local trivialisation. We often refer

to E as the fibre bundle, with the rest of the data left implicit. Note that for

any x ∈ B the space π−1(x) is biholomorphic to F ; we denote this space Ex and

call it the fibre over x. More generally, for any subset X of B, we call the space

EX := π−1(X) the fibre over X.

Let G be a group of holomorphic automorphisms of F . We say a fibre bundle

with fibres F has structure group G if, given any local trivialisation {(Uα, ϕα)},
the transition functions

gαβ(x) = ϕαϕ
−1
β

∣∣
{x}×F ,

considered as automorphisms of F , lie in the group G. In this case we refer to G

as the structure group of the fibre bundle E.
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Definition 0.4. Let (E1, B, F1, π1) and (E2, B, F2, π2) be two fibre bundles over

the same space B. We say that a holomorphic map f : E1 → E2 is a morphism

of fibre bundles, or a bundle map, if

E1 E2

B

f

π1 π2

commutes.

Definition 0.5. Let (E,B, F, π) be a (possibly differentiable) fibre bundle. We

call a map s : B → E a (global) section of the fibre bundle if π ◦ s = idB. If s is

defined only on an open subset U ⊆ B, we call s a local section.

Example 0.6. Given complex manifolds B and F , the data (F × B,B, F, proj2),

where proj2 : F × B → B is projection onto the second factor, specifies a fibre

bundle. We call this the trivial F -fibred bundle over B.

Observe that any the projection map π of any differentiable fibre bundle is

locally a projection F × U → U , where F is the fibre. Taking appropriate

coordinate neighbourhoods for F and U , and treating them as real manifolds, we

see that π is locally the projection Rm → Rn for some natural numbers m and n.

We shall call this a submersion.

Definition 0.7. Let f : X → Y be a smooth map between differentiable mani-

folds. We call f a submersion if the induced tangential map Txf : TxX → Tf(x)Y

is surjective for all x ∈ X.

Equivalently, f is a submersion if the dimension of X is greater than that of

Y and the Jacobian of f at each point of X is of maximal rank.

Definition 0.8. Let f : X → Y be a continuous map between Hausdorff spaces.

We call f proper if the preimage of any compact subset of Y is compact.

Observe that, if the fibre F of a fibre bundle is compact, then the projec-

tion π is a proper surjective submersion. It is a theorem of Ehresmann that

these properties are enough to determine that a map π is the projection of some

differentiable fibre bundle.
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Theorem 0.9 (Ehresmann fibration theorem). Let M,B be differentiable man-

ifolds and f : M → B a proper surjective submersion. Then (M,B, F, f) is a

differentiable fibre bundle with fibre F := f−1(b) for any b ∈ B.

For a proof see Dundas [6, §9.5] or Ebeling [7, §4.3].

Fibre Products

By definition, our maps of bundles are required to be between bundles over a com-

mon base space. In order to discuss relationships between bundles over different

base spaces, we use the notion of a pullback, or fibre product.

Let X, Y and Y ′ be complex manifolds, and let π : X → Y and f : Y ′ → Y

be holomorphic maps. We define the fibre product of X and Y ′ over Y to be the

set

X ×Y Y ′ := {(x, y) ∈ X × Y ′ | f(x) = π(y)}

equipped with the subspace topology from X × Y ′. This comes equipped with

continuous maps

π̂ : X ×Y Y ′ −→ Y ′;

(x, y) 7−→ y

and

f̂ : X ×Y Y ′ −→ X;

(x, y) 7−→ x.

This gives the following commutative diagram.

X ×Y Y ′ X

Y ′ Y,

bf
bπ π

f

It can be shown that the fibre product X ×Y Y ′ is in fact universal with respect

to this diagram in the category of topological spaces.

Observe that we have set up the notation for fibre products somewhat asym-

metrically. This is as fibre products will be of primary interest to us in the case

that π : X → Y is a fibre bundle, and f : Y ′ → Y is a map of base spaces. From
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this perspective we shall also call the space X ×Y Y ′ the pullback of X along f

and the map π̂ the pullback of π along f , and use the notations f ∗X := X ×Y Y ′

and f ∗π := π̂.

A priori a fibre product is just a topological space, and the induced maps

nothing more than continuous. In the cases we are concerned with, however, we

have more than this.

Proposition 0.10. If π : X → Y is a holomorphic surjective submersion, then

given any complex manifold Y ′ and any holomorphic map f : Y ′ → Y there exists

a unique complex structure on X ×Y Y ′ such that it is a complex submanifold of

X × Y ′ and π̂ is a holomorphic surjective submersion.

In general for the fibre product to again be a complex manifold it suffices that

the maps π and f are transverse—that is, given any (x, y) ∈ X ×Y Y ′, that the

sum of the images of the tangential maps (π∗)x and (f∗)y equal the whole of the

tangent space Tπ(x)Y . Since for a submersion we already have Im ((f∗)y) = Tf(y)Y ,

every map π is transverse to f . See Fritzsche and Grauert [10, Ch.IV §1] for more

details.

Note also that a section s : Y → X of a map π : X → Y pulls back to a

section f ∗s : Y ′ → f ∗X of the pullback that maps y ∈ Y ′ to (s ◦ f(y), y) ∈
X ×Y Y ′ = f ∗X.

Observe that given the trivial F -fibred bundle F×U over U and a holomorphic

map f : U ′ → U , the pullback f ∗(F×U) is biholomorphic to the product manifold

F × U ′. We may thus consider it as the trivial F -fibred bundle over U ′. Given a

trivialising open cover {Uα} of a fibre bundle (E,B, F, π) and a holomorphic map

of complex manifolds f : B′ → B then, this shows that the collection of open

sets {f−1(Uα)} gives a trivialising open cover for the pullback f ∗E. We have thus

sketched a proof of the following proposition.

Proposition 0.11. Let (E,B, F, π) be a holomorphic fibre bundle over B, and

let f : B′ → B be a holomorphic map. Then (f ∗E,B′, F, f ∗π) is a holomorphic

fibre bundle over B′.

Quotients

We shall return a number of times to the question of when a structure descends

under a quotient by a group. For now we prove a simple preliminary result in the

case of complex manifolds.
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Let G be a group acting on a topological space X on the left. Let G have the

discrete topology. We say G acts continuously if the map

G×X −→ X;

(g, x) 7−→ gx

is continuous. We always require this to be true. Furthermore, when X is a

complex manifold, we further require that G acts analytically ; that is, that the

above map is holomorphic. This means that each g ∈ G induces a biholomorphic

automorphism of X. We call a group G a complex Lie group if it has a complex

structure and composition and inversion are holomorphic maps. In this case we

also expect G to act analytically.

We will chiefly consider actions with the following property.

Definition 0.12. The action of a group G on a space X is called properly dis-

continuous if for all x, y ∈ X there are open neighbourhoods U and V of x and

y respectively such that the set

{g ∈ G | gU ∩ V 6= ∅}

is finite.

As usual, the action of G is called free if for all nonidentity g ∈ G and all

x ∈ X we have gx 6= x. We shall show that when a group acting on a complex

manifold has both these properties, then the quotient has a natural complex

structure of the same dimension.

Lemma 0.13. Let G be a group acting freely and properly discontinuously on a

Hausdorff space X. Then there exist open neighbourhoods U of x and V of y such

that gU ∩ V 6= ∅ if and only if gx = y.

Proof. Since G acts properly discontinuously, there exist open neighbourhoods

U0 of x and V0 of y such that the set

I = {g ∈ G | gU0 ∩ V0 6= ∅}

is finite, of the form {g1, . . . , gn}. Let zi = gix for i = 1, . . . , n. These points are

distinct as G acts freely. We now consider two cases.

Suppose first that y lies in the G-orbit of x. In this case there exists g ∈ G
such that gx = y, unique since G acts freely. Furthermore, y ∈ gU0 ∩ V0, so g is

equal to gj for some j. Without loss of generality we may suppose g = g1 and
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hence y = z1. Choose Wi to be pairwise disjoint open neighbourhoods of the zi;

these exist as X is Hausdorff and there are only finitely many zi. Define

U :=
n⋂
i=1

g−1
i (Wi) ∩ U0, V := W1 ∩ V0.

Then for g = g1, y ∈ g1U ∩ V , so g1U ∩ V 6= ∅. For g ∈ I \ {g1}, g = gi for some

i 6= 1, so we have giU ⊂ Wi and V ⊂ W1, and so giU ∩ V = ∅. For g /∈ I, we

have gU ⊂ U0 and V ⊂ V0, so gU ∩ V = ∅. This covers all elements of G and

hence proves the lemma in the case that x and y lie in the same G-orbit.

Suppose on the other hand that x and y lie in distinct orbits of G. Then there

is no g ∈ G such that gx = y so in particular y is distinct from each zi. Choose

open sets Wi and V ⊂ V0 to be pairwise disjoint open neighbourhoods of the zi

and of y, respectively. Again these exist as X is Hausdorff and there are only

finitely many zi. We again also define U =
⋂n
i=1 g

−1
i (Wi) ∩ U0. The result now

follows by considering the cases g ∈ I and g /∈ I as before.

Remark 0.14. We may unpack the details of the above lemma to get the following.

Let G be a group acting freely and properly discontinuously on a Hausdorff space

X. Then:

(i) If x ∈ X, then there exists an open neighbourhood U of x such that gU∩U =

∅ for all nonidentity g ∈ G.

(ii) If x, y ∈ X lie in the same G-orbit, with g0x = y, then there exist open

neighbourhoods U of x and V of y such that gU ∩ V = ∅ except when

g = g0.

(iii) If x, y ∈ X do not lie in the same G-orbit, then there exist open neighbour-

hoods U of x and V of y such that gU ∩ V = ∅ for all g ∈ G.

Lemma 0.15. Let G be a group acting freely and properly discontinuously on an

n-dimensional complex manifold X. Then there exists a unique n-dimensional

complex structure on the quotient G\X such that the quotient projection π : X →
G\X is a holomorphic covering map. With this complex structure π is in fact

locally biholomorphic.

Proof. The topological space G\X is connected as it is the quotient of a connected

space, and Hausdorff by Remark 0.14(iii) above.

We wish to give a complex structure to G\X. Let x ∈ G\X, and choose

x̃ ∈ π−1(x). Remark 0.14(i) gives an open neighbourhood U of x̃ such that
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gU is disjoint from U for all nonidentity g ∈ G. Then π : U → π(U) is a

homeomorphism. Since X is a complex manifold, there exists a map z : U → Cn

such that (U, z) forms a coordinate neighbourhood of x̃. We let (π(U), z◦π−1|π(U))

be a coordinate neighbourhood of x. All such coordinate neighbourhoods on G\X
are compatible as they descend from compatible neighbourhoods on X. Since x

was arbitrary, these neighbourhoods cover G\X, and so form a complex structure.

Under this complex structure it is clear that the quotient map is locally bi-

holomorphic. It is a covering map as for any x ∈ G\X, we may take the open

neighbourhood U of a point x̃ ∈ π−1(x) given by Remark 0.14(i). Then π(U) is a

neighbourhood of x such that π−1(π(U)) consists of disjoint open sets gU , g ∈ G,

each homeomorphic to π(U).

To see that this complex structure is the unique structure with this property,

observe that if π : X → G\X is a holomorphic covering a function f : G\X → C
is holomorphic if and only if f ◦π is holomorphic. Since the sheaf of holomorphic

functions on a complex manifold uniquely determines the complex structure, the

structure is unique.

Differential Forms

The theory of integration on Riemann surfaces will be our key tool in relating

elliptic curves with lattices. While it is not too much more effort to develop a

theory of integration for all complex manifolds, for simplicity’s sake we shall now

restrict our attention to Riemann surfaces.

Definition 0.16. Let X be a Riemann surface with atlas {(Ui, zi)}i∈I . A dif-

ferential 1-form ω on X is a collection of differential 1-forms ωi = fi(zi, zi)dzi +

gi(zi, zi)dzi on the open subsets Ui of C, where fi, gi are smooth functions, such

that on the overlaps Ui ∩ Uj we have

fj(zj, zj) = fi(wij(zj), wij(zj))
dwij(zj)

dzj

and

gj(zj, zj) = gi(wij(zj), wij(zj))
dwij(zj)

dzj
,

where wij = zi ◦ z−1
j (and thus wij(zj) = zi) as above.

A holomorphic 1-form is a differential 1-form for which each fi is holomor-

phic and each gi zero. We denote the space of holomorphic 1-forms on X by

H0(X,Ω1
X). Similarly, a meromorphic 1-form is a differential 1-form for which

each fi is meromorphic and each gi zero.
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Integration and differentiation of differential forms are as in the case of real

manifolds. Note that all holomorphic 1-forms are closed: If ω = fdz is a holo-

morphic 1-form, then

dω = (∂f
∂z
dz + ∂f

∂z
dz) ∧ dz = ∂f

∂z
dz ∧ dz = 0,

since the holomorphicity of f implies ∂f
∂z

= 0.

The Genus of a Compact Riemann Surface

It is well-known that a compact orientable 2-real-dimensional manifoldX is home-

omorphic to a sphere with g-handles, for some nonnegative integer g. We call

this number the genus of X. As the complex plane has a natural orientation,

and holomorphic functions preserve this orientation, every Riemann surface is

orientable. In particular, the genus g(X) of a compact Riemann surface X is

well-defined.

We might call the above genus the ‘topological genus’ of X, and define the

‘analytic genus’ to be the dimension of the space H0(X,Ω1
X) of holomorphic 1-

forms. It is a fundamental result in the theory of Riemann surfaces that these

two definitions of genus agree.

Proposition 0.17.

g(X) = dimH0(X,Ω1
X)

For a proof, see Griffiths [11, Theorem 2.1] or Farkas and Kra [8, Proposition

III.2.7]. The former makes use of the correspondence between compact Riemann

surfaces and algebraic plane curves, while the latter proves the result by discussing

harmonic differentials.

The genus is an important topological invariant, and somewhat curiously also

carries much information about the analytic structure on a compact Riemann sur-

face. One example of this, which we shall later use, is the following. On any com-

pact Riemann surface the degree of a nonconstant meromorphic function—that is,

the difference between its number of zeroes and poles, counting multiplicities—is

zero. On the other hand, the degree of a meromorphic 1-form is governed by the

genus.

Let ω be a meromorphic 1-form on a compact Riemann surface X, let p ∈ X,

and suppose that ω = fidzi for some coordinate neighbourhood (Ui, zi) containing

the point p. We then set ordp(ω) = m,−m or 0 according to whether fi has at

p a zero of order m, a pole of order m, or neither a zero nor a pole. This is
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well-defined as the transition functions wij and their derivatives have no zeroes

nor poles. We let deg(ω) =
∑

p∈X ordp(ω).

For meromorphic 1-forms on a compact Riemann surface, we can then state

the Poincaré-Hopf index formula as follows.

Proposition 0.18 (Poincaré-Hopf formula). Let X be a compact Riemann sur-

face, and let ω be a meromorphic 1-form on X. Then

deg(ω) = 2g(X)− 2.

This proposition follows directly from the from the Poincaré-Hopf formula for

real differential forms and the observation that ordp(ω) = −Indp(Reω). A proof

of the real case can be found in Milnor [25, §6].

0.2 Elliptic Curves and Their Families

It is a theorem of Riemann that, up to biholomorphism, the only compact Rie-

mann surface of genus 0 is the Riemann sphere. In this essay we move on to what

is in some sense the next problem: compact Riemann surfaces of genus 1. These

are, essentially, the elliptic curves. The definitions here follow those of Hain [14]

and Kodaira [20].

Definition 0.19. An elliptic curve (E;O) is a compact Riemann surface E of

genus 1 with a marked point O ∈ E.

We wish that our maps of these objects preserve both the complex structure

and the marked point.

Definition 0.20. Given elliptic curves (E1;O1) and (E2;O2), a morphism of

elliptic curves is a holomorphic map f : E1 → E2 such that f(O1) = O2.

The exact definition of an elliptic curve in the literature varies quite widely,

although numerous alternative definitions are equivalent. By elliptic curve in

this document we refer only to what are often called elliptic curves over the

complex numbers C, even though elliptic curves may be defined more generally

over any field. In this more general case the definition is necessarily approached

through more general algebro-geometric means; in general elliptic curves do not

form complex manifolds. Many definitions do not include the marked point. Our

reasons for including it will become clearer in later chapters, but the moral is it

makes the moduli problem more tractable.
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Example 0.21. Let Λ be an additive subgroup of C generated by two nonzero

complex numbers not real multiples of each other. (This is essentially the data

we shall formalise as a lattice in later chapters.) Let 0 ∈ C/Λ is the image of

0 ∈ C under the quotient map. Then (C/Λ, 0) is an elliptic curve.

The quotient C/Λ has a natural complex structure as Λ acts freely and prop-

erly discontinuously on C. More explicitly, we may note that Λ is a discrete

subgroup of C, and hence that the preimage of any simply-connected open set

U ⊂ C/Λ under the quotient map q consists of disjoint open subsets of C
each homeomorphic to U . Taking any connected component V in the preim-

age, (U, q|−1
V ) gives a coordinate neighbourhood on C/Λ. As any pair of con-

nected component of the preimage of U are translates of one another, any pair

of coordinate neighbourhoods constructed in this way is compatible. Thus such

neighbourhoods give a complex structure on C/Λ. Furthermore, the quotient is

topologically a torus, and thus of genus 1. This shows that (C/Λ, 0) is an elliptic

curve.

Given a class of geometric objects, by a family of these objects we mean to

imply a parametrised collection of these objects such that the geometric struc-

ture on these objects in some sense varies consistently with the parameter. For

example, given a parametrised collection of surfaces in 3-dimensional Euclidean

space, we might give the parameter space a topology and ask that the surfaces

vary continuously as a function of the parameter. As we have presented them,

however, elliptic curves are not naturally embedded in any space, so we cannot

discuss families in this way.

As another example, observe that we call a function f : B → Cn, where B is

an open subset of Cm, a holomorphic function if and only if its graph

{(f(t), t) ∈ B × Cn | t ∈ B}

is a complex submanifold of Cm+n. We might think of this function as describing

a holomorphic family of points in Cn parametrised by the base space B, and

interpret this requirement on the graph as the criterion that for a family to be

holomorphic we require a natural complex structure on the set of points {f(t)}t∈B.

We use this idea to define a family of elliptic curves.

Definition 0.22. A (holomorphic) family of elliptic curves consists of the data

(E , B, π, s), where E and B are complex manifolds, π : E → B is a surjective

holomorphic submersion, and s : B → E is a holomorphic section of π such that

for each x ∈ B the fibre (π−1(x), s(x)) over x is an elliptic curve.



0.2. ELLIPTIC CURVES AND THEIR FAMILIES 15

We call E the total space, B the base space, and for any subset X of B we call

the preimage EX := π−1(X) the fibre over X.

We think of this definition as requiring the complex structure and the marked

point of a collection of elliptic curves to vary ‘holomorphically’ with respect to

a parameter. In the case that one wishes to consider less rigid deformations

of the complex structure, one could equally well consider what might be called

‘continuous’ families of elliptic curves by specifying that B is only an ‘almost

complex’ manifold, and the maps involved are continuous. For the sake of a

clearer exposition we avoid these details; the interested reader might consult [20,

Ch.4].

Given an elliptic curve (E;O), we call an elliptic curve (E ′;O′) a deformation

of (E;O) if there exists a connected family of elliptic curves (E , B, π, s) and ele-

ments x, x′ of B such that (E;O) ∼= (Ex; s(x)) and (E ′;O′) ∼= (Ex′ ; s(x′)). It can

be shown, in a manner similar to that of the proofs of Ehresmann’s theorem refer-

enced above, that given a family of elliptic curves (E , B, π, s), the triple (E , B, π)

gives a differentiable fibre bundle or, equivalently (by Ehresmann’s theorem), that

the map π must be proper [20, §2.3]. This shows that the differentiable structure

of elliptic curves does not change under deformation. We shall show that there

exists a family whose fibres, up to isomorphism, are all elliptic curves, and hence

that all elliptic curves are diffeomorphic.

As we wish to classify such families, we should define when we consider two

families the same. The first criterion is that both families should lie over the same

base space. The second criterion is that, given a point in the base space, then

the elliptic curve lying over this point in the first family should be isomorphic

to elliptic curve lying over this same point in the second. This alone, however,

is not enough: we still need to ensure that the elliptic curves vary locally in the

same way. This is captured by the following definition.

Definition 0.23. Let B be complex manifold. A morphism between families

(E1, B, π1, s1) and (E2, B, π2, s2) of elliptic curves over B is a holomorphic map

f : E1 → E2 such that

E1 E2

B

f

π1 π2

and

E1 E2

B

f

s1 s2
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commute.

If f is a biholomorphism, then we call f an isomorphism and the families

(E1, B, π1, s1) and (E2, B, π2, s2) isomorphic.

These families will be our main objects of study.



Chapter 1

Moduli Spaces

Our aim is to understand families of elliptic curves. A reasonable place to start

is to attempt to classify all such families. A moduli space does just this. In this

chapter we put aside elliptic curves for a moment and discuss this concept in

general. We shall be, admittedly, somewhat vague in defining a moduli problem,

the solution to which we shall call a moduli space. In defence of this approach, I

point out that the purpose here is only to convey the spirit of a line of inquiry.

Rest assured that we will, in time, get to a precise statement of the moduli

problem for elliptic curves, and a rigourous discussion of its solution (or lack

thereof).

Here we set up moduli problems as in Harris and Morrison [16]. A slightly

different approach is taken in Bruin [3]. More detail on representing functors can

be found in Mac Lane [22, Ch.III].

1.1 Moduli Problems

A moduli problem is one of classification. For this we need objects to classify,

and a notion of when objects are the same. What sets a moduli problem apart,

however, is that the classification is required to be geometric in nature. For this

to make sense, we need a third ingredient: an idea of modulation, or how the

objects can vary. The solution to a moduli problem then, known as a moduli

space, is a space parametrising the isomorphism classes of our objects with a

geometry reflecting the ways in which the objects may vary. More precisely,

we capture the modulations of our objects by discussing families of them, in the

sense introduced in the previous chapter. A moduli space then yields a ‘universal’

family, cataloguing all objects and the ways they modulate.

17
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Let Spaces be the category of possible parameter spaces, which we shall call

base spaces, for families. Given a base space B, we can construct the set S(B) of

isomorphism classes of families of objects over the base space. Furthermore, given

a family E over some base space B2 and any morphism of f : B1 → B2 of base

spaces, we can construct a set of objects over B1 by assigning to a point x ∈ B1

the object in the family E parametrised by f(x) ∈ B2. For our moduli problem

to be well-defined, we require that this in fact constructs a family, and that the

isomorphism class of the constructed family depends only on the isomorphism

class of the initial family E. This is not an unreasonable requirement: it amounts

to little more than expecting that morphisms of base spaces preserve the way

objects can modulate. We shall call the family constructed the pullback family of

E by f . Sending an isomorphism class of families to the isomorphism class of the

pullback of a representative by f then gives a map S(f) : S(B2) → S(B1). We

thus have a contravariant functor

S : Spaces −→ Set.

We call this functor the moduli functor.

For any base space M we can define a contravariant functor Mor( · ,M) :

Spaces → Set taking any base space B to the set Mor(B,M) of morphisms

from B to M , and any morphism f : B1 → B2 of base spaces to the map

f ∗ : Mor(B2,M) −→ Mor(B1,M)

g 7−→ g ◦ f.

We call this functor the functor of points of M .

A moduli problem then consists of finding a base space M such that there

exists a natural isomorphism between the moduli functor and the functor of points

of M . If such an M exists we call M the moduli space of our moduli problem

and say that the moduli functor is representable by M . It can be shown, using

Yoneda’s lemma, that a moduli space is unique up to unique isomorphism.

To be clear, although a moduli problem is motivated by choosing objects, their

equivalences and their permissible modulations, we more rigourously define one

only by specifying the elements of a moduli functor: a category of base spaces, a

set of equivalence classes of families and a notion of pullback for families.

As an example, we give the central problem of this essay: the moduli problem

for elliptic curves. Define the functor

Ell : MfldC −→ Set
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such that for any complex manifold B we have

Ell (B) =

{
isomorphism classes of

families of elliptic curves over B

}
,

and such that for any holomorphic map of complex manifolds f : B1 → B2 the

function Ell (f) : Ell (B2)→Ell (B1) maps the isomorphism class of a family

of elliptic curves over B2 to the isomorphism class of its pullback along f . It is

an immediate consequence of Proposition 0.11 that the pullback of a family of

elliptic curves is again a family of elliptic curves, and it is readily seen that up to

isomorphism the pullback family only depends on the isomorphism class of the

given family. Thus this functor is well-defined. The moduli problem for elliptic

curves then asks for a complex manifold M that represents the functor Ell .

We shall spend the rest of this essay discussing this problem.

The Universal Family

The moduli space, if it exists, is a very useful tool for studying objects and

their families. For example, the moduli space directly gives a classification of all

objects up to isomorphism. Observe that a family of objects over a single point

is simply a single object. Thus the isomorphism classes of families over a point

are in one-to-one correspondence with the isomorphism classes of objects. But,

by the definition of the moduli space, the isomorphism classes of families over a

point are in one-to-one correspondence with maps from the point into the moduli

space. In all cases we are concerned with, every point in the moduli space can be

realised as the image of such a map. Thus we have the general principle:

The points of a moduli space are in one-to-one correspondence with

the isomorphism classes of objects of the moduli problem.

We note that when dealing with schemes subtleties come into play regarding the

definition of a point, and stress that the above is only a guiding principle. It

nonetheless suffices for our discussions in this essay.

A stronger consequence is the following. Given any family E over any base

space B, the natural isomorphism returns a morphism of fE : B → M . This

morphism sends a point x ∈ B to the unique point fE(x) of M such that the

objects over x and fE(x) are isomorphic. Observe also that any moduli space

comes equipped with, up to isomorphism, a canonical family U . This family is

that corresponding to the identity morphism 1M ∈ Mor(M,M) under the natural
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isomorphism between the moduli functor and the functor of points of M . Since

fE = f ∗E(1M), the commutativity of the naturality square

S(M) S(B)

Mor(M,M) Mor(B,M)

S(fE)

f∗E

thus shows that the family E is isomorphic the pullback of U along fE and,

moreover, that it is isomorphic in a natural way. This shows that:

Over any moduli space there exists a family from which every family

arises as a pullback in a unique way.

For this reason we call this family U the universal family. Here the benefits of a

moduli space become obvious: not only are the families over a given base space

in bijection with maps from this base space into the moduli space, but these

families all arise as pullbacks. Thus by studying the universal family alone, we

can deduce facts about all families.

Conversely, suppose that we have a universal family over some space M . For

each base space B, we then have a bijection τB : Mor(B,M)→ S(B) that takes

a morphism to the pullback of the universal family along it. This then defines a

natural isomorphism between the functors S and Mor( · ,M)—by the definition of

a universal family we require that the naturality squares commute. Thus to solve

a moduli problem it is necessary and sufficient to find a space with a universal

family over it.

Unfortunately, not all moduli problems can be solved. In the next section we

consider an example of one such problem.

1.2 Lattices

This section discusses what we will call the moduli problem for lattices. Lattices,

it will turn out, are closely related to elliptic curves, and we shall find ourselves

working with them in the chapters to come. For this reason we go through this

example in some depth, perhaps at the expense of a little conciseness.

For our purposes, a lattice is an evenly-spaced grid of points in the plane, and

two lattices are equivalent if we can scale and rotate one to form the other. We

formalise this as follows.



1.2. LATTICES 21

Definitions 1.1. A lattice (V,Λ, ϕ) consists of a 1-dimensional complex vector

space V , a rank two free abelian group Λ, and a group homomorphism ϕ : Λ ↪→ V

such that the image ϕ(Λ) spans V as a real vector space.

Given two lattices (V1,Λ1, ϕ1) and (V2,Λ2, ϕ2), a morphism of lattices (fV , fΛ)

is a complex linear map fV : V1 → V2 and a group homomorphism fΛ : Λ1 → Λ2

such that

Λ1 V1

Λ2 V2

ϕ1

fΛ fV

ϕ2

commutes.

Isomorphic lattices are often also called homothetic. Note that the group

homomorphism ϕ defining a lattice must be injective, and thus is an isomorphism

onto its image in V . Where no confusion will arise, we shall also refer to the

subgroup of V given by the image ϕ(Λ) of Λ as a lattice. We picture this as

follows.

ϕ(λ2)

ϕ(λ1)

Figure 1.1: Choosing an isomorphism with C, we may picture the 1-dimensional com-
plex vector space V as a plane. The points in the image of ϕ then give an evenly spaced
grid. It is in this sense that (V,Λ, ϕ) is a lattice. Here λ1, λ2 represent a basis for Λ.

Suppose we are given a space B indexing a set of lattices {(Vx,Λx, ϕx)}x∈B.

If we identify all complex vector spaces Vx with C and free abelian groups Λx
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with Z2, the notion of a continuous or smooth or analytic family is intuitive: for

each element α in the group Z2 the point ϕx(α) ∈ C should vary continuously or

smoothly or analytically as a function of x. This defines a family of lattices over

B that lies in the what we might call a trivial family of vector spaces, C×B. In

general a family may lie in any family of vector spaces, not just the trivial one.

Thus in order to define a family of lattices, we start by specifying what we mean

by a family of vector spaces. What we mean by this is a vector bundle.

Definitions 1.2. Let V and B be complex manifolds, let π : V → B be a

holomorphic surjection, and let n be a positive integer. A (holomorphic) vector

bundle of dimension n consists of the data (V , B, π) subject to the condition

that for each x ∈ B the fibre Vx := π−1({x}) over x has the structure of an n-

dimensional complex vector space, and also subject to the local triviality condition

that there exists an open cover of B by open sets Uα for each of which there exists

a biholomorphism ϕα : π−1(Uα)→ Cn × Uα that takes each fibre Vx over a point

x ∈ Uα to the vector space Cn × {x} by a complex linear isomorphism.

As for fibre bundles, we call V the total space, B the base space, and any

collection of pairs {(Uα, ϕα)} with the above properties a local trivialisation.

Fixing a base space B, we define a morphism of vector bundles over B between

two vector bundles (V1, B, π1) and (V2, B, π2) to be a holomorphic map f : V1 →
V2 such that

V1 V2

B

f

π1 π2

commutes, and such that for every x ∈ B the induced map f |(V1)x : (V1)x → (V2)x

is a complex linear map of vector spaces.

Observe that a vector bundle is precisely a fibre bundle with fibres Cn and

structure group GL(n,C). We are particularly interested in vector bundles of

dimension 1. We call these line bundles.

Example 1.3. For any topological space B, the product space Cn ×B is a vector

bundle over B, with a local trivialisation simply consisting of the whole base

space B with the trivial isomorphism of Cn × B with itself. We call this the

trivial vector bundle of dimension n over B. The line bundle C×B is the trivial

line bundle over B. Note that an n-dimensional vector bundle is trivial if and
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only if there exists n global sections whose images are linearly independent on

each fibre.

Perhaps a more interesting example is the following.

Example 1.4 (The holomorphic cotangent bundle). Let X be a Riemann surface,

and {(Ui, zi)} a coordinate covering of X. On each open set Ui, which is biholo-

morphic to an open set in C, there exists the trivial cotangent bundle C × Ui.

We define the holomorphic cotangent bundle, or canonical line bundle, of X to be

the line bundle given by gluing these trivial bundles together using the transition

functions gij = dzj/dzi on each intersection Ui ∩ Uj. Observe that the fibres of

this bundle over each point of X are naturally isomorphic to the cotangent space

at the point.

A vector bundle is a fibre bundle with some extra structure on each fibre. In

particular, each fibre is given the structure of a group. A vector bundle is thus

an example of what we shall call a group bundle. These are the group objects in

the category of fibre bundles.

Definition 1.5. Let B be a complex manifold. A group bundle (E,B, F, π, µ, e, i)

over B is a fibre bundle (E,B, F, π) together with bundle maps

µ : E ×B E −→ E, e : B −→ E, i : E −→ E

such that the following three diagrams commute:

(i)

E ×B E ×B E E ×B E

E ×B E E

1× µ

µ× 1 µ

µ

(ii)

B ×B E ×B B E ×B E ×B B ∼= E ×B E

B ×B E ×B E ∼= E ×B E E

e× 1× 1

1× 1× e µ

µ
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(iii)

E E ×B E

B

E ×B E E.

(1, i)

(i, 1)

π

µ

e

µ

Example 1.6. Given a complex Lie group G and a complex manifold X, the trivial

G-fibred bundle over X is the space G×X equipped with the maps

µ : (G×X)×X (G×X) −→ G×X
((g, x), (h, x)) 7−→ (gh, x),

e : X −→ G×X
x 7−→ (e, x),

i : G×X −→ G×X
(g, x) 7−→ (g−1, x),

inherited from the group maps on G. This is by inspection a group bundle.

Just as a lattice consists of the group Λ lying inside a vector space isomorphic

to C, we wish to define a family of lattices as a group bundle with fibres isomorphic

to Λ lying inside a vector bundle with fibres isomorphic to C. We shall call the

former bundle a Λ-fibred bundle. In general, we wish to say that a G-fibred bundle

is a group bundle locally isomorphic (as a group bundle) to the trivial G-fibred

bundle G×X. We specify what we mean by a morphism of group bundles.

Definition 1.7. Let (E1, B,G1, π1, µ1, e1, i1) and (E2, B,G2, π2, µ2, e2, i2) be group

bundles over a common base space B. Then a bundle map f : E1 → E2 over B

is a group bundle map (over B) if the following diagram commutes:

E1 ×B E1 E1

E2 ×B E2 E2.

µ1

f × f f

µ2
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Considering things fibrewise shows that the following two diagrams also must

commute:

E1

B

E2,

f

e1

e2

E1 E1

E2 E2.

i1

f f

i2

Together these commutative diagrams specify that the group structure on E1 is

carried over to the group structure on E2 by the bundle map. Equivalently, we

might define a group bundle map as a bundle map that is a group homomorphism

on each fibre. As per usual, a group bundle map f is a group bundle isomorphism

if there exists a group bundle map g that is a left and right inverse to f .

Definition 1.8. LetG be a complex Lie group. A group bundle (E,B, F, π, µ, e, i)

is a G-fibred bundle if there exists an open cover {Uα} of B such that for each Uα

in the open cover there exists a group bundle isomorphism ϕα : π−1(Uα)→ G×Uα
over Uα.

Note that each fibre Ex ∼= F , considered as a group by restricting the maps

µ, e and i to this fibre, is isomorphic as a complex Lie group to G. Since the

transition functions on each fibre are also group homomorphisms, they must be

group automorphisms. This implies that the structure group of a G-fibred bundle

is Aut(G). As a discrete group, consider the group Λ a complex Lie group of

dimension 0. In the case of a Λ-fibred bundle, the above implies the transition

functions must lie in GL(2,Z), the group of automorphisms of Λ.

We are now, finally, in a position to define a family of lattices. One might

expect that we should consider continuous families of lattices; after all, we have so

far not come across any reason to impose stricter conditions on the way lattices

modulate. We will, however, concern ourselves with analytic families instead.

Although lattices themselves have little analytic structure to worry about, we

wish later to relate families of lattices with those of elliptic curves.

Observe that over any complex manifold a vector bundle is locally the product

of two complex manifolds, and Λ-fibred bundle is locally the disjoint union of
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complex manifolds. In both cases this gives a complex structure.

Definition 1.9. Let Λ be the free abelian group on two generators. A (holo-

morphic) family of lattices (V ,L, B,Φ) over a complex manifold B consists of a

1-dimensional vector bundle V over B, a Λ-fibred bundle L over B, and a holo-

morphic group bundle morphism Φ : L → V with the property that for each

x ∈ B, the triple (Vx,Lx,Φ|Lx) is a lattice.

The definition of a map of families of lattices is analogous to that of a map of

lattices.

Definition 1.10. Given two families of lattices (V1,L1, B,Φ1) and (V2,L2, B,Φ2),

a morphism of families of lattices (FV , FΛ) is a holomorphic vector bundle map

FV : V1 → V2 together with a holomorphic group bundle map FΛ : L1 → L2 such

that

L1 V1

L2 V2

Φ1

FΛ FV

Φ2

commutes.

Lastly, we briefly discuss pullbacks of families of lattices. Let (V ,L, B,Φ)

be a family of lattices. Observe that the projection maps of the line bundle

πV : V → B and the Λ-fibred bundle πL : L → B are necessarily submersions, so

given a complex manifold B′ and a holomorphic map f : B′ → B the pullbacks

f ∗πV : f ∗V → B′ and f ∗πL : f ∗L → B′ give bundles of the same type. Define the

map

f ∗Φ : f ∗L = L ×B B′ −→ f ∗V = V ×B B′;
(a, b) 7−→ (Φ(a), b).

Since (V ,L, B,Φ) is a family of lattices, πV(Φ(a)) = πL(a), and so this map is

well-defined. It is straightforward to check that f ∗Φ is a group bundle map, and

that the restrictions of f ∗V , f ∗L and f ∗Φ to the fibres over each point in B′

does give a lattice. This shows that (f ∗V , f ∗L, B′, f ∗Φ) is a family of lattices,

and hence that the pulling back a family of lattices as fibre bundles again gives

a family of lattices.

Now that we have defined lattices, their families and pullbacks of their families,

we turn to the question of their moduli.
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1.3 An Unsolvable Moduli Problem

The lesson of this section is that the moduli problem for lattices is unsolvable, and

that the reason for this is the existence of nontrivial automorphisms of lattices.

Define the functor

Latt : MfldC −→ Set

such that for any complex manifold B we have

Latt (B) =

{
isomorphism classes of

families of lattices over B

}

and such that for any holomorphic map of complex manifolds f : B1 → B2 the

function Latt (f) : Latt (B2) → Latt (B1) maps the isomorphism class of a

family of lattices over B2 to the isomorphism class of its pullback along f . We

have seen that pullbacks exist in the category of holomorphic group bundles, and

so this is well-defined.

Suppose that a moduli space for lattices exists. This implies we have a space

M , above which lies a universal family. Suppose also that we have a family of

lattices over B, and that all fibres over B are isomorphic. We call such a family

isotrivial. Then, when mapping this family into our moduli space, B must map

to a single point, and hence the pullback family on B is isomorphic to the trivial

family. But the pullback family must also be isomorphic to the original family

over B. Thus, if a moduli space exists, then all isotrivial families over B must be

trivial. To prove no moduli space exists it hence suffices to construct a nontrivial

isotrivial family over some space B.

Example 1.11 (A nontrivial isotrivial family of lattices). We shall construct such

a family above the base space B = C×, the complex plane minus the origin. Our

line bundle V shall be the trivial line bundle C×C×. The construction of our Λ-

fibred bundle L is a bit more complicated. We use the two charts U = C \ [0,∞)

and V = C \ (−∞, 0], where the two intervals are those in the real line. Then

define L to be the Λ-fibred bundle over C given by patching together the two

trivial bundles Z2 × U and Z2 × V using the transition function

tU,V : Z2 × (U ∩ V ) −→ Z2 × (U ∩ V );

(
(m,n), z

)
7−→


(
(m,n), z

)
if 0 < arg z < π,(

(−m,−n), z
)

if π < arg z < 2π.
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Let now z 7→
√
z be the function defined on U that is the inverse to the map

z 7→ z2 when restricted to 0 < arg z < π, and let z 7→
√
z
∗

be the function defined

on V that is inverse to the map z 7→ z2 when restricted to −π
2
< arg z < π

2
. Note

that both of these maps are holomorphic. We then define a group bundle map

Φ : L → V by setting

ΦU : Z2 × U −→ C× U ;(
(m,n), z

)
7−→

(
(m+ in)

√
z, z
)
,

and

ΦV : Z2 × V −→ C× V ;(
(m,n), z

)
7−→

(
(m+ in)

√
z
∗
, z
)
.

Since

√
z =


√
z
∗

if 0 < arg z < π,

−
√
z
∗

if π < arg z < 2π,

the diagram

Z2 × (U ∩ V )

C× (U ∩ V )

Z2 × (U ∩ V ),

ΦU

tU,V

ΦV

commutes, and so Φ is well-defined. By inspection we see that the image of(
(1, 0), z

)
and

(
(0, 1), z

)
are orthogonal in C, and hence R-linearly independent.

Thus (V ,L,C×,Φ) is a family of lattices. One way of thinking of this family is

as an analogue of a Möbius strip: moving around the origin twists the lattice a

half-rotation.

It remains to show that we have defined a nontrivial isotrivial family. Observe

that the image of each fibre of L in V is a square lattice. This shows that the

family is isotrivial. To see that it is not a trivial family, observe that if it were

then L would have to be a trivial Λ-fibred bundle. But if it were, the transition

function tU,V would extend continuously to all of Z2 × C×. Clearly it does not.

This proves that there is no moduli space for lattices.
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Observe that the obstruction to the existence of a moduli space was the au-

tomorphism

Z2 C

Z2 C,

ϕ

f

ϕ

where f sends z to −z, of the lattice given by ϕ : (m,n) 7→ m+ in. If only a few

lattices had nontrivial automorphisms, we might approach the moduli problem by

ignoring these and constructing a moduli space for lattices with only the identity

automorphism. All lattices, however, have this negation automorphism. This is

a significant barrier to solving our moduli problem.

There are a number of other standard approaches to dealing with obstructions

to the existence of a moduli space. One is to relax the requirement that there exist

a universal family, and look instead for a space whose points are in bijection with

isomorphism classes of objects in some sensible way. We call such a space a coarse

moduli space, and in due time we will construct one for lattices. Although this

classifies objects, it is not so useful for classifying families. For example, a single

point is a coarse moduli space for vector bundles of a given dimension, but this

does not begin to capture the variety of families—that is, vector bundles—that

exist. Nonetheless, we will consider this approach in Chapter 3.

Another approach is to rigidify our objects. This will also be introduced in

Chapter 3, but will come to the fore as the focus of Chapter 4. Here we introduce

extra structure to remove automorphisms. An advantage of this approach is that

we can then look at ways to minimise this structure, and construct some close

approximations to a moduli space, even if we don’t quite make it to a moduli

space itself.

Before we do any of this, however, we demonstrate that the moduli problem

for lattices is in a very precise sense equivalent to the moduli problem for elliptic

curves, and hence worth discussing further.
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Chapter 2

Equivalent Moduli Problems

Varying a lattice can simply be thought of as holomorphically varying a pair of

generators for the lattice as points in the complex plane. It is geometrically less

clear what it means to vary a complex structure on an elliptic curve. Due to

this, one might expect that the moduli problem for lattices is more intuitive, and

hence easier to work with, than that for elliptic curves. The moduli problems are

in fact equivalent: any moduli space for lattices is also a moduli space for elliptic

curves. In this chapter we define precisely what it means for moduli problems to

be equivalent, and outline an argument that this is indeed so for elliptic curves

and lattices. This will allow us, in later chapters, to work with lattices to come

to an understanding of families of elliptic curves.

2.1 Equivalent Moduli Problems

Suppose we are given two moduli problems. Further suppose that the categories

of base spaces are the same, and that there exists a natural isomorphism between

the moduli functors. Then, as the composition of natural isomorphisms is again

a natural isomorphism, a moduli space for one functor is the same as a moduli

space for the other. In this case we call the two moduli problems equivalent.

We unpack what this means a little. Let

S, T : Spaces −→ Set

be moduli functors, and τ : S→̇T be a natural isomorphism. The natural isomor-

phism τ assigns a set bijection τB : S(B) → T (B) to each base space B in such

31
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a way that for any morphism f : B1 → B2 of base spaces the naturality square

S(B2) T (B2)

S(B1) T (B1)

τB2

S(f) T (f)

τB1

commutes. Recall that the sets S(Bi) and T (Bi) consist of isomorphism classes of

families over Bi, and that the functions S(f) and T (f) are pullbacks of families

along the map f : B1 → B2 of base spaces. Thus two moduli problems are

equivalent if and only if, for any given base space, there is a bijection between

the two types of families over that base space, and these bijections commute with

pullbacks.

In this chapter we shall construct such bijections between isomorphism classes

of families of lattices and isomorphism classes of families of elliptic curves.

2.2 Elliptic Curves and Lattices

We wish to construct an explicit natural isomorphism between the functors Ell

and Latt . To do this we first understand the relationship between elliptic curves

and lattices on an object by object level.

Periods

Given a closed 1-form on a compact Riemann surface X, integration of this form

along elements of the first homology group defines an element of the first coho-

mology group with coefficients in C. It is from this fact that we will construct a

map from the set of elliptic curves to that of lattices. We first review the basic

theory. The results and arguments here are mainly taken from [11, Ch.III §3].

Proposition 2.1. Let ω be a closed differential 1-form on a Riemann surface X.

Then the map ∫
ω : H1(X; Z) −→ C;

[γ] 7−→
∫
γ

ω,

where [γ] is the homology class of a closed curve γ on X, is well-defined.
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Proof. Let γ, γ′ be paths in [γ]. Then the concatenation of paths γ − γ′ is a

contractible loop in X, and so can be expressed as the boundary ∂Ω of a simply

connected region Ω in X. Stokes’ theorem then gives∫
γ

ω −
∫
γ′
ω =

∫
γ−γ′

ω =

∫
∂Ω

ω =

∫∫
Ω

dω = 0.

This proves that the value of
∫
ω at [γ] is independent of choice of representative

γ.

We call the elements of the image of this map the periods of ω. Suppose ω

is an exact 1-form, so there exists a smooth function f such that df = ω. Then,

observing that for any loop γ : [0, 1]→ X in X we have γ(0) = γ(1), we see∫
γ

ω =

∫
γ

df = f(γ(1))− f(γ(0)) = 0.

Thus an exact form only has the trivial period. More relevant to us is the fact

that the converse is also true.

Proposition 2.2. Let ω be a closed differential 1-form on a Riemann surface X.

If the map
∫
ω is the zero map, then ω is exact.

Proof. We shall construct a smooth map f such that df = ω by integrating.

Fix some basepoint p0 ∈ X, and observe that any element of H1(X; Z) may be

represented as the homotopy class of a loop based at p0. Define f : X → C by

f(p) =

∫ p

p0

ω.

This value is unique up to
∫
γ
ω for elements [γ] ∈ H1(X; Z). But for all such γ,∫

γ
ω = 0 by hypothesis. Thus f is well-defined.

The fundamental theorem of calculus then implies that df = ω, which in turn

implies that f is smooth. The fact that df = ω then also implies that ω is exact,

as claimed.

Recall that we write H0(X,Ω1
X) for the vector space of holomorphic 1-forms

on X. We write H0(X,Ω1
X) for the vector space of complex conjugates of holo-

morphic 1-forms—these are the so-called antiholomorphic 1-forms.

Lemma 2.3. Let X be a compact Riemann surface. Then the map

H0(X,Ω1
X)⊕H0(X,Ω1

X) −→ H1(X; C);

(ω1, ω2) 7−→
∫
ω1 + ω2

is injective.
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Proof. We prove that the kernel of the map is trivial. Suppose we have holomor-

phic 1-forms ω1, ω2 such that
∫
ω1 + ω2 is the zero map. We wish to show that

ω1 = ω2 = 0. We prove that ω1 = 0. The fact that ω2 = 0 follows similarly.

Locally we may write ω1 = g1dz, where g1 is holomorphic. Observe that in

this chart

iω1 ∧ ω1 = ig1(dx+ idy) ∧ g1(dx− idy) = 2|g1|2dx ∧ dy,

where dz = dx+ idy is the local coordinate. This is a nonnegative function times

the volume element, so

i

∫∫
X

ω1 ∧ ω1 = 0

if and only if ω1 is exactly zero.

By Proposition 2.2, there exists a smooth function f such that df = ω1 + ω2.

Again working locally, ω1 = g1dz and ω2 = g2dz for holomorphic g1, g2, and so

ω1 ∧ ω2 = g1dz ∧ g2dz = 0.

We thus see that

ω1 ∧ ω1 = ω1 ∧ ω1 + ω1 ∧ ω2 = ω1 ∧ (ω1 + ω2)) = ω1 ∧ dg.

Also observe that since ω1 is holomorphic, it is closed, and so

d(gω1) = dg ∧ ω1 + gdω1 = dg ∧ ω1.

Thus

i

∫∫
X

ω1 ∧ ω1 = i

∫∫
X

ω1 ∧ dg = i

∫∫
X

d(gω1) = 0,

where the last equality holds using Stokes’ theorem and the compactness of the

surface X. This proves that ω1 = 0, which is enough to prove the proposition.

The above is all we shall require for what follows. For fun, however, and

because they are within close reach, we close this section by proving two funda-

mental theorems in the case of compact Riemann surfaces.

Corollary 2.4 (Hodge decomposition). Let X be a compact Riemann surface.

Then

H0(X,Ω1
X)⊕H0(X,Ω1

X) ∼= H1(X; C).
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Proof. Lemma 2.3 shows that we have an injective map between these two groups.

By inspection, this map is in fact a map of complex vector spaces. Now Propo-

sition 0.17 shows the dimension of the left-hand side is 2g(X), while standard

results in the computation of homology groups and Poincaré duality show the

dimension of the right-hand side is also 2g(X). Thus the map is an isomorphism

of complex vector spaces, and hence, a fortiori, one of groups.

We define the ith De Rham cohomology group H i
DR(X) of a smooth manifold

X to be the group of closed differential i-forms modulo the exact differential i-

forms. Propositions 2.1, 2.2 and the discussion between the two show we have an

injective map

H1
DR(X) −→ H1(X; C).

On the other hand, the isomorphism

H0(X,Ω1
X)⊕H0(X,Ω1

X) −→ H1(X; C)

factors through this map, sending (ω1, ω2) to [ω1 + ω2] to
∫
ω1 + ω2. Thus the

previous map is an isomorphism. This proves De Rham’s theorem for compact

Riemann surfaces.

Corollary 2.5 (De Rham’s theorem). Let X be a compact Riemann surface.

Then

H1
DR(X) ∼= H1(X; C).

Both these theorems hold more generally and are of great significance. See

Carlson, Müller-Stach and Peters [5, Ch.2] and Bott and Tu [2, Ch.II] respectively

for more details.

Elliptic Curves and Lattices

It follows from the uniformisation theorem for Riemann surfaces that up to iso-

morphism all compact Riemann surfaces of genus 1 may be written as a quotient

V/ϕ(Λ), where (V, ϕ) is a lattice. An exposition of this can be found in Farkas

and Kra [8, §§IV.4-IV.5], or Silverman [29, §1.4]. Here we provide an alternate

proof of this fact, explicitly constructing a biholomorphism using the map defined

in the above section. We favour this approach as this allows us to give explicit

interpretations of our additional structures on lattices in terms of structures on

elliptic curves. This section owes much to Hain [14, §1]; in particular the proofs

of Propositions 2.9 and 2.10 are based on arguments found there.
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Given a lattice, it is not difficult to construct an elliptic curve. Note first that

any 1-dimensional complex vector space V has a canonical complex structure:

any vector v ∈ V induces a complex vector space isomorphism V ∼= C by sending

v to 1, and this isomorphism gives a complex coordinate neighbourhood for all

of V . For any two choices of v, the coordinate neighbourhoods induced by v are

compatible; in this way this structure is canonical.

Theorem 2.6. Let (V, ϕ) be a lattice. Then (V/ϕ(Λ); 0) is an elliptic curve.

Proof. The discrete subgroup ϕ(Λ) of V acts freely and properly discontinuously

on the 1-dimensional complex manifold V by vector addition, so Lemma 0.15

gives a natural 1-dimensional complex structure on V/ϕ(Λ). This quotient is

toplogically a torus, and so has genus 1. Thus (V/ϕ(Λ); 0) is an elliptic curve.

Conversely, from each elliptic curve we can construct a unique lattice. Note

that in the above construction the vector space V becomes the universal cover of

the elliptic curve V/ϕ(Λ). Since V/ϕ(Λ) can be viewed as a compact Riemannian

manifold by choosing some isomorphism of V with C, it is geodesically complete,

and hence the exponential map canonically identifies the universal cover V with

the tangent space at the marked point T0(V/ϕ(Λ)). Furthermore, the action of

Λ on V given by the map ϕ and the additive structure on V identifies Λ with

the fundamental group π1(V/ϕ(Λ); 0). Since Λ is abelian, this then induces an

isomorphism of Λ with the first homology group H1(V/ϕ(Λ); Z). Thus the lattice

map ϕ : Λ→ V naturally corresponds to a map

H1(V/ϕ(Λ); Z) −→ T0(V/ϕ(Λ))

from the first homology group to the tangent space at the marked point. Moti-

vated by this, given an elliptic curve (E;O), we shall construct a lattice given by

a map H1(E; Z) → TOE and such that the elliptic curve constructed from this

lattice is isomorphic to the given elliptic curve.

This lattice is the so-called period lattice of the elliptic curve. In the previous

subsection we showed that there exists a pairing

H1(E; Z)⊗H0(E,Ω1
E)

R
−→ C,

and hence a Z-linear map

H1(E; Z) −→ (H0(E,Ω1
E))∗,
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where (H0(X,Ω1
X))∗ is the dual of the space of holomorphic 1-forms on X. I claim

that (H0(E,Ω1
E))∗ may naturally be identified with the tangent space TOE. We

show this after we show the following lemma.

Lemma 2.7. Let ω be a nonzero holomorphic 1-form on an elliptic curve. Then

ω is nowhere zero.

Proof. By the Poincaré-Hopf formula (Proposition 0.18), the degree of ω is 0 =

2g − 2, where g is the genus of the elliptic curve. Since ω is holomorphic, it has

no poles, and thus its degree is the sum of the orders of its zeroes. But these are

each positive integers. Thus ω can have no zeroes.

Proposition 2.8. Let (E;O) be an elliptic curve. Then the dual (H0(E,Ω1
E))∗ of

the space of holomorphic 1-forms is canonically isomorphic to the tangent space

TOE at the marked point of E.

Proof. We shall show that the space H0(E,Ω1
E) of holomorphic 1-forms on E is

canonically isomorphic to the cotangent space T ∗OE at the marked point of E. By

taking duals this is equivalent to the lemma.

The key fact is that the global holomorphic 1-forms on E are naturally iden-

tified with the sections of the holomorphic cotangent bundle T ∗E of E. This is

true because the holomorphic cotangent bundle is the bundle associated to the

cocycle (dzj/dzi)i,j∈I , where (Ui, zi)i∈I is a coordinate covering of E, and this

cocycle describes precisely the transitions of 1-forms between charts. Let now ω

be a nonzero holomorphic 1-form on E. Then by Lemma 2.7, ω is nowhere zero.

Thus ω gives a nowhere zero section of sω : E → T ∗E of T ∗E. Evaluating sω

at O, we thus have a nonzero element of T ∗E. This process defines a nonzero

C-linear map

H0(E,Ω1
E) −→ T ∗OE.

Since both the domain and codomain of this map are 1-dimensional complex

vector spaces, this map must hence be an isomorphism. This proves the propo-

sition.

We thus have a well-defined Z-linear map

ϕE : H1(E; Z) −→ TOE.

We now wish to show that (TOE,ϕE) is a lattice with the properties we have

claimed. For this we will find it easiest to work with respect to a basis. Given
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any nonzero ω ∈ H0(E,Ω1
E), the map

evalω : (H0(E,Ω1
E))∗ −→ C;[

f : H0(E,Ω1
E)→ C

]
7−→ f(ω)

is an isomorphism of vector spaces. Write ϕω for the map
∫
ω : H1(E; Z) → C

defined in the previous section. Then

TOE ∼= (H0(E,Ω1
E))∗

H1(E; Z)

C

evalω∼

ϕE

ϕω

commutes. In particular, this shows that (TOE,ϕE) is a lattice if and only if

(C, ϕω) is, and that (TOE/ϕE(H1(E; Z)); 0) is isomorphic to (E;O) if and only if

(C/ϕω(H1(E; Z)); 0) is.

Proposition 2.9. Given an elliptic curve (E;O), and any nonzero holomorphic

1-form ω on E, the pair (C, ϕω) is a lattice.

Proof. To begin, observe that since E is of genus 1, its first homology group

H1(E; Z) is a rank two free abelian group. Also observe that C is a 1-dimensional

complex vector space. Thus the domain and codomain of the map ϕω : H1(E; Z)→
C are of the required form.

It now suffices to show that, given generators γ1, γ2 of H1(E; Z), their images

λ1 :=

∫
γ1

ω, λ2 :=

∫
γ2

ω

are R-linearly independent. For the sake of contradiction, suppose to the contrary

that there is a real number k ∈ R such that λ2 = kλ1.

Tensoring with R, we may extend ϕω to a map H1(E; R) → C. Under this

map ∫
kγ1−γ2

ω = k

∫
γ1

ω −
∫
γ2

ω = kλ1 − λ2 = 0.

Since k is a real scalar, k = k, and thus we also have∫
kγ1−γ2

ω = k

∫
γ1

ω −
∫
γ2

ω = k

∫
γ1

ω −
∫
γ2

ω = kλ1 − λ2 = 0.
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This implies the linear subspace L = {a(kγ1 − γ2) | a ∈ R} of H1(E; R) lies in

the kernel of both the maps
∫
ω and

∫
ω, and so we may consider them both as

linear maps H1(E; R)/L → C. Since these are maps from a 1-dimensional real

vector space into C, they must be C-linearly dependent. This implies that there

exists α ∈ C such that the map
∫
ω + αω : H1(E; Z)→ C is the zero map.

But in Lemma 2.3 we saw that the map

H0(E,Ω1
E)⊕H0(E,Ω1

E) −→ H1(E; C);

(ω1, ω2) 7−→
∫
ω1 + ω2

is injective. This shows that ω is zero, a contradiction. Hence the pair (C, ϕω) is

a lattice.

We have thus given a construction that associates to each elliptic curve a

unique lattice. We know that from this lattice, we can construct an elliptic

curve. This elliptic curve is, as we have desired, isomorphic to the one we started

with.

Proposition 2.10. Let (E;O) be an elliptic curve. Then for any choice of

nonzero holomorphic 1-form ω on E, the elliptic curve (C/ϕω(H1(E; Z)); 0) is

isomorphic to (E;O).

Proof. Define the map

f : E −→ C/ϕω(H1(E; Z));

z 7−→
∫ z

O

ω mod ϕω(H1(E; Z)).

Observe that for any path from O to x the integral
∫ x
O
ω is well-defined up a

choice of homotopy class for the path, and distinct homotopy classes differ only

by elements of H1(E; Z). Thus
∫ x
O
ω takes a unique value modulo ϕω(H1(E; Z)),

and so f is well-defined.

Since f is defined as the integral of ω, df = ω, and so f is a holomorphism.

In fact, as ω is nowhere zero (Proposition 2.7), f is a local biholomorphism. On

the other hand, applying the identity theorem to f we see that every fibre of f

is a discrete set, and since it is a map of compact Riemann surfaces this implies

that every fibre of f is finite. It follows from these two facts that f is a covering

map.

Observe, however, the induced map f∗ : H1(X; Z)→ H1(C/ϕω(H1(E; Z)); Z)

on homology groups is an isomorphism by the construction of ϕω. Since these



40 CHAPTER 2. EQUIVALENT MODULI PROBLEMS

are each isomorphic to the respective fundamental groups of the elliptic curves,

covering space theory implies that X and C/ϕω(H1(E; Z)) are isomorphic as Rie-

mann surfaces. Since f carries O to 0, this shows (E;O) and (C/ϕω(H1(E; Z)), 0)

are isomorphic, as claimed.

Observe that it follows from this proposition and Lemma 0.15 that the uni-

versal cover of every elliptic curve is C. This is the uniformisation theorem for

elliptic curves.

We have now shown the following theorem.

Theorem 2.11. Let (E;O) be an elliptic curve. Then (TOE,ϕE) is a lattice, and

(TOE/ϕE(H1(E; Z)); 0) is an elliptic curve canonically isomorphic to (E;O).

In particular, this gives a bijection{
isomorphism classes

of elliptic curves

}
←→

{
isomorphism classes

of lattices

}
.

As Mazur outlines in [23, §5], here we have demonstrated the basics of Hodge

theory. It can be shown that for any compact Riemann surface X of genus g the

bilinear map

(ω1, ω2) 7−→ i

∫∫
X

ω1 ∧ ω2

defines a Hermitian form on the g-dimensional complex vector space H0(X,Ω1
X).

Furthermore, it can also be shown that functionals

ω 7−→
∫
γ

ω

formed by the integration of 1-forms with respect to elements of the first homology

group define an injective map

H1(X; Z) −→ (H0(X,Ω1
X))∗

from the homology group to the dual space of H0(X,Ω1
X). This map is then an

injective group homomorphism from a free abelian group of rank 2g to a complex

vector space of dimension g whose image spans (H0(X,Ω1
X))∗ as a real vector

space. We shall say it defines a 2g-dimensional lattice.

This data—the Hermitian form and the 2g-dimensional lattice—in fact allow

us to recover the Riemann surface X up to isomorphism. Note that in the genus

1 case there is only one such Hermitian form, and so we may disregard it. As we

have seen, in the genus 1 case it is also true that for every lattice there exists a

Riemann surface that produces it. This is not true in general.
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Aside: The Marked Point

Observe that the marked point comes from the identity of the additive group

V . Since the group identity is preserved by morphisms of lattices, the analogy

between lattices and elliptic curves requires that the marked point be preserved

by morphisms of elliptic curves. It is hence important to keep track of this point

when constructing an elliptic curve.

In particular, our definitions of elliptic curve and lattice are constructed to

correspond precisely. One might wonder why, however, we did not choose to

define our lattices differently, say as an action of Λ on a 1-dimensional complex

affine space. This would remove the need for a marked point. The reason for this

is to reduce automorphisms.

Proposition 2.12. Let E be a compact Riemann surface of genus 1, and let

O,P ∈ E. Then the elliptic curves (E;O) and (E;P ) are isomorphic.

Proof. Since E is isomorphic to a quotient of C by a lattice, it has a natural

complex Lie group structure induced by the group structure on C. Let +O be the

isomorphism mapping a point x ∈ E to the point x + O ∈ E, and similarly for

P . Then +P ◦ +−1
O is a holomorphic automorphism of E mapping O to P . This

proves that (E;O) and (E;P ) are isomorphic.

We have already noted that automorphisms are undesirable as they complicate

our moduli problem. The above proposition says that each compact Riemann

surface of genus 1 has an uncountable set of automorphisms indexed by its own

points. By marking a point, we remove all of these automorphisms. Although we

still have some automorphisms, we will see in the next chapter that we now only

have finitely many. Note too that this proposition also shows that which point

we choose to mark is not particularly important: we care only that we have a

marked point.

Maps of Elliptic Curves and Maps of Lattices

Since we now have a very concrete general form for elliptic curves—every elliptic

curve is isomorphic to one of the form (C/ϕ(Λ); 0) for some lattice (C, ϕ)—we

can concretely compute the maps between them. These maps are already familiar

to us.

Proposition 2.13. Let (C/ϕ1(Λ); 0), (C/ϕ2(Λ); 0) be elliptic curves. Then every
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map f : (C/ϕ1(Λ); 0)→ (C/ϕ2(Λ); 0) of elliptic curves is of the form

f : C/ϕ1(Λ) −→ C/ϕ2(Λ);

z + ϕ1(Λ) 7−→ αz + ϕ2(Λ)

for some α ∈ C.

Proof. Note that f maps 0 + ϕ1(Λ) to 0 + ϕ2(Λ). Standard lifting results in

covering space theory allow us to lift f to a holomorphic function f̃ : C→ C such

that f̃(0) = 0 and

C C

C/ϕ1(Λ) C/ϕ2(Λ)

ef

f

commutes, where the vertical maps are the quotient maps. It thus suffices to find

α ∈ C such that f̃ is of the form z 7→ αz. In order to do this we shall show that

the derivative f̃ ′ of f̃ is constant with value α.

Observe that for all λ ∈ ϕ1(Λ) and all z ∈ C, we have

f̃(z)− f̃(z + λ) ∈ ϕ2(Λ).

But this difference is a continuous function of z and ϕ2(Λ) is a discrete set, so it

must be constant. Differentiating, we hence find that, for all λ ∈ ϕ1(Λ),

f̃ ′(z) = f̃ ′(z + λ).

Thus f̃ ′ is a doubly periodic function with period lattice ϕ1(Λ). Due to this, we

may consider f̃ ′ as a function C/ϕ1(Λ)→ C. Then since C/ϕ1(Λ) is compact, f̃ ′

is bounded, and hence by Liouville’s theorem is of constant value α ∈ C.

Thus f̃ is of the form z 7→ αz + β, where α, β ∈ C. But f̃(0) = 0, so we may

conclude that β = 0, and so f is of the form specified.

For any α ∈ C such that αϕ1(Λ) ⊆ ϕ2(Λ), it is clear that the map z 7→ αz

descends to a map (C/ϕ1(Λ); 0)→ (C/ϕ2(Λ); 0). Thus we have the bijection

{α ∈ C | αϕ1(Λ) ⊆ ϕ2(Λ)} ←→

{
maps of elliptic curves

(C/ϕ1(Λ); 0)→ (C/ϕ2(Λ); 0)

}
.

Recall, on the other hand, that we already have

{α ∈ C | αϕ1(Λ) ⊆ ϕ2(Λ)} ←→

{
maps of lattices

(C, ϕ1)→ (C, ϕ2)

}
.
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Thus we have a bijection{
maps of elliptic curves

(C/ϕ1(Λ); 0)→ (C/ϕ2(Λ); 0)

}
←→

{
maps of lattices

(C, ϕ1)→ (C, ϕ2)

}
.

In categorical terms, we may sum up this section by saying that we have

constructed a functor from the category of lattices to the category of elliptic

curves. The fact that every elliptic curve is isomorphic to the image of some

lattice under this map then implies this functor is essentially surjective, and the

fact that there is a bijection between the set of maps of lattices and the set

of maps of their corresponding elliptic curves implies that this functor is fully

faithful. By a basic result in category theory (see [22, Ch. IV §4]), this shows

that the categories of lattices and of elliptic curves are equivalent. Given our

claims that the moduli problems for these two objects are the same, this should

be entirely unsurprising.

2.3 A Moduli Problem Equivalence

We have now seen that lattices and elliptic curves are essentially the same thing

on an object by object basis. What we really want to show, however, is that our

ideas for their deformations agree: that the moduli problems are equivalent. By

the category equivalence proved in the previous section, we may interpret this as

the statement that a holomorphic deformation of an elliptic curve is precisely a

holomorphic deformation its period lattice.

Recall that to show the moduli problems are equivalent it suffices to show that

there exists a bijection between isomorphism classes of families of lattices and

isomorphism classes of families of elliptic curves that commutes with pullbacks.

In this section we indicate how to construct such a bijection and outline an

argument that it does indeed have these properties.

From Families of Lattices to Families of Elliptic Curves

Let (V ,L, B,Φ) be a family of lattices over a complex manifold B. Over each

x ∈ B, the fibre (Vx,Lx,Φ|Lx) of this family is a lattice. We are thus able

to construct an elliptic curve by taking the quotient of the vector space Vx by

the discrete subgroup Φ(Lx). Repeating this construction for each point x, we

associate to each point in B an elliptic curve. We shall show that this collection

of elliptic curves naturally forms a family of elliptic curves.
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In order to do this, we firstly give a precise definition of the quotient manifold.

Define an equivalence relation on the vector bundle V by calling two points u, v

of V equivalent if and only if πV(u) = πV(v) and u− v lies in Φ(Lπ(u))—that is, if

and only if they lie in the same fibre and they differ by an element of the lattice.

We denote the quotient space V/Φ(L). Observe that V/Φ(L) comes equipped

with a map π : V/Φ(L) → B sending the equivalence class of a point v ∈ V to

πV(v). This is well-defined as for u, v ∈ V to lie in the same equivalence class we

must have πV(u) = πV(v).

Lemma 2.14. Let (V ,L, B,Φ) be a family of lattices over a complex manifold B.

The quotient space V/Φ(L) has a natural complex structure such that the quotient

map V → V/Φ(L) is holomorphic.

Proof. This is a local issue. Since a trivialising neighbourhood for the family of

lattices exists around any point of the base space B, it suffices to show that the

lemma is true for V = V ×B and L = Λ×B, where V is a 1-dimensional complex

vector space and Λ is a rank two free abelian group.

Observe that the equivalence relation on V may be described on each fibre Vx
by the action of the group Lx. But in this case each group Lx may be canonically

identified with Λ. Thus we may describe V/Φ(L) as the quotient of V by an

action of the group Λ. Since each Lx acts freely and properly discontinuously

on the fibre Vx, and the base space B is Hausdorff, Λ acts freely and properly

discontinuously on V . The result then follows from Lemma 0.15.

It is clear that π is surjective. Since V is a covering of V/Φ(L), π locally

behaves like πV and hence, since the projection of a line bundle πV is a submersion,

π is also a submersion. Observe also that the zero section B → V of the vector

bundle V—which is holomorphic since V is a holomorphic vector bundle—induces

a holomorphic section s : B → V/Φ(L) of π by composition with the holomorphic

map V → V/Φ(L). Since π−1(x) = Vx/Φ(Lx), the fibre (π−1(x), s(x)) is an elliptic

curve for each x ∈ B. We have verified that the data (V/Φ(L), B, π, s) specifies

a family of elliptic curves over B. To summarise:

Proposition 2.15. Let (V ,L, B,Φ) be a family of lattices over a complex mani-

fold B. Then (V/Φ(L), B, π, s) is a family of elliptic curves over B.

It in straightforward to check that morphisms of families of lattices descend

to morphisms of families of elliptic curves under this quotient construction, and

hence isomorphic families of lattices give rise to isomorphic families of elliptic
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curves. We thus have a map from the set of isomorphism classes of families of

lattices to that of elliptic curves. As the construction given is a relative quotient

of group bundles, it is also not difficult to check that this map commutes with

pullbacks.

From Families of Elliptic Curves to Families of Lattices

It remains to show that the above map is a bijection. For this we construct an

inverse map. Let (E , B, π, s) be a family of elliptic curves over a complex manifold

B. Using the fact that the fibre over each point of B is an elliptic curve, we shall

build a Λ-fibred bundle from the homology groups of each fibre, and a line bundle

from the tangent spaces at the marked point of each fibre. The period map of

Theorem 2.11 then gives a map between these two bundles, and it can be checked

that this data gives a family of lattices over B.

We first construct the Λ-fibred bundle. Define

H1(E ; Z) :=
⋃
x∈B

H1(Ex; Z).

There exists a canonical projection H1(E ; Z) → B mapping each element of

H1(Ex; Z) to x. We wish to give this set a topology and a complex structure

in such a way that it forms a Λ-fibred bundle.

We have seen that every family of elliptic curves is locally trivial as a dif-

ferentiable fibre bundle. Let {Uα} be a local trivialisation of E consisting of

contractible open sets. Then for any Uα and any x ∈ Uα we have

EUα ∼= Ex × Uα

as smooth manifolds. Since Uα is contractible, the inclusion Ex ↪→ EUα is a

homotopy equivalence, and so this induces a natural isomorphism

H1(Ex; Z) ∼= H1(EUα ; Z).

In particular, fixing a point x0 ∈ Uα, this gives a natural isomorphism between

the homology group H1(Ex0 ; Z) of the fibre Ex0 and the homology group H1(Ex; Z)

of the fibre Ex over any point x ∈ Uα. This allows us to put a complex structure

on H1(E ; Z) such that for every open set Uα in the above cover and every x0 ∈ Uα
we have ⋃

x∈Uα

H1(Ex; Z) ∼= H1(Ex0 ; Z)× Uα.
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With the natural group structure on each homology group H1(Ex; Z) this forms

a group bundle over B. We call this bundle the relative first homology bundle.

Observing that there is a natural injection TB ↪→ s∗TE, we define the normal

bundle of the section s : B → E by the quotient

NEB := s∗TE/TB.

As the dimension of E is one greater than the dimension of B, this is a line bundle.

It is called the normal bundle as at each point x ∈ B, the fibre over this point

is naturally identified with the tangent space at the marked point s(x) to the

elliptic curve (π−1(x), s(x)) lying over x.

Since we may identify the fibre (NEB)x of the normal bundle of s over x ∈ B
with the tangent space Ts(x)Ex of the fibre of the elliptic curve bundle E over x,

and the fibre (H1(E ; Z))x of the relative homology bundle over x with the first

homology group H1(Ex; Z) of the fibre of the elliptic curve bundle E over x, there

exists a map

ΦE : H1(E ; Z) −→ NEB

defined by the period map on each fibre. We now claim the following.

Proposition 2.16. Let (E , B, π, s) be a family of elliptic curves over a complex

manifold B. Then (H1(E ; Z), NEB,ΦE) is a family of lattices over B.

We have shown that the bundles are of the required form. It remains to show

that ΦE is holomorphic. Since the map ΦE is constructed from integration against

holomorphic differentials on each fibre, we are required to show that we can choose

these holomorphic differentials to vary holomorphically as we move across fibres.

As any nonzero holomorphic 1-form is a basis for all holomorphic 1-forms on an

elliptic curve, and as holomorphicity is a local property, it suffices to show that

about each x ∈ B there exists an open neighbourhood U and a holomorphic 1-

form ωU on the fibre EU over U , defined modulo 1-forms that vanish on the fibres,

that is nonzero when restricted to each fibre.

This is, to the best of my understanding, a nontrivial result. It may be proved

using methods in Hodge theory, and is a consequence of Voisin [31, §10.1 Theorem

10.10]. Taking this result as true, it may then be checked that this construction

defines a map between isomorphism classes of families of elliptic curves and those

of lattices, and that this map is in fact an inverse map to the one above.

It follows from this that the moduli problems for lattices and elliptic curves

are equivalent.



Chapter 3

The Teichmüller Approach

In this chapter we return to the moduli problem for lattices. Now, safe in the

knowledge that we are secretly dealing with the moduli space of elliptic curves,

we attempt to squeeze as much information as we can out of it. Our first step

is consider based lattices. These are related to lattices, but more happily have a

solvable moduli problem. We next determine when two distinct based lattices are

isomorphic as lattices. This information gives us a so-called ‘coarse moduli space’

for lattices—a space whose points parametrise isomorphism classes of lattices, and

do so in a sensible way, but without a universal family.

3.1 A Solvable Moduli Problem

For all this talk of moduli spaces, we have not yet seen an example of one. We

now rectify this.

In Chapter 1 we showed that an obstruction to the existence of a moduli space

for lattices was the presence of nontrivial automorphisms of lattices. To construct

a related solvable moduli problem then, we might try removing automorphisms.

We do this by adding some extra structure—an ordered basis—to our lattices, and

specifying that morphisms of lattices must now preserve this basis. This structure

is sufficiently rigid to remove all automorphisms, and consequently the moduli

problem for these based lattices becomes solvable. The cost of this approach,

however, is that we also remove isomorphisms between objects, and so our number

of isomorphism classes grows, leading to multiple points in our moduli space of

based lattices representing the same isomorphism class of lattices. This can be,

to some extent, controlled, but for now we pay no heed to this.

Definitions 3.1. A based lattice (V, ϕ) is a one-dimensional complex vector space

47
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V together with a group homomorphism ϕ : Z2 ↪→ V such that the image of ϕ

spans V as a real vector space.

Given two based lattices (V, ϕ) and (V ′, ϕ′), a morphism of based lattices is a

complex linear map f : V → V ′ such that

V

Z2

V ′

f

ϕ

ϕ′

commutes.

Observe that any morphism of based lattices is a nonzero complex linear map

of 1-dimensional complex vector spaces, and hence an isomorphism.

It may seem that Z2 is simply the free abelian group on two generators, and so

a based lattice is not any more, nor less, than a lattice. The difference between

Z2 and an arbitrary rank two free abelian group Λ is that Z2 comes equipped

with a canonical basis: (1, 0) and (0, 1). In the same way, we may think of the

difference between a lattice and a based lattice to be the fact that a based lattice

comes equipped with two special elements of V , given by ϕ(1, 0) and ϕ(0, 1).

We shall call these two elements the basis for our lattice. A based lattice, then,

can be viewed as a lattice for which we have selected two points in the image

that generate the lattice as an additive group. A morphism of based lattices is a

morphism of lattices that keeps track of this pair of points.

Just as the categories of lattices and elliptic curves are equivalent, it can be

shown that the categories of based lattices and of elliptic curves with a basis for

the first homology group are equivalent. The related moduli problems are also

equivalent.

We begin our search for a moduli space by classifying all based lattices up to

isomorphism.

Proposition 3.2. Every based lattice (V, ϕ) is isomorphic to a unique based lat-

tice of the form (C, ϕτ ),

ϕτ : Z2 −→ C;

(1, 0) 7−→ τ

(0, 1) 7−→ 1,
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where τ ∈ C \ R. In fact, τ is the unique complex number such that ϕ(1, 0) =

τϕ(0, 1).

Proof. Let (V, ϕ) be a based lattice. We first show the existence of such a τ .

Since V is a complex vector space of dimension 1, any nonzero element of

V forms a basis for V . In particular, ϕ(1, 0) ∈ V gives a basis. Thus there

exists a unique element τ ∈ C such that ϕ(1, 0) = τϕ(0, 1). Furthermore, ϕ(1, 0)

and ϕ(0, 1) span V as a two-dimensional real vector space. Thus they are not

R-linearly independent, and so τ /∈ R. This shows that τ ∈ C \ R.

We now check that (V, ϕ) and (C, ϕτ ) are indeed isomorphic. Define the

complex linear map f : V → C such that f(ϕ(0, 1)) = 1. This is an isomorphism

of vector spaces. Since

f(ϕ(1, 0)) = f(τϕ(0, 1)) = τf(ϕ(0, 1)) = τ · 1 = τ = ϕτ (1, 0),

the diagram

V

Z2

C

f

ϕ

ϕτ

commutes, and so f : (V, ϕ)→ (C, ϕτ ) is an isomorphism of based lattices.

It remains to show that τ is unique. Suppose that we have τ, τ ′ ∈ C \R such

that (C, ϕτ ) and (C, ϕτ ′) are isomorphic. It suffices to show that this implies

τ = τ ′. Since (C, ϕτ ) and (C, ϕτ ′) are isomorphic, there exists a vector space

isomorphism f : C→ C such that

C

Z2

C

f

ϕτ

ϕτ ′

commutes. This implies that

f(1) = f(ϕτ (0, 1)) = ϕτ ′(0, 1) = 1,

so f is the identity map. Thus

τ = f(τ) = f(ϕτ (1, 0)) = ϕτ ′(1, 0) = τ ′,

as desired.
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This shows that we have a bijection{
isomorphism classes

of based lattices

}
←→ C \ R.

Observe that we have constructed the map between these two sets in a somewhat

sensible way, taking the ratio of two basis elements of the lattice. Due to this,

the element τ in C \ R varies analytically as we vary the image in V of our

basis elements analytically, and hence as we vary our based lattice analytically

(whatever this might mean). This suggests C\R as a candidate fine moduli space

for based lattices. Indeed this is so.

To build a family of lattices, we start with a Λ-fibred bundle—a bundle with

fibres Λ and structure group GL(2,Z). This is the group of automorphisms of

Λ. Analogously, we wish to construct a family of based lattices from a Z2-fibred

bundle with structure group equal to the group of automorphisms of Z2. But,

as we have stressed, the key feature of Z2 in this context is its canonical basis,

and hence we only wish to consider automorphisms that preserve this basis. The

only such automorphism is the identity automorphism. Thus we are left with

Z2-fibred bundles with the trivial structure group, and hence the trivial bundles

Z2 ×B. This motivates the following definition.

Definition 3.3. A (holomorphic) family of based lattices (V , B,Φ) over a complex

manifold B consists of a line bundle V over B, and a holomorphic group bundle

morphism Φ : Z2 × B → V such that for each x ∈ B the pair (Vx,Φ|Z2×x) is a

based lattice.

A morphism of families of based lattices is a morphism of line bundles that

commutes with the lattice map. That is, given families of based lattices (V1, B,Φ1)

and (V2, B,Φ2), a morphism of families of based lattices is a holomorphic map

F : V1 → V2 of line bundles such that

V1

Z2 ×B

V2,

F

Φ1

Φ2

commutes

In particular, this implies that the basis elements of the based lattice fibred

over x varies analytically with x. Just as a based lattice is a lattice with two



3.1. A SOLVABLE MODULI PROBLEM 51

special points, a family of based lattices is a family of lattices with two special

sections. Observe that any family of lattices is locally a family of based lattices:

around any point in the base space we may take a trivialising neighbourhood

of the Λ-fibred bundle, and hence choosing any isomorphism Λ → Z2 gives the

restriction of the family to this neighbourhood a basis.

The moduli problem for based lattices is then to represent the functor taking

a complex manifold to the set of families of based lattices over it, and taking

a holomorphic map of complex manifolds to the pullback map between sets of

families. We shall solve this problem by exhibiting a universal family.

The purpose of fixing a basis is to make things more rigid. The next lemma

shows we are succeeding.

Lemma 3.4. Let (V , B,Φ) be a family of based lattices over B. Then V is

isomorphic to the trivial line bundle C×B.

Proof. Define the map of vector bundles

F : C×B −→ V ;

(z, x) 7−→ zΦ
(
(0, 1), x

)
.

I claim that this is an isomorphism of vector bundles. Observe that the map

s(x) = Φ
(
(0, 1), x

)
gives a global holomorphic section of the vector bundle V ,

and that this section is nowhere zero as for all x ∈ B its image Φ
(
(0, 1), x

)
gives

a basis vector for the fibre Vx. Since C× B and V are line bundles, this ensures

that F is a bijection. Observe further that any section of a holomorphic vector

bundle is biholomorphic onto its image, as a holomorphic inverse is given by the

bundle projection. Thus the map F , the complex linear extension of this section,

is a biholomorphic bundle map, and hence an isomorphism of vector bundles.

The most important example of a family of based lattices is the following.

Example 3.5 (The universal family of based lattices). We may define a family

(C× (C \ R),C \ R,Ω) of based lattices over C \ R by

Ω : Z2 × (C \ R) −→ C× (C \ R);(
(m,n), τ

)
7−→ (mτ + n, τ).

Since Φ
(
(1, 0), τ

)
= τ , Φ

(
(0, 1), τ

)
= 1, and τ ∈ C \ R, the image of each fibre

spans the vector space Cτ as a 2-dimensional real vector space. We call this

the universal family as every family of based lattices arises as a pullback of this

family: the rest of this section will be devoted to proving this fact.
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Let now (V , B,Φ) be any family of based lattices. This induces a map

TΦ : B −→ C \ R;

x 7−→ τx,

where τx is the unique element of C \ R such that Φ((1, 0), x) = τxΦ((0, 1), x),

and this map is holomorphic as Φ is holomorphic and Φ((0, 1), x) is nonzero for

all x ∈ B.

Conversely, suppose we have a holomorphic map T : B → C \ R. We may

define the pullback family of T (or more precisely, the pullback of the universal

family along T ) by letting ΦT be the unique group bundle map such that

ΦT : Z2 ×B −→ C×B;(
(1, 0), x

)
7−→ (T (x), x),(

(0, 1), x
)
7−→ (1, x).

This is indeed a family as T is holomorphic and each T (x) lies in C \R. We call

this the pullback of the universal family as ΦT maps the fibre over x ∈ B in the

same way that Ω maps the fibre over T (x) ∈ C\R. These two constructions lead

to the following proposition.

Proposition 3.6. Let (V , B,Φ) be any family of based lattices, and let TΦ be

the induced map B → C \ R. Then the pullback family of TΦ is isomorphic to

(V , B,Φ) as a family of based lattices via the map F constructed in the proof of

Lemma 3.4.

Proof. The pullback family of TΦ is the family (C×B,B,Ψ) defined by

Ψ : Z2 ×B −→ C×B;(
(1, 0), x

)
7−→ (τx, x),(

(0, 1), x
)
7−→ (1, x),

where τx is the unique element of C \ R such that Φ((1, 0), x) = τxΦ((0, 1), x).

We must show that

C×B

Z2 ×B

V

F

Ψ

Φ
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commutes.

This is true. For all x ∈ B and all (m,n) ∈ Z2:

F ◦Ψ
(
(m,n), x

)
= F

(
mΨ

(
(1, 0), x

)
+ nΨ

(
(0, 1), x

))
= F

(
mτx(1, x) + n(1, x)

)
= F

(
mτx + n, x

)
= Φ

(
(m,n), x

)
.

Thus every family of based lattices can naturally be realised as a pullback of

the universal family, and from this it follows that C \ R is a fine moduli space

for based lattices. In particular, this gives a complete classification of families of

based lattices over any complex manifold B via the bijection{
isomorphism classes of families

of based lattices over B

}
←→

{
holomorphic maps

B −→ C \ R

}
.

3.2 Lattices and Based Lattices

The space C \ R is a moduli space for based lattices, and hence its points are

in bijection with isomorphism classes of based lattices. While it is not possible

to use the universal family for based lattices to construct a universal family for

lattices—indeed, no such family exists—it is possible to at least construct a space

classifying all individual lattices. To do this we need to know when two based

lattices are isomorphic as lattices. A convenient language for expressing this is

the language of group actions.

The action of GL(2,Z) on C \ R

With the notation as in the previous section, let (C, ϕτ ), (C, ϕτ ′) be based lattices,

where τ, τ ′ ∈ C \ R. Suppose that they are isomorphic as lattices. Then there

exists a complex linear map fV : C→ C and a group isomorphism fΛ : Z2 → Z2

such that

Z2 C

Z2 C

ϕτ

fΛ fV

ϕτ ′

Now, as an automorphism of Z2, fΛ can be represented by multiplication by an

element of GL(2,Z). For notational reasons that will become apparent, let us
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represent it by the matrix A−1 := ( a bc d )−1 ∈ GL(2,Z) acting on Z2, considered as

row vectors, by multiplication on the right. More explicitly A−1 =
(
d −b
−c a

)
. The

commutativity of the above square implies that

f(τ) = f(ϕ(1, 0)) = ϕτ ′(fΛ(1, 0)) = ϕτ ′((1, 0)
(
d −b
−c a

)
) = ϕτ ′(d,−b) = dτ ′ − b,

f(1) = f(ϕ(0, 1)) = ϕτ ′(fΛ(0, 1)) = ϕτ ′((0, 1)
(
d −b
−c a

)
) = ϕτ ′(−c, a) = −cτ ′ + a.

Dividing the first line by the second, the C-linearity of the vector space map f

thus shows that τ = dτ ′−b
−cτ ′+a or, equivalently, that τ ′ = aτ+b

cτ+d
.

Conversely, suppose that there exists A = ( a bc d ) ∈ GL(2,Z) such that τ ′ =
aτ+b
cτ+d

. Then, defining the group homomorphisms

fA,τV : C −→ C;

z 7−→ z

cτ + d

fAΛ : Z2 −→ Z2;

(m,n) 7−→ (m,n) ( a bc d )
−1

= (dm− bn,−cm+ an),

it is easy to check that the square

Z2 C

Z2 C

ϕτ

fAΛ fAV

ϕτ ′

commutes and hence that show that the lattices (C,Z2, ϕτ ) and (C,Z2, ϕτ ′) are

isomorphic.

We thus have the theorem:

Theorem 3.7. Let τ, τ ′ ∈ C \R. Then the map A 7→ (fA,τV , fAΛ ) gives a bijection{
A = ( a bc d ) ∈ GL(2,Z)

∣∣∣∣ τ ′ = aτ+b
cτ+d

}
←→

{
isomorphisms of the lattices

(C,Z2, ϕτ ) and (C,Z2, ϕτ ′)

}
.

Motivated by this, we wish to define an action of GL(2,Z) on C\R by having

each A = ( a bc d ) ∈ GL(2,Z) induce the map:

A : C \ R −→ C \ R;

τ 7−→ aτ + b

cτ + d
.

To check that this map is well-defined the following lemma, although simple, is

useful.
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Lemma 3.8. Let A = ( a bc d ) ∈ GL(2,Z). Then

Im

(
aτ + b

cτ + d

)
=

detA

|cτ + d|2
Im (τ).

Proof. Let τ = r + is ∈ C \ R, where r, s ∈ R. Then:

aτ + b

cτ + d
=

(aτ + b)(cτ + d)

|cτ + d|2
=

(ac|τ |2 + bd+ (ad+ bc)r) + i(ad− bc)s
|cτ + d|2

.

The lemma follows from this expression.

As A lies in GL(2,Z), the integers c and d are not both zero. Since τ ∈ C\R,

we thus cannot have cτ + d = 0. This implies that aτ+b
cτ+d

is a well-defined complex

number. This also implies that detA
|cτ+d|2 is a nonzero real number, and so together

with the lemma implies that aτ+b
cτ+d

is non real when τ is non real. Thus for each A

we have a well-defined holomorphic map. It is a short computation to check that

for all A,B ∈ GL(2,Z) we have (AB)τ = A(Bτ), and so this is indeed an action.

Oriented based lattices

The moduli space for based lattices, C \ R, consists of two disjoint connected

components. It will be simpler for us to deal with just one of these components.

In doing so, we do not lose any information.

The existence of two disjoint components reflects the fact that families of based

lattices over a connected base space can be separated into two distinct classes.

Let B be a connected space, and let (V , B,Φ) be a family of based lattices. For

x ∈ B, let θ(x) be the counterclockwise angle, expressed in radians in the interval

(−π, π], between the basis vectors Φ((0, 1), x) and Φ((1, 0), x) of the lattice fibred

over x. (More formally, this is the argument of the complex number τx such

that Φ((1, 0), x) = τxΦ((0, 1), x).) Noting that these basis vectors are R-linearly

independent, the angle between them cannot be 0 or π, and so we see that θ(x)

takes values in the disjoint set (−π, 0)∪ (0, π). But as a function of x, θ must be

continuous for any continuous family over B. Hence for any such family, θ either

takes values in the interval (−π, 0) or the interval (0, π), but not both. We shall

call families of the first type families with negative orientation, and families of the

second type families with positive orientation. This is a continuous invariant on

the set of based lattices. This is a general phenomenon: connected components

of the moduli space correspond to deformation invariants of objects.

Observe that a family (V , B,Φ) of positive orientation can be transformed

into a family of negative orientation by fibrewise precomposition of the map Z2 →
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Z2; (m,n) 7→ (n,m) with Φ, and vice versa. In order to understand all families

of based lattices, it thus suffices only to study families with one orientation. We

thus restrict our attention to lattices with a basis of positive orientation. To ease

terminology slightly, we will call such based lattices oriented based lattices. More

formally:

Definition 3.9. Let (V, ϕ) be a based lattice. We call (V, ϕ) an oriented based

lattice if there exists a complex number τ with Im τ > 0 such that ϕ(1, 0) =

τϕ(0, 1). A family of based lattices (V , B,Φ) is a family of oriented based lattices

if for each x ∈ B the fibre (Vx,Φx) over x is an oriented based lattice.

It follows from the above discussion that the upper half plane

h := {z ∈ C | Im z > 0}

is a moduli space for such families. Furthermore, by Lemma 3.8, we see that

A ∈ GL(2,Z) maps τ ∈ h to another element of h if and only if A has positive

determinant. Thus we restrict the action of GL(2,Z) on C \ R to an action of

SL(2,Z) on h, and to describe when two oriented based lattices are isomorphic

as lattices we have the analogue of Theorem 3.7:

Theorem 3.10. Let τ, τ ′ ∈ h. Then the map A 7→ (fA,τV , fAΛ ) gives a bijection{
A ∈ SL(2,Z)

∣∣∣∣Aτ = τ ′
}
←→

{
isomorphisms of the lattices

(C,Z2, ϕτ ) and (C,Z2, ϕτ ′)

}
.

Another way to think of our choice of orientation is that we have taken the

quotient of C\R by the order two group generated by the element ( 0 1
1 0 ) of GL(2,Z)

that swaps (1, 0) and (0, 1). A quotient by this group forgets the ordering we have

on our basis, and so if we identify based lattices up to the action of this group, our

objects are in fact based lattices with an unordered basis. This quotient identifies

τ ∈ C \ R with 1/τ . Since Im τ > 0 if and only if Im (1/τ) < 0, we may choose

representatives in the upper half plane. Similarly, since we may write GL(2,Z)

as the semidirect product 〈( 0 1
1 0 )〉o SL(2,Z) given by the action

( 0 1
1 0 ) :

(
a b

c d

)
7−→

(
d c

b a

)
,

we may choose representatives of GL(2,Z)/〈( 0 1
1 0 )〉 that are precisely SL(2,Z).

Thus studying families of oriented based lattices is equivalent to studying families

of lattices with an unordered basis.
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The Space M

The above discussion shows that the space

M := SL(2,Z)\h ∼= GL(2,Z)\(C \ R)

uniquely parametrises isomorphism classes of lattices (and hence elliptic curves

too). At the moment, however, we only know this construction holds meaning

at the level of sets; it says nothing about the modulation of lattices and hence,

equivalently, nothing about families of lattices.

Since the complex structure on h captures the way based lattices modulate,

however, we might also suspect that M parametrises lattices in a sensible way,

capturing some, if not all, of the ways lattices can vary. More precisely, we mean

the following: let (V , E ,Φ) be a family of lattices over a complex manifold B.

For each x in B, there exists a unique point t(x) ∈ M such that the lattice

(Vx, Ex,Φ|Ex) over x belongs to the isomorphism class of lattices parametrised by

t(x). We may thus define a map t : B →M mapping x to t(x). For the complex

structure onM to capture what we want, we wish that for every family over any

complex manifold B, the map t : B →M is holomorphic. We call such a space

a coarse moduli space, as it has the beginnings of the features of a moduli space.

To distinguish this from a moduli space proper, we will when necessary call the

latter a fine moduli space.

For M to be a coarse moduli space for lattices, it is in the first instance

necessary for M to have a complex structure. Suppose that this is so, and that

the quotient map π : h→M is holomorphic. Let (V , E ,Φ) be a family of lattices

over a complex manifold B, and let t : B → M be the induced map. Given a

point x ∈ B, let U be a neighbourhood of B such that VU and EU are the trivial

bundles. Then, choosing some isomorphism Λ→ Z2, we may view (VU , EU ,Φ|EU )

as a family of based lattices over U . The fact that h is a moduli space then

induces a holomorphic map TU : U → h such that

h

U

M

π

TU

t|U

commutes. Since π is holomorphic by hypothesis, this shows that t|U is holo-

morphic. Furthermore, since this is true for every x ∈ B, this shows that t is

holomorphic.



58 CHAPTER 3. THE TEICHMÜLLER APPROACH

We can thus conclude that a sufficient condition forM to be a coarse moduli

space for lattices is that it has a complex structure such that the quotient map

π : h → M is holomorphic. In the next section we give a general condition

under which a complex structure on a Riemann surface descends in this way to

a quotient by a group action.

3.3 Descent of Complex Structures

This section shows that the quotient of a Riemann surface by a properly discon-

tinuous action is again naturally a Riemann surface. The results and arguments

in this section are variously inspired by ideas in Milne [24, Ch.I §2], Miranda [26,

Ch.III §3] and Hain [14, App. A].

In our preliminary notes on complex manifolds, we proved that when a group

acts freely and properly discontinuously on a complex manifold, there exists a

natural complex structure of the same dimension on the quotient such that the

projection map is holomorphic. Unfortunately the action of SL(2,Z) on h is not

free. Fortunately, in a single dimension this is not required.

Theorem 3.11. Let X be a Riemann surface, and let G be a group acting properly

discontinuously on X. Then G\X has a unique complex structure, of the same

dimension as that on X, such that the projection π : X → G\X is holomorphic.

Without loss of generality, we may in addition take the hypothesis that G acts

effectively—that is, that the only element that acts trivially on all of X is the

identity. Recalling that an action of G on X defines a map from G to Aut(X),

we note that if G does not act effectively, we may replace G with its image G′ in

Aut(X). It is clear that the G-orbits of X are the same as the G′-orbits of X,

and so the respective quotient spaces are naturally homeomorphic.

Supposing then that G acts effectively, the subtlety in this theorem lies in the

handling of the points that have nontrivial stabilisers. Our work is eased by the

fact that there are not too many of these points.

Lemma 3.12. Let X be a Riemann surface, and let G be a group acting properly

discontinuously and effectively on X. Then the set of points of X with nontrivial

stabilisers is discrete.

Proof. We prove by contradiction. Let {xi} be a sequence of points in X, con-

verging to a point x ∈ X, such that each xi has nontrivial stabiliser. This implies

that each xi is fixed by some nonidentity gi ∈ G. As the action of G is properly
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discontinuous, it is possible to choose a neighbourhood U of x such that the set

{g ∈ G | gU ∩U 6= ∅} is finite. Thus, passing to a subsequence of {xi} contained

inside U , there are only finitely many distinct gi. Moreover, since there are only

finitely many distinct gi, we may once again pass to a subsequence and assume

that all these gi are the same element g of G.

We now have an element g of G, not the identity, that fixes a convergent

sequence of points {xi}. Since g acts analytically it must hence also fix the limit

point x. But by the identity theorem, this implies that g acts trivially in a

neighbourhood of x, and hence on all of X. This contradicts the hypothesis that

G acts effectively.

Furthermore, the stabilisers of each of these points are not complicated: they

are necessarily finite cyclic groups.

Lemma 3.13. Let X be a Riemann surface and let G be a group acting properly

discontinuously and effectively on X. Then, given any point x ∈ X, the stabiliser

StabG(x) of x is a finite cyclic group.

Proof. Observe that for any neighbourhood U of x, the stabiliser of x is necessarily

contained in the set {g ∈ G | gU∩U 6= ∅}. Since G acts properly discontinuously,

we may conclude that the stabiliser of x is finite. It remains to show that it is

cyclic. We do this by showing that it injects into the multiplicative group C×.

Let (U, z) be a coordinate neighbourhood of x such that z(x) = 0 ∈ C. We

shall work in this local coordinate. Let g be an element of StabG(x). Since g acts

analytically and maps x to x, we may write its action in this local coordinate as

the holomorphic function

fg(z) =
∞∑
n=1

agnz
n.

Note that there is no constant term, as fg fixes 0. Furthermore, as g induces an

automorphism of X, fg is locally a biholomorphism, and so ag1 6= 0. Consider

now the map

ρ : StabG(x) −→ C×;

g 7−→ f ′g(0) = ag1.

This is a homomorphism of groups as fg2g1 = fg2 ◦ fg1 and hence

ρ(g2g1) = f ′g2g1
(0) = f ′g2

(fg1(0))f ′g1
(0) = f ′g2

(0)f ′g1
(0) = ρ(g2)ρ(g1).

We next show that ρ is injective.
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Suppose that g lies in the kernel of ρ. Then ag1 = 1. We wish to show that

agn = 0 for all n 6= 1. For the sake of contradiction suppose otherwise. Then

there exists n ≥ 2 such that

fg(z) ≡ z + agnz
n mod zn+1,

where agn 6= 0. Observe now that for any natural number k, we have

fg(z + kagnz
n) ≡ (z + kagnz

n) + agn(z + kagnz
n)n

≡ z + kagnz
n + agnz

n

≡ z + (k + 1)agnz
n

when working mod zn+1. By induction this implies that

fgk(z) ≡ z + kagnz
n mod zn+1.

Taking k to be the order of g, which is finite as StabG(x) is finite, we see that

kagn = 0. Since k is nonzero, this implies that agn = 0, a contradiction. Thus for

any g in the kernel of ρ, fg(z) = z. By the identity theorem, implies that g acts

trivially. Since G acts effectively, this shows g must be the identity, so the kernel

of ρ is trivial and ρ is injective.

We have now shown that StabG(x) is isomorphic to a finite subgroup of C×.

Since all such subgroups are cyclic, this proves the lemma.

We next identify the neighbourhoods we shall use to define charts on the

quotient. These are the analogues of those used in the case that the action is

free.

Lemma 3.14. Let X be a Riemann surface, and let G be a discrete group acting

properly discontinuously on X. Then, for any two points x, y ∈ X, there exist

open neighbourhoods U of x and V of y such that gU ∩ V = ∅ for every g ∈ G
such that gx 6= y.

Proof. Since the action of G is properly discontinuous, we may choose open neigh-

bourhoods U of x and V of y such that {g ∈ G | gU ∩ V 6= ∅} is finite. Suppose

h ∈ G is a member of this set, but does not map x to y. We will show we can

shrink the neighbourhoods U and V to exclude h from this set.

Since X is Hausdorff, y and hx are distinct points of X, and h induces an

automorphism ofX, there exist open neighbourhoods U ′ of x and V ′ of y such that

hU ′∩V ′ = ∅. Taking U ′′ = U∩U ′ and V ′′ = V ∩V ′, we have neighbourhoods of x
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and y such that h /∈ {g ∈ G | gU ′′ ∩ V ′′ 6= ∅} ( {g ∈ G | gU ∩ V 6= ∅}. Iterating

this process finitely many times to exclude all such h, we may thus suppose,

without loss of generality, that we have chosen U and V such that gU ∩ V = ∅
when gx 6= y.

Lemma 3.15. Let X be a Riemann surface, and let G be a group acting properly

discontinuously on X. Then, for each point x ∈ X, there exists an open neigh-

bourhood U of x such that gU ∩U = ∅ for every g /∈ StabG(x) and StabG(x) acts

freely on U \ {x}.

Proof. Taking both points to be x in Lemma 3.14, we have a neighbourhood U0

of x such that {g ∈ G | gU0 ∩ U0 6= ∅} is the stabiliser of x in G. Since, by

Lemma 3.12, the set of points with nontrivial stabilisers is discrete, we may also

take a neighbourhood U1 of x containing no points, other than perhaps x, with

nontrivial stabiliser. Take now

U =
⋂

g∈StabG(x)

g(U0 ∩ U1).

Observe that this intersection is finite by Lemma 3.13, so this set is indeed open.

Since U ⊂ U0, we have gU ∩ U = ∅ for all g /∈ StabG(x). Furthermore, by

construction it is clear that U and hence U \ {x} are invariant under StabG(x),

and that the subsequent action of StabG(x) on U \ {x} is free.

The above lemmas indicate that the quotient map induced by a properly

discontinuous action looks, around each point, a little like z 7→ zk for some

varying natural number k. We use this idea to give the quotient a complex

structure—the main theorem then follows.

Proof of Theorem 3.11. It is an immediate corollary of Lemma 3.14 that the quo-

tient G\X is Hausdorff.

We turn our attention to defining a complex structure on G\X. Recall that

we have a quotient map π : X → G\X. Let x ∈ G\X, and let x̃ ∈ π−1(x). Let Ũ

be a neighbourhood of x̃ given by Lemma 3.15. Shrinking Ũ if necessary, let z̃ be

a local coordinate on Ũ , centred at x̃, and for each g ∈ StabG(x̃) let fg : Ũ → C
be the holomorphic map induced in this coordinate by the action of g. Define the

map

f̃ : Ũ −→ C;

z 7−→
∏

g∈StabG(x)

fg(z).
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By construction, π(Ũ) ∼= StabG(x)\Ũ . Since f̃ is invariant under StabG(x̃), by

the universal property of quotients it descends to a function f : π(Ũ) → C such

that

Ũ

C

StabG(x̃)\Ũ ∼= π(Ũ)

ef

f

commutes. I now claim that (π(Ũ), f) gives a coordinate neighbourhood of x.

Since f̃ is continuous and open, f is also. Furthermore, since both f̃ and π

are m-to-1 about x̃, where m = #StabG(x̃), the induced function f is injective.

This proves that f is a homeomorphism onto an open subset of C, and hence

does define a coordinate neighbourhood.

We have now defined a coordinate neighbourhood about each point in the

quotient G\X. To show that these coordinate neighbourhoods give an atlas for X,

we now need to show that they are pairwise compatible. Let (U1, f1), (U2, f2) be

coordinate neighbourhoods inG\X of the above form, descending from coordinate

neighbourhoods (Ũ1, z1) and (Ũ2, z2) of X. As the set of points with nontrivial

stabilisers is discrete, we may assume without loss of generality that (U1, f1)

is constructed about a point with trivial stabiliser, and hence biholomorphic

to (Ũ1, z1) via π. In particular, this implies that Ũ1 ∩ Ũ2 is biholomorphic to

U1 ∩ U2 via π. Observe that f̃2, the lift of f2 to Ũ2, is holomorphic with nowhere

vanishing derivative on Ũ1 ∩ Ũ2, as this set contains no points with nontrivial

stabilisers. Thus, restricted to f1(U1 ∩ U2), the composition f̃2 ◦ π−1 ◦ f−1
1 is a

composition of holomorphic functions with nowhere vanishing derivatives and so a

biholomorphism onto its image. But f2◦f−1
1 = f̃2◦π−1◦f−1

1 on f1(U1∩U2), so the

same is true of f2 ◦f−1
1 . This shows that (U1, f1) and (U2, f2) are compatible.

3.4 A Coarse Moduli Space

Having shown that a complex structure on a Riemann surface naturally descends

to the quotient by a properly discontinuous action, we now wish to show that

the action of SL(2,Z) on h is properly discontinuous. An action of SL(2,R) on

h may be defined analogously to our action of SL(2,Z) on h, and it is a basic

fact in the theory of modular forms that for any discrete subgroup of SL(2,R)

with this action is properly discontinuous [24, Ch.I §2]. While this is not difficult
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to develop, we instead take a more explicit approach, computing a fundamental

domain for the action. The details of the quotient map will be useful. The

computation of the fundamental domain can be found in, among other sources,

Serre [27, Ch.VII §1] and Silverman [29, Ch.I §1].

Our first task is to find a connected subset of h containing exactly one point

from each SL(2,Z)-orbit. More specifically, we look for a fundamental domain

for the action.

Definition 3.16. Let a group G act on a space X. A fundamental domain for

the action of G on X is a connected open subset D of X such that

(i) for all x ∈ X there exists g ∈ G such that gx ∈ D, where D is the closure

of D in X, and

(ii) if x, y ∈ D are distinct, then for all g ∈ G we have gx 6= y.

The first condition then implies that a representative of every G-orbit of X

lies in the closure of the fundamental domain, and the second implies that, within

the fundamental domain, this representative is unique. Put another way, D is a

fundamental domain if the canonical map D → G\X is surjective and the map

D → G\X is injective.

Define

D := {z ∈ h | |z| > 1, |Re z| < 1
2
}.

This domain can be pictured, as in Figure 3.1, as a hyperbolic triangle in the

upper half plane with vertices ρ := e2πi/3, −ρ and ∞.

Theorem 3.17. The domain D is a fundamental domain for the action of SL(2,Z)

on h.

Let S = ( 0 −1
1 0 ) and T = ( 1 1

0 1 ). In the course of proving Theorem 3.17, we

shall also prove the following.

Proposition 3.18. Let τ , τ ′ be distinct elements of D. Then there exists A ∈
SL(2,Z) such that Aτ = τ ′ if and only if either

1. Re τ = 1
2
, τ ′ = τ − 1 and A = ±T−1;

2. Re τ = −1
2
, τ ′ = τ + 1 and A = ±T ; or,

3. |τ | = 1, τ ′ = − 1
τ

and A = ±S.
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ρ i

−1
2

1
2

D

Figure 3.1: The domain D as a subset of h.

Proposition 3.19. Let τ ∈ D. Then

Stab(τ) =


〈S〉 if τ = i;

〈ST 〉 if τ = ρ;

〈TS〉 if τ = −ρ;

〈−1〉 otherwise.

The former proposition shows that M may be constructed from D by iden-

tifying points the boundary of D mapped to one another by reflection in the

imaginary axis. This shows that the space M is simply connected. The latter

proposition identifies the stabilisers—we shall use this information in discussing

automorphisms of elliptic curves. Observe that the points ρ and −ρ are equiva-

lent, as Tρ = −ρ. A consequence is that the stabilisers of ρ and −ρ are isomorphic

via conjugation by T .

Proof of Theorem 3.17 and Propositions 3.18 and 3.19. We first show that the

closure of D contains an element of each SL(2,Z)-orbit of h. Let τ ∈ h. We wish

to show that there exists A ∈ SL(2,Z) such that Aτ ∈ D. Note first that given

any B = ( a bc d ) ∈ SL(2,Z), Lemma 3.8 gives that

Im (Bτ) =
1

|cτ + d|2
Im (τ).

Since c and d are integers, |cτ + d|2 takes a (nonzero) minimum value, and hence

we can choose B such that Im (Bτ) is maximal. Choose now an integer k such
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that |Re (Bτ) + k| ≤ 1
2
. Let A = ( 1 k

0 1 )Bτ . This is a product of two elements

of SL(2,Z), and hence itself an element of SL(2,Z). I now claim that A is an

element of SL(2,Z) such that Aτ ∈ D.

By Lemma 3.8, Im
(
( 0 −1

1 0 )Aτ
)

= 1
|Aτ |2 Im (Aτ). On the other hand, Im (Aτ) =

Im (Bτ) which was chosen to be maximal. Thus

1

|Aτ |2
Im (Aτ) = Im

(
( 0 −1

1 0 )Aτ

)
≤ Im (Aτ).

This shows that |Aτ | ≥ 1. Furthermore, by choice of k, we have |Re (Aτ)| =

|Re (Bτ) + k| ≤ 1
2
. Thus Aτ ∈ D, as claimed.

To prove Theorem 3.17 it is necessary to show that D has the second property

of a fundamental domain: that D contains at most one element from each orbit.

In order to prove this, we investigate more generally when two elements of D are

related by an element of SL(2,Z). In doing so we will prove Propositions 3.18

and 3.19 too.

Suppose that we have τ, τ ′ ∈ D such that τ ′ = Aτ for some A = ( a bc d ) in

SL(2,Z). Without loss of generality we assume that Im (τ ′) ≥ Im (τ). Since,

once again as an application of Lemma 3.8, we have Im (τ ′) = 1
|cτ+d|2 Im τ , this

implies that |cτ + d|2 ≤ 1, and hence that (cIm (τ))2 ≤ 1. But τ is in the set D,

so Im (τ) ≥
√

3
2
. We are restricted to three possible values for c: −1, 0 and 1.

Since −I = ( −1 0
0 −1 ) acts trivially, we may take note that −I lies in the stabiliser

of every element of D, and only consider the cases c = 0 and c = 1—the case

c = −1 can be turned into the case c = 1 by composition with −I.

• Suppose that c = 0. Then |d| ≤ 1 and, since ad−bc = 1, in fact d = a = ±1.

The matrix A thus acts by addition of ±b. By inspection of D, this then

implies that Re (τ) = ±1
2

and τ ′ = τ ∓ 1.

• Suppose that c = 1. Then, since |τ + d|2 ≤ 1, we have

(Re (τ) + d)2 + Im (τ)2 ≤ 1

and so

|τ |2 ≤ 1− 2dRe (τ)− d2 = 1− d(2Re (τ)± 1)− d(d∓ 1).

But d is an integer and 2Re (τ) ≤ 1, so by some choice of sign we have both

d(2Re (τ)± 1) ≥ 0 and d(d∓ 1) ≥ 0. Since |τ | ≥ 1, this implies that |τ | = 1

and that d = −1, 0 or 1. We again split into cases:
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– Suppose that c = 1, d = 0. Then A = ( a −1
1 0 ) and

Aτ = a− 1
τ

= a− τ .

(Recall that |τ | = 1, so 1
τ

= τ .) Since τ and Aτ are in D, this implies

|Re (τ)| and |a−Re (τ)| are both not greater than 1
2
. Since a ∈ Z, we

may this conclude that a = 0 unless τ = ρ or −ρ. In the former case

we may take a = −1, so A = ( −1 −1
1 0 ) = (ST )2 and Aρ = ρ, and in the

latter case we may take a = 1, so A = ( 1 −1
1 0 ) = TS and A(−ρ) = −ρ.

Observe that when a = 0, we have A = S and Aτ = −τ . Thus in this

case A acts by reflection in the imaginary axis. In particular, the only

fixed point of this is the fourth root of unity i.

– Suppose that c = 1, d = −1. In this case we have chosen d such that

d(d + 1) = 0, and hence d(2Re (τ)− 1) = 0. Thus Re (τ) = 1
2
, and so

τ = −ρ. From the determinant relation ad−bc = 0, we also determine

that A =
(
a −a−1
1 −1

)
. Observe that

(
a a−1
1 −1

)
(−ρ) = a− 1

−ρ− 1
= a− ρ.

Thus we may either take a = −1, in which case A =
( −1 0

1 −1

)
and

A(−ρ) = ρ, or a = 0, in which case A =
(

0 −1
1 −1

)
= (TS)2 and A(−ρ) =

−ρ.

– Suppose that c = 1, d = 1. Analogously to the above case, we find

that this implies that τ = ρ and A = ( 1 0
1 1 ) or A = ( 0 −1

1 1 ) = ST . In

the former case we have Aρ = −ρ, and in the latter we have Aρ = ρ.

This gives a complete classification of points in D related by elements of SL(2,Z).

In particular it details the stabilisers of each point. Propositions 3.18 and 3.19

summarise what we have learnt.

This also proves Theorem 3.17.

Having found a fundamental domain for the action of SL(2,Z) on h, checking

the following proposition is straightforward.

Proposition 3.20. SL(2,Z) acts properly discontinuously on h.

Proof. Let τ, τ ′ ∈ h. To show that the action of SL(2,Z) is properly discontinuous,

we wish to find open neighbourhoods U of τ and V of τ ′ such that {A ∈ SL(2,Z) |
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AU ∩ V 6= ∅} is finite. By Theorem 3.17 and Proposition 3.18, we may assume

without loss of generality that τ, τ ′ lie in the set

D ∪ {z ∈ h | |z| > 1,Re z = 1
2
} ∪ {z ∈ h | |z| = 1, 0 ≤ Re z ≤ 1

2
}.

If τ, τ ′ ∈ D, then we may take U = V = D. By Propositions 3.18 and 3.19,

AD∩D 6= ∅ if and only if A = ±I. Thus {A ∈ SL(2,Z) | AU ∩V 6= ∅} is finite.

More generally, we consider the set

R := D ∪ SD ∪ (TS)2D ∪ TSTD ∪ TSD ∪ TD.

Computation shows this is the region given by the conditions

{z ∈ h | −1
2
< Re z < 3

2
, |z + 1| > 1, |z − 2| > 1, |z − 1

3
| > 1

3
, |z − 2

3
| > 1

3
},

or, perhaps more tractably, that depicted in Figure 3.2.

D TD

SD TSD

(TS)2D TSTD

Figure 3.2: The domain R as a subset of the upper half plane h.

Clearly R is an open neighbourhood of τ and τ ′. It is thus enough to show

that the set {A ∈ SL(2,Z) | AR ∩ R 6= ∅} is finite. Suppose then that we have

A ∈ SL(2,Z) such that AR∩R 6= ∅. Then there exists σ ∈ R such that Aσ ∈ R.

By the construction of R, we may find

B,C ∈ {I, S, T, TS, TST, (TS)2}

such that B−1σ and C−1Aσ are in D. This implies that D = C−1AB is an

element of SL(2,Z) such that B−1σ and D(B−1σ) lie in D. Propositions 3.18 and
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3.19 show that only finitely many such elements exist. Thus A = CDB−1, where

only finitely many possibilities for B, C and D exist. Therefore there are only

finitely many A such that AR ∩ R 6= ∅. This shows that the action of SL(2,Z)

on h is properly discontinuous.

The sets U and V in the above proof were constructed rather crudely. Using

the argument of Lemma 3.14, it is possible to construct U and V such that

{A ∈ SL(2,Z) | AU ∩ V 6= ∅} = {A ∈ SL(2,Z) | Aτ = τ ′}. For such sets

U and V the set {A ∈ SL(2,Z) | AU ∩ V 6= ∅} is empty when τ and τ ′ are

not equivalent, and of order equal to the order of Stab(τ) when τ and τ ′ are

equivalent.

Having established Proposition 3.20, Theorem 3.11 allows us to view M as a

complex manifold, and in such a way that the quotient map h→M is holomor-

phic. This establishes the theorem:

Theorem 3.21. The space M is a coarse moduli space for elliptic curves.

Another method of proving this is via consideration of the so-called j-invariant.

This gives an explicit biholomorphism between M and C. Details can be found

in Clemens [4, §3.12] or Silverman [29, §1.4]

3.5 Automorphisms of Elliptic Curves

We have seen that automorphisms obstruct the construction of a fine moduli

space. This suggests that it is useful to know the automorphisms of lattices and

elliptic curves. We can quite easily glean this information from the coarse moduli

space.

Proposition 3.22. Let (E;O) be an elliptic curve, and let τ ∈ h be such that

(E;O) ∼= (C/ϕτ (Z2); 0). Then there is a canonical isomorphism of groups

Aut(E;O) ∼= StabSL(2,Z)(τ).

Proof. As the categories of elliptic curves and lattices are equivalent, the group

of automorphisms of the elliptic curve (E;O) is canonically isomorphic to the

group of automorphisms of the corresponding lattice (C,Z2, ϕτ ). This is then an

immediate consequence of Theorem 3.10.

From Proposition 3.19, we can thus conclude from this that up to isomorphism

the only elliptic curves with automorphisms other than the trivial automorphism
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and the negation automorphism are those corresponding to the points i and ρ.

As lattices, we may visualise these as in Figure 3.3.

i

1

(C,Z2, ϕi)

ρ

1

(C,Z2, ϕρ)

Figure 3.3: The lattices with extra automorphisms.

Geometrically the automorphisms of these lattices correspond to rotations;

the groups are generated by a rotation by π/2 and π/3, respectively. Indeed, the

fact that there are no other elliptic curves with automorphisms is equivalent to

the fact that these are the only lattices in C generated by 1 and τ ∈ D with

rotational symmetry other than the reflection given by rotation by π.

3.6 Curves of Higher Genus

The techniques of this chapter extend more generally to other situations. One

such situation is the construction of a (coarse) moduli space for compact Riemann

surfaces of genus greater than 1. This brief discussion follows that of Hain [15,

Lect. 2]. Further detail can be found in Harris and Morrison [16].

We first take the following perspective on the definition of lattices. Recall

that the universal cover of any genus 1 curve is biholomorphic to C, and that the

automorphism group is the complex affine group

AutC = {z 7→ αz + β | α, β ∈ C, α 6= 0}.

Let (E;O) be an elliptic curve. Considering an element of τ ∈ C as an element

z 7→ z + τ of AutC, and noting that the first homotopy and homology groups
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π1(E,O) and H1(E; Z) of an elliptic curve are isomorphic, in the construction of

the period lattice we have seen that we can construct an injective group homo-

morphism

ϕ : π1(E,O) −→ AutC

such that Imϕ acts freely on C and Imϕ\C is a compact Riemann surface of genus

1. This homomorphism, as the data for a lattice, is unique up to multiplication

by a complex scalar. Noting that conjugation of ϕ by an element of AutC is

equivalent to multiplication by a complex scalar, we thus see that we naturally

associate to the elliptic curve (E;O) a conjugacy class of injective maps ϕ from

its fundamental group to the group of automorphisms of its universal cover.

For Riemann surfaces of higher genus, we can make an analogous construction

in the following way. The uniformisation theorem for compact Riemann surfaces

states that the universal cover of any compact Riemann surface of genus greater

than 1 is h, and it can be shown that the group of holomorphic automorphisms

of h is naturally isomorphic to PSL(2,R). Let Xg be a compact Riemann surface

of genus g ≥ 2, and x0 be a point in Xg. Then we define the gth Teichmüller

space to be

χg :=


PSL(2,R)-conjugacy classes of injective representations

ϕ : π1(Xg, x0)→ PSL(2,R) such that Imϕ acts freely on h

and Imϕ\h is a compact Riemann surface of genus g

 .

Just as we associate to each point in the upper half plane h a based lattice,

we may associate to each point [ϕ] of χg the Riemann surface Imϕ\h, which is

well-defined up to isomorphism.

We also wish for a group that plays a role analogous to SL(2,Z). This group

should tell us when the compact Riemann surfaces associate to two different

points of χg are isomorphic. Such information is given by the group

Γg :=

{
connected components of the group of orientation

preserving diffeomorphisms of a surface of genus g

}
.

This group depends only on the genus as all genus g surfaces are diffeomorphic.

It can be shown that for all g ≥ 2 the Teichmüller space χg is contractible

and the mapping class group Γg acts properly discontinuously. We have shown

that this realisesMg at least as a topological space. Since χg is not necessarily a

Riemann surface—indeed, it can be shown that it is naturally a simply-connected

open subset of C3g−3 and hence of dimension 3g − 3—the quotient Γg\χg is not
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necessarily a complex manifold. It is can be realised, however, as an analytic

variety—a complex manifold with some singularities. This space is a coarse mod-

uli space for compact Riemann surfaces of genus g. It is also true that the

stabiliser of [ϕ] ∈ χg is naturally isomorphic to the group of automorphisms of

the Riemann surface Imϕ\h.

While the results of this chapter have given a method for constructing coarse

moduli spaces, however, they do not give an indication of whether the structure

of a fine moduli space descends. The next chapter addresses this issue.
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Chapter 4

Level Structures

So far our discussion has focussed on taking quotients of the moduli space of based

lattices: we have ignored the universal family above this space. We now examine

the conditions under which this universal family descends to a universal family on

the quotient space. Although this cannot give a construction of a moduli space

for elliptic curves, it can give a moduli space for elliptic curves with only a slight

rigidification. We call these rigidifications level structures.

4.1 Identifying Oriented Based Lattices

We have already defined an action of SL(2,Z) on the moduli space h of oriented

based lattices. We now wish to extend this action to an action of SL(2,Z) on the

universal family of oriented based lattices.

From our discussions on families of based lattices and also on their relationship

with families of oriented based lattices, it can be seen that the universal family

of oriented based lattices is given by the triple (C × h, h,Ω), where C × h is the

trivial line bundle over h and Ω is defined by

Ω : Z2 × h −→ C× h;(
(m,n), τ

)
7−→ (mτ + n, τ).

This gives the commutative triangle:

Z2 × h C× h

h.

Ω

proj2 proj2

73
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Also recall that given τ ∈ h, the fibre over this family is the based lattice (C, ϕτ ),
and that by Theorem 3.10, given A = ( a bc d ) ∈ SL(2,Z) the fibres over τ and

τ ′ = Aτ are isomorphic by

Z2 C

Z2 C

ϕτ

fA,τΛ
fAV

ϕτ ′

where

fA,τV : C −→ C;

z 7−→ z
cτ+d

,

fAΛ : Z2 −→ Z2;

(m,n) 7−→ (m,n)A−1 = (dm− cn,−bm+ an).

This motivates the (left-)actions

A : Z2 × h −→ Z2 × h;(
(m,n), τ

)
7−→

(
fAΛ (m,n), Aτ

)
=
(
(dm− cn,−bm+ an), aτ+b

cτ+d

)
and

A : C× h −→ C× h;(
z, τ
)
7−→

(
fA,τV (z), Aτ

)
=
(

z
cτ+d

, aτ+b
cτ+d

)
,

where A = ( a bc d ) ∈ SL(2,Z), of SL(2,Z) on Z2 × h and C× h. It is evident that

these functions are holomorphic, and it is easily checked that these indeed define

left actions.

Interpreted geometrically, these actions change the coordinates (m,n) of a

point mτ +n ∈ C to the coordinates (dm− cn,−bm+an) of the same point with

respect to the basis (aτ + b, cτ + d), before scaling such that the second element

of this basis is equal to 1. In this way a point of a lattice ϕτ (Z2) becomes a point

of the lattice ϕτ ′(Z2).

We would like the quotient of this family by this SL(2,Z)-action to be a family

of lattices over the quotient M = SL(2,Z)\h of the base space, and in such a

way that the fibre over τ ∈ h is naturally isomorphic to the fibre over its image in
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M. Suppose, however, a fibre (C,Z2, ϕτ ) has a nontrivial automorphism. Then,

again citing Theorem 3.10, there exists some nonidentity A ∈ SL(2,Z) such that

Aτ = τ and A acts on the fibre (C,Z2, ϕτ ) by this nontrivial automorphism. If

this is so, upon taking the quotient by SL(2,Z), distinct points of this fibre are

identified, and so the fibre is not ‘preserved’ in the quotient. We hence see again

that nontrivial automorphisms of our objects interfere.

This can be avoided if the action is free on the base space. We shall see, in

fact, that in this case the universal family on h always descends to a family of

lattices on the quotient of h.

4.2 Descent of Bundles

As families of lattices are constructed from bundles, we shall discuss first the

theory involved in descending families in this more general context. The main

theorem of this section is that bundles on a quotient of a given space can be

considered as special types of bundles on the given space.

Consider the action of SL(2,Z) on the universal family of oriented based

lattices. Observe that, given A ∈ SL(2,Z) and an element ((m,n), τ) of Z2 × h,

it matters not whether we have A act on ((m,n), τ) and then project to the base

space h, or project to the base space and then have A act on the projection—

in both cases we get the element Aτ ∈ h. Similarly the action of SL(2,Z) on

C× h commutes with its projection onto h. Furthermore, given any A = ( a bc d ) ∈
SL(2,Z) and any ((m,n), τ) ∈ Z2 × h, we have

Ω(A · ((m,n), τ)) = Ω((m,n)A−1, A · τ)

=

(
(m,n)A−1

(
1

cτ+d
A( τ1 )

)
, A · τ

)
=
(
mτ+n
cτ+d

, aτ+b
cτ+d

)
and

A · Ω(((m,n), τ)) = A · (mτ + n, τ) =
(
mτ+n
cτ+d

, aτ+b
cτ+d

)
.

Thus for all such A we Ω(A · ((m,n), τ))) = A · Ω((m,n), τ)). In all such cases

we say that the maps are SL(2,Z)-equivariant.

More generally, a map f : X → Y between two spaces X and Y each equipped
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with a Γ-action is called Γ-equivariant if for all γ ∈ Γ the square

X X

Y Y

γ·

f f

γ·

commutes. In this case, we may then define a map

fΓ : Γ\X −→ Γ\Y

sending the Γ-orbit of a point x ∈ X to the Γ-orbit of f(x) ∈ Y . This is well-

defined as the Γ-equivariance of f implies that x and y lie in the same Γ-orbit only

if f(x) and f(y) lie in the same Γ-orbit. This motivates the following definitions.

Definitions 4.1. Let Γ be a group acting on a complex manifold B. We then

call a bundle (E,B, F, π) over B a Γ-bundle over B1 if we have in addition a

Γ-action on E, and furthermore the projection map π is Γ-equivariant.

Given two Γ-bundles (E1, B, F1, π1) and (E2, B, F2, π2) over B and a bundle

map Φ between them, we call Φ a morphism of Γ-bundles if Φ is Γ-equivariant.

Observe that it is implicit here that the action of Γ on B is the same for both

bundles—the term ‘Γ-bundle over B’ assumes the Γ-action on B is already deter-

mined.

These objects and morphisms form a category; we denote this category Γ-

BundB. More generally we shall denote the category of bundles over a complex

manifold B as BundB. We are, as usual, especially interested in the case when

the actions of Γ are free and properly discontinuous. The main theorem of this

section is the following.

Theorem 4.2. Let Γ be a group acting freely and properly discontinuously on a

complex manifold B. Then the categories Γ-BundB and BundΓ\B are equivalent.

Suppose we have a Γ-bundle (E,B, F, π) over B. A corollary of the following

lemma is that when the action of Γ on B is free and properly discontinuous, then

it is immediate that the action of Γ on E is free and properly discontinuous.

1This convention differs from much of the literature—the term Γ-bundle is often used to
refer to a fibre bundle with structure group Γ.
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Lemma 4.3. Let Γ be a group acting on topological spaces X and Y , and let

f : X → Y be a continuous Γ-equivariant map. Then (i) if Γ acts freely on Y ,

then Γ acts freely on X, and (ii) If Γ acts properly discontinuously on Y , then Γ

acts properly discontinuously on X.

Proof. (i) Suppose Γ acts freely on Y . Suppose also that we have γ ∈ Γ and

x ∈ X such that γ · x = x. Then γ · f(x) = f(x), and so γ is the identity of

Γ. This proves that Γ acts freely on X.

(ii) Suppose Γ acts properly discontinuously on Y . Let x1, x2 ∈ X. We wish

to find open neighbourhoods U1 and U2 of x1 and x2 respectively such that

the set

{γ ∈ Γ | γU1 ∩ U2 6= ∅}

is finite. Since Γ acts properly discontinuously on Y , there exist open neigh-

bourhoods V1 and V2 of f(x1) and f(x2) such that {γ ∈ Γ | γV1∩V2 6= ∅} is

finite. Set U1 = f−1(V1) and U2 = f−1(V2). Then, by the Γ-equivariance of

f , for all γ ∈ Γ such that γU1∩U2 6= ∅ we have γf(U1)∩f(U2) = γV1∩V2 6=
∅. Thus {γ ∈ Γ | γU1 ∩ U2 6= ∅} is contained in {γ ∈ Γ | γV1 ∩ V2 6= ∅},
and hence finite.

In order to prove the main theorem, we will construct functors between the

two categories, and then show that these functors are adjoints. The part of most

interest to us is the descent.

Proposition 4.4. Let Γ be a group acting freely and properly discontinuously on

a complex manifold B, and let (E,B, F, π) be a Γ-bundle. Then (Γ\E,Γ\B,F, πΓ)

is a fibre bundle over Γ\B.

Furthermore, if Φ : E1 → E2 is a morphism of Γ-bundles (E1, B, F1, π1) and

(E2, B, F2, π2) over B, then ΦΓ : Γ\E1 → Γ\E2 is a morphism of the bundles

(Γ\E1,Γ\B,F1, (π1)Γ) and (Γ\E2,Γ\B,F2, (π2)Γ) over Γ\B.

Proof. We first show that (Γ\E,Γ\B,F, πΓ) is a fibre bundle. By Lemma 4.3 the

actions of Γ on E and B are free and properly discontinuous. Lemma 0.15 thus

shows that Γ\E and Γ\B are complex manifolds, and in fact that the quotient

maps qE : E → Γ\E and qB : B → Γ\B are locally biholomorphic covering maps.

This is the key fact in what follows.

The first property to check is that πΓ is a holomorphic surjection. By defini-

tion, π : E → B is a holomorphic surjection. It is immediate from this that πΓ is
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a surjection. Consider the commutative diagram

E Γ\E

B Γ\B.

qE

π πΓ

qB

Since qE is a locally biholomorphic covering map, around any point e ∈ Γ\E, we

can find an open neighbourhood U in Γ\E and an open set Ũ in E such that q|eU
is a biholomorphism. We then have

πΓ|U = qB ◦ π ◦ (qE|eU)−1.

Since the functions on the right hand side are all holomorphic, πΓ must be holo-

morphic about e. Since e was arbitrary, this shows that πΓ is holomorphic.

A similar technique can be applied to find a local trivialisation. Let x ∈
Γ\B. We wish to find an open set U of Γ\B containing x such that π−1

Γ (U)

is biholomorphic to U × F . Choose U such that there exists an open set Ũ

of B with qB|eU : Ũ → U a biholomorphism. By replacing U by a subset if

necessary, we may assume that Ũ is a trivialising neighbourhood for the fibre

bundle (E,B, F, π). Furthermore, since no two points of Ũ lie in the same Γ-

orbit and π is Γ-equivariant, no two points of π−1(Ũ) lie in the same Γ-orbit.

This means the map qE|π−1( eU) is injective, and hence a biholomorphism onto its

image. We thus have

π−1
Γ (U) = qE(π−1(Ũ)) ∼= π−1(Ũ) ∼= F × Ũ ∼= F × U.

This proves that (Γ\E,Γ\B,F, πΓ) is a fibre bundle.

To see that morphisms descend, observe first that ΦΓ is holomorphic by the

same lifting argument that shows that the projection πΓ is holomorphic. It thus

suffices to check that the diagram

Γ\E1 Γ\E2

Γ\B

ΦΓ

(π1)Γ (π2)Γ
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commutes. But this is clear from fact that

E1 E2

B

Φ

π1 π2

commutes and the definitions of the quotients and their maps.

This shows we can define a quotient functor Q : Γ-BundB → BundΓ\B, given

by simply taking quotients with respect to the Γ-action. To move in the reverse

direction we use pullbacks. Suppose we have sets X, Y and Y ′, maps f : Y ′ → Y

and π : X → Y , and suppose a group Γ acts on Y ′. Then the pullback

X ×Y Y ′ = {(x, y) ∈ X × Y ′ | f(x) = π(y)}

comes equipped with the Γ-action defined by

γ : (x, y) 7−→ (x, γy),

where γ ∈ Γ.

Proposition 4.5. Let Γ be a group that acts freely and properly discontinuously

on a complex manifold B, and let q : B → Γ\B be the quotient map. Let

(E,Γ\B,F, π) be a fibre bundle over Γ\B. Then the pullback bundle (E ×Γ\B

B,B, F, π̂) is a Γ-bundle over B.

Furthermore, if Φ : E1 → E2 is a morphism of bundles (E1,Γ\B,F1, π1) and

(E2,Γ\B,F2, π2) over Γ\B, then Φ̂ : E1 ×Γ\B B → E2 ×Γ\B B is a morphism of

the Γ-bundles (E1 ×Γ\B B,B, F1, π̂1) and (E2 ×Γ\B B,B, F2, π̂2) over B.

Proof. Since we know the pullback of a bundle is again a bundle, we need only

show that the pullback π̂ : E×Γ\BB → B of the projection map is Γ-equivariant.

Observe that for any γ ∈ Γ and (e, b) ∈ E ×Γ\B B, we have

π̂(γ(e, b)) = π̂(e, γb) = γb = γπ̂(e, b).

This shows we have a Γ-bundle.

Again we know that the pullback of a bundle map is again a bundle map, so

it suffices to check that the pullback is Γ-equivariant. This is true: for all γ ∈ Γ

and (e, b) ∈ E1 ×Γ\B B, we have

Φ̂(γ(e, b)) = Φ̂(e, γb) = (Φ(e), γb) = γ(Φ(e), b) = γΦ̂(e, b).
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This shows the pullback of a morphism of bundles over Γ\B is a morphism of

Γ-bundles over B, as required.

We may thus define a functor P : BundΓ\B → Γ-BundB that sends bundles

and morphisms to their pullbacks along the quotient map q : B → Γ\B. Having

defined our functors, we now prove the main theorem.

Proof of Theorem 4.2. To prove the claimed category equivalence it suffices to

exhibit natural isomorphisms α : idBundΓ\B→̇Q ◦ P and β : idΓ-BundB→̇P ◦Q.

Define a natural transformation α : idBundΓ\B→̇Q◦P by assigning the bundle

map

αE : E −→ Γ\(E ×Γ\B B);

e 7−→ [e, b]

to every bundle (E,Γ\B,Fπ) over Γ\B, where b is any point in B such that

q(b) = π(e) and [e, b] indicates the Γ-orbit of the point (e, b) ∈ X̃ ×X E. Also

define a natural transformation β : idΓ-BundB→̇P ◦ Q by assigning the Γ-bundle

morphism

αE : E −→ E/Γ×Γ\B B;

e 7−→ ([e], π(e)),

where [e] is the Γ-orbit of e, to every Γ-bundle (E,B, F, π) over B. It is easy

to check that these two natural transformations are well-defined, and are in fact

natural isomorphisms.

Observe that given a bundle, the data required for that bundle to be a group

bundle can be expressed entirely in terms of commutative diagrams in the cat-

egory of bundles. Since the categories Γ-BundB and BundΓ\B are equivalent,

this shows that group objects in one correspond to group objects in the other.

Note, however, that as all maps in Γ-BundB are Γ-equivariant, the maps defin-

ing a group object in this category must also be Γ-equivariant. Similarly, as the

data for a vector bundle can also be specified diagrammatically, the vector space

objects in one category correspond to vector space objects in the other. This

motivates the following definition:

Definitions 4.6. Let Γ be a group acting on complex manifolds B, V and L.

We say a family of lattices (V ,L, B,Φ) is a Γ-family of lattices if V and L are

Γ-bundles over B, the maps defining the group structure on L and vector space

structure on V are Γ-equivariant, and Φ is Γ-equivariant.
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The above discussion shows that Γ-families of lattices over B correspond to

families of lattices over Γ\B. Noting that the universal family of oriented based

lattices is an SL(2,Z)-family of lattices, this shows that if a subgroup Γ of SL(2,Z)

acts freely on h, then this universal family descends to a family of lattices on the

quotient Γ\h. This principle guides our search for a level structure.

4.3 Level Structures

If our aim is only to remove automorphisms of a lattice, choosing a basis is a

rather inefficient. We have seen that a lattice has at most six automorphisms,

and yet there are infinitely many bases we may choose for any given lattice. Level

structures give an alternate, less harsh, way of rigidifying lattices.

Once we have chosen a level structure, we might then investigate when distinct

based lattices are isomorphic as lattices with level structure. Since isomorphic

lattices with level structure must at least be isomorphic as lattices, we may de-

scribe these identifications of based lattices via a subgroup Γ of SL(2,Z). As we

have said, we will aim to choose level structures that result in the group Γ acting

freely on h, so that the universal family of oriented based lattices descends to a

family of lattices on the quotient Γ\h. We will see that such a family is in fact

the universal family of lattices with the chosen level structure. This, however,

will be left to the next section—we first discuss some possible level structures.

N-Pointed Lattices

One method of constructing level structures for lattices is specifying an ‘N -point’.

This will be our main example of a level structure. Roughly speaking, an N -point

is a point of orderN in the vector space modulo the lattice. We make the following

definitions.

Definitions 4.7. Let (V,Λ, ϕ) be a lattice and N be a positive integer. We call

a subset P of V an N-division point, or N -point, of the lattice (V,Λ, ϕ) if it is

equal to the coset [p] := p+ϕ(Λ) of p for some p ∈ V and N is the least positive

integer such that Np lies in ϕ(Λ). We call the data (V,Λ, ϕ, P ) an N-pointed

lattice.

A morphism of N-pointed lattices (V1,Λ1, ϕ1, P1) and (V2,Λ2, ϕ2, P2) is a map

of lattices (fΛ, fV ) such that fV (P1) = P2.

Example 4.8. Let (V, ϕ) be a based lattice. We may assign an N -division point to

this lattice by taking the coset [ 1
N
ϕ(0, 1)] of the point ‘one Nth of the second basis
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vector’. We take the convention that any based lattice is by default viewed as an

N -pointed lattice in this way, and call this coset the N-division point associated

to the based lattice (V, ϕ). Conversely, given an N -pointed lattice (V,Λ, ϕ, P ), a

basis λ1, λ2 for Λ such that 1
N
ϕ(λ2) ∈ P is said to extend the N-division point.

In particular, this convention assigns the point [ 1
N

] to the based lattice (C, ϕτ ),
and we thus view this based lattice as the N -pointed lattice (C,Z2, ϕτ , [

1
N

]).

Just as a based lattice corresponds to an elliptic curve with a basis for its first

homology group H1(E; Z) with coefficients in Z, an N -pointed lattice may be

interpreted as an elliptic curve together with a point of order N in the homology

group H1(E; Z/NZ) with coefficients in Z/NZ.

It can be shown that a given lattice has exactly N2
∏

p|N(1−1/p2) N -division

points; this is simply a computation of the elements of exact order N in the

group (Z/NZ)2. In particular, there are only eight ways to turn a lattice into a

3-pointed lattice—this contrasts starkly with the infinitely many bases that can

be assigned to the lattice.

The following proposition gives a better idea of how N -pointed lattices trans-

form. As for based lattices, all morphisms are isomorphisms.

Proposition 4.9. Any morphism of N-pointed lattices is an isomorphism of N-

pointed lattices.

Proof. Let (fΛ, fV ) be a morphism of N -pointed lattices (V1,Λ1, ϕ1, [p1]) and

(V2,Λ2, ϕ2, [p2]). It suffices to show that both fΛ and fV are isomorphisms.

Since fV ([p1]) = [p2], fV is a nonzero map of 1-dimensional complex vector

spaces, it is an isomorphism of vector spaces. Furthermore, as fV ◦ ϕ1 = ϕ2 ◦ fΛ,

this shows that fΛ is injective. It remains to show that fΛ is surjective. Again as

fV ([p1]) = [p2], we have the equality of cosets

fV (p1) + fV (ϕ1(Λ1)) = p2 + ϕ2(Λ2),

and hence the equality of subgroups

fV (ϕ1(Λ1)) = ϕ2(Λ2)

of V2. The left hand group is then equal to ϕ2(fΛ(Λ1)), and so the injectivity of

ϕ2 then gives the equality fΛ(Λ1) = Λ2. This proves the surjectivity of fΛ, and

hence the proposition.

The previous example gave a way of constructing an N -pointed lattice from

a based lattice. Up to isomorphism, all N -pointed lattices arise in this way.
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Proposition 4.10. Let (V,Λ, ϕ, [p]) be an N-pointed lattice. Then there exists

τ ∈ h such that (C,Z2, ϕτ , [
1
N

]) is isomorphic to (V,Λ, ϕ, [p]) as an N-pointed

lattice.

Proof. Since [p] is an N -division point for (V,Λ, ϕ), Np lies in ϕ(Λ). As Λ is

a rank two free abelian group, we may choose a basis λ1, λ2 for Λ such that

λ2 = ϕ−1(Np). Replacing λ1 by −λ1 if necessary, we may also assume that

0 < arg(ϕ(λ1)/ϕ(λ2)) < π. There then exists a unique complex number τ ∈ h

such that ϕ(λ1) = τϕ(λ2). We shall show that for this τ the N -pointed lattices

(C,Z2, ϕτ , [
1
N

]) and (V,Λ, ϕ, [p]) are isomorphic.

Let fΛ : Λ → Z2 be the group isomorphism mapping λ1 to (1, 0) and λ2 to

(0, 1), and let fV : V → C be the unique C-linear map taking p to 1
N

. This defines

a morphism of lattices as for all m,n ∈ Z we have

fV (ϕ(mλ1 + nλ2)) = fV (mϕ(λ1) + nϕ(λ2))

= fV ((mτ + n)Nv)

= mτ + n

= ϕτ (m,n)

= ϕτ (fΛ(mλ1 + nλ2)).

Furthermore, we thus have the equalities of sets

fV ([p]) = fV (p+ ϕ(Λ)) = fV (p) + fV (ϕ(Λ))

= 1
N

+ ϕτ (fΛ(Λ)) = 1
N

+ ϕτ (Z2) = [ 1
N

].

This shows that (fV , fΛ) is a morphism of N -pointed lattices, and hence an iso-

morphism of N -pointed lattices.

Suppose that (C,Z2, ϕτ , [
1
N

]) and (C,Z2, ϕτ ′ , [
1
N

]) are isomorphic N -pointed

lattices. A fortiori they are isomorphic as lattices, so by Theorem 3.10 there exists

a matrix A = ( a bc d ) ∈ SL(2,Z) such that the isomorphism is given by (fA,τV , fAΛ ).

The matrix A, however, is subject to the extra condition that

fA,τV

(
1
N

+ ϕτ (Z2)
)

= 1
N

+ ϕτ ′(Z2).

Composing with (fA,τV )−1 and recalling that this maps z in C to (cτ + d)z, this

implies that

1
N

+ ϕτ (Z2) = (fA,τV )−1
(

1
N

+ ϕτ ′(Z2)
)

= (cτ + d) 1
N

+ ϕτ (Z2).
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Subtracting 1
N

, this shows that

c
N
τ + d−1

N
= (cτ + d) 1

N
− 1

N
∈ ϕτ (Z2),

and so ( c
N
, d−1
N

) lies in Z2. We thus conclude that c ≡ 0 and d ≡ 1 modulo N .

Since ad− bc = 1, we may also conclude that a ≡ 1 modulo N . This shows that

the matrix A must lie in the set

Γ1(N) :=
{

( a bc d ) ∈ SL(2,Z)
∣∣ a ≡ d ≡ 1 (mod N), c ≡ 0 (mod N)

}
.

Conversely, suppose A ∈ Γ1(N), and let τ ′ = Aτ . Then c
N
τ + d−1

N
∈ ϕτ (Λ), so

(fA,τV )−1
(

1
N

+ ϕτ ′(Z2)
)

= (cτ + d) 1
N

+ ϕτ (Z2) = 1
N

+ ϕτ (Z2).

Since by Theorem 3.10 we already know that the lattices (C,Z2, ϕτ ) and (C,Z2, ϕτ ′)

are isomorphic, this shows that (C,Z2, ϕτ , [
1
N

]) and (C,Z2, ϕτ ′ , [
1
N

]) are isomor-

phic N -pointed lattices. We have thus proved the following analogue of Theorem

3.10.

Theorem 4.11. Let τ, τ ′ ∈ h. Then the map A 7→ (fA,τV , fAΛ ) gives a bijection{
A ∈ Γ1(N)

∣∣∣∣Aτ = τ ′
}
←→

{
isomorphisms of the N-pointed lattices

(C,Z2, ϕτ , [
1
N

]) and (C,Z2, ϕτ ′ , [
1
N

])

}
.

By Proposition 4.10, every N -pointed lattice of isomorphic to one of the form

(C,Z2, ϕτ , [
1
N

]), and by Theorem 4.11 the N -pointed lattices (C,Z2, ϕτ , [
1
N

]) and

(C,Z2, ϕτ ′ , [
1
N

]) are isomorphic if and only if τ and τ ′ lie in the same Γ1(N)-orbit.

Thus the space

Y1(N) := Γ1(N)\h

classifies N -pointed lattices.

As mentioned, we want the action of Γ1(N) on h to be free, so that the

universal family of oriented based lattices on h descends to a family of lattices on

Y1(N). This is so when N ≥ 3.

Proposition 4.12. For all N ≥ 3, Γ1(N) acts freely on h.

Proof. Observe that T = ( 1 1
0 1 ) is an element of Γ1(N), but S = ( 0 −1

1 0 ) is not.

Also observe that −I =
( −1 0

0 −1

)
is also not when N ≥ 3. Thus none of the

nonidentity matrices of Proposition 3.19 lie in Γ1(N) when N ≥ 3, and so in

these cases Γ1(N) acts freely on h.
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After our words of caution regarding automorphisms, the following corollary,

in fact equivalent to the above proposition, should be of some comfort.

Corollary 4.13. For N ≥ 3, an N-pointed lattice has no nontrivial automor-

phisms.

Proof. By Proposition 4.10, it suffices to show that N -pointed lattices of the

form (C,Z2, ϕτ , [
1
N

]) have no nontrivial automorphisms. By Theorem 4.11, all

automorphisms of (C,Z2, ϕτ , [
1
N

]) are given by those A ∈ Γ1(N) such that Aτ = τ .

Proposition 4.12 shows the only such matrix is the identity.

Modular Forms and Other Level Structures

The notations Y1(N) and Γ1(N) come from the theory of modular forms. A

modular form of weight 0 is a meromorphic function on h that is invariant under

the action of SL(2,Z). More generally, a modular form of weight 0 and level N

is a meromorphic function on h that is invariant under the group

Γ(N) :=
{

( a bc d ) ∈ SL(2,Z)
∣∣ a ≡ d ≡ 1 (mod N), b, c ≡ 0 (mod N)

}
,

which we call the principal congruence subgroup of level N . We call any subgroup

SL(2,Z) containing Γ(N) a congruence subgroup of level N . The groups Γ1(N)

are an example of such groups. Another class of important congruence subgroups

are the groups

Γ0(N) :=
{

( a bc d ) ∈ SL(2,Z)
∣∣ c ≡ 0 (mod N)

}
.

Given a fixed integer N , the M -division points for all M dividing N form a group

under addition modulo the lattice. This is in fact a Z/NZ-module, and it can be

shown that a Z/NZ-basis for this module gives a level structure corresponding

to the full congruence subgroup Γ(N) in the same way that an N -division point

corresponds to the group Γ1(N). Similarly, a subgroup of division points of order

N corresponds to the group Γ0(N). See the books Husemöller [18, Ch.11] and

Koblitz [20, Ch.III] for a discussion of the equivalent level structures on elliptic

curves, and for more detail regarding their relationships with modular forms.

The quotient spaces Y1(N), Y0(N) := Γ0(N)\h and Y (N) := Γ(N)\h are

known as open modular curves. These may be compactified in a natural fashion

to form modular curves. It is a deep result that the modular curves X0(N)—the

compactifications of the Y0(N)—play a role in classifying a subset of the elliptic

curves over C, known as the elliptic curves over Q in another, quite different,
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fashion: every elliptic curve over Q arises as the image of X0(N) for some N .

This is known as the modularity theorem for elliptic curves over Q. A few more

details and further references can be found in Silverman [28, §C.13].

4.4 The Universal Family of N-pointed Lattices

In this section we use the example of N -pointed lattices to illustrate how the

universal family of based lattices descends to a universal family for lattices with

sufficiently rigid level structure. As we wish the action of Γ1(N) on h to be free,

we will assume throughout that N ≥ 3.

We begin by defining what we mean by a family of N -pointed lattices.

Definitions 4.14. A family of N-pointed lattices (V ,L, B,Φ,P) is a family of

lattices (V ,L, B,Φ) together with a subset P of V such that there exists an open

cover {Uα} of B and holomorphic sections sα : Uα → VUα such that for all x ∈ Uα
we have the equality of sets P ∩Vx = sα(x) +Lx, and also such that for all x ∈ B
the fibre (Vx,Lx,Φx,P ∩ Vx) is an N -pointed lattice. We shall write Px for this

intersection P ∩ Vx. As usual we call a member Uα of such a cover a trivialising

neighbourhood of P , and we also call such a section sα a trivialising section of P .

We also call P the section of N-division points of the family.

Given families of N -pointed lattices (V1,L1, B,Φ1,P1) and (V2,L2, B,Φ2,P2)

over the same base space B, a morphism of families of N-pointed lattices be-

tween these two families is a morphism of families of lattices (FV , FΛ) such that

FV (P1) = P2.

Example 4.15. Consider the subset of C × h consisting of the union of the N -

points associated to each based lattice in the universal family of oriented based

lattices. This forms the set

J 1
N

K := {( 1
N

+mτ + n, τ) ∈ C× τ | m,n ∈ Z}.

As NJ 1
N

K ⊂ Φ(Z2×h) and J 1
N

K has a global trivialising section s : h→ C×h; τ 7→
( 1
N
, τ), the family (C× h,Z2 × h,Φ, h, J 1

N
K) is a family of N -pointed lattices.

More generally, given any family (V , B,Φ) of oriented based lattices, we may

construct a family of N -pointed lattices by taking the fibrewise coset

J 1
N

Φ({(0, 1)} ×B)K := { 1
N

Φ((0, 1), x) + Φ((m,n), x) ∈ V | x ∈ B, m, n ∈ Z2}

to be the set of N -division points. Analogous to the case of a single lattice, we

call this the family of N -pointed lattices associated to the given family of based

lattices, and say that the family of based lattices extends the N -pointed family.
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Observe that the set of N -division points P of a family of N -pointed lattices

is itself a bundle over B with fibres isomorphic to Λ as sets. A moment’s con-

sideration, in particular taking into account the fact that the group structure

on each fibre is preserved under pullbacks, shows that the properties of P are

preserved under pullback by a holomorphic map. Thus the pullback of a family

of N -pointed lattices along a holomorphic map is again a family of N -pointed

lattices.

Analogously to the moduli problem for lattices, we define the moduli problem

for N -pointed lattices as the problem of representing the functor that takes a

complex manifold to the set of families of N -pointed lattices over it, and takes

a holomorphic map of complex manifolds to the pullback map between sets of

families. As for based lattices, we shall try to solve this problem by exhibiting a

universal family. In order to construct this family, we now turn our attention to

quotients of families of lattices.

Definition 4.16. Let Γ be a group acting on complex manifolds B, V and L. We

call a family of N -pointed lattices (V ,L, B,Φ,P) a Γ-family of N-pointed lattices

if it is a Γ-family of lattices and the set P is closed under the action of Γ.

Suppose we have a Γ-family of N -pointed lattices. Since the section of N -

division points P is closed under the action of Γ, the set Γ\P is well-defined.

Furthermore, it follows from the proof of Proposition 4.4 the fact that the quotient

family looks locally like the given family, and so this set Γ\P is a section of

N -division points for the quotient family. Thus the quotient of a Γ-family of

N -pointed lattices over B by Γ gives a family of N -pointed lattices over Γ\B—in

fact, it follows from Theorem 4.2 that Γ-families over B correspond precisely to

families over Γ\B.

Consider the family of N -pointed lattices (C×h,Z2×h, h,Φ, J 1
N

K) constructed

from the universal family of oriented based lattices. As the computation preceding

the statement of Theorem 4.11 shows that the set J 1
N

K is invariant under the action

of Γ1(N), this is a Γ1(N)-family of N -pointed lattices. Recalling that N ≥ 3,

Γ1(N) acts freely and properly discontinuously on h, and so we may take the

quotient. We write the quotient family

(V(N),L(N), Y1(N),Φ(N),P(N)).

We can now state the main theorem of this section.

Theorem 4.17. Let N ≥ 3. The family of N-pointed lattices

(V(N),L(N), Y1(N),Φ(N),P(N))



88 CHAPTER 4. LEVEL STRUCTURES

is a universal family for N-pointed lattices.

A consequence of this that each Y1(N) is a fine moduli space for N -pointed

lattices. Observe that Y1(3) is a fine moduli space for elliptic curves with some

level structure, and is also an 8-sheeted cover of the coarse moduli space M for

elliptic curves. In this sense it is a close approximation to a solution for the

moduli problem for elliptic curves.

We shall prove this theorem by making use of the universal property of the

universal family of oriented based lattices, and the correspondence between equiv-

ariant bundles and bundles on a quotient. Before beginning the proof proper,

however, we first show how, given any family (V ,L, B,Φ,P) of N -pointed lat-

tices, to construct a ‘basisification’ for it—a related family that is also a family

of oriented based lattices—and discuss a few properties of this construction. To

this end, define the set

B̃ :=

{
(`1, `2) ∈ L ×B L

∣∣∣∣ `1, `2 is an oriented basis for LπL(`1)

extending the N -division point PπL(`1)

}
.

To clarify, by an oriented basis for Lx we mean a basis `1, `2 for Lx such that the

complex number τ ∈ C for which Φ(`1) = τΦ(`2) lies in the upper half plane h,

and to say this basis extends the N -division point Px is to say that 1
N

Φ(`2) lies

in Px. This set projects onto B by the map

α : B̃ −→ B;

(`1, `2) 7−→ πL(`1).

The key point of this construction is that the element of B̃ are uniquely specified

by a choice of point x ∈ B and a choice of oriented basis for the fibre Lx of L
over x that extends the N -point Px. Given x ∈ B, the preimage α−1(x) indexes

all possible oriented bases of the N -pointed lattice over x that agree with the

N -point.

Observe that B̃ is a subset of the manifold L × L, and hence is endowed

with the subspace topology. As α is the restriction of the composition of the

projections L × L → L and πL : L → B, it is continuous with respect to this

topology. It is, in fact, a covering map.

Proposition 4.18. Fix N ≥ 3, and let (V ,L, B,Φ,P) be a family of N-pointed

lattices over a complex manifold B. Then α : B̃ → B is a covering of B.
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Proof. Fix x0 ∈ B. To prove the proposition we need to find a open neighbour-

hood U of x0 in B such that α−1(U) consists of a collection of disjoint subsets

of B̃ each homeomorphic to U . Let U be a trivialising neighbourhood of x0 of

both the bundles V and L and also of the N -point P—we shall say the U is a

trivialising neighbourhood of the family (V ,L, B,Φ,P). I claim that U has the

required property.

As U is a trivialising neighbourhood of (V ,L, B,Φ,P), we may write LU =

Λ× U , VU = V × U , and depict the family over U as

Λ× U V × U

U,

Φ|LU

πL πV
s

where s : U → VU is a holomorphic section of πV such that Px = s(x) + Φ(Lx)
for all x ∈ U . Note that LU ×B LU = Λ2 × U . Thus

α−1(U) =

{
(`1, `2) ∈ LU ×B LU

∣∣∣∣ `1, `2 is an oriented basis for LπL(`1)

extending the N -division point PπL(`1)

}
=

{
(λ1, λ2, x) ∈ Λ2 × U

∣∣∣∣ λ1, λ2 is an oriented basis for Λ,

Φ(λ2, x) ∈ Ns(x) +NΦ(Λ× {x})

}
.

Observe now that, as [s(x)] is an N -division point of the lattice over x, Ns(x)

lies in Φ(Λ × {x}). As Φ is injective, we may define its inverse function Φ−1 :

Φ(Λ × U) → Λ × U on its image. Since πV is holomorphic and πL is a locally

biholomorphic covering map, and the above diagram commutes, this function

Φ−1 is holomorphic. In particular, Φ−1 is continuous on the image of Φ, and so

Φ−1 ◦ Ns gives a continuous section of πL : Λ × U → U . But Λ is discrete, so

Φ−1 ◦ Ns is the constant section x 7→ (λ, x) for some λ ∈ Λ. By composing the

following expression with Φ−1, we then see that

Φ(λ2, x) ∈ NP = Ns(x) +NΦ(Λ× {x})

if and only if

(λ2, x) ∈ (λ, x) +NΛ× {x}.

Thus whether Φ(λ2, x) lies in NP is independent of x ∈ U , and thus whether

(λ1, λ2, x) lies in α−1(U) is independent of x. This shows that

α−1(U) = {(λ1, λ2) ∈ Λ2 | λ1, λ2 is an oriented basis for Λ} × U.
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Since Λ2 is discrete, we conclude that α is a covering map.

Since B̃ is a cover of B, and B is a complex manifold, we may use the cov-

ering map α to give B̃ the unique complex structure such that α is a locally

biholomorphic covering map.

We now define a left Γ1(N)-action on the space B̃ as follows: for all A =

( a bc d ) ∈ Γ1(N) define the map

A : B̃ −→ B̃;

(`1, `2) 7−→ (`1, `2)AT = (a`1 + b`2, c`1 + d`2).

We check this map is well-defined for each A ∈ Γ1(N). Since Γ1(N) is contained

in SL(2,Z), the resultant pair again gives a basis for LπL(`1). Also, since Φ(`2)

lies in NP , the fibre PπL(`1) is a Φ(LπL(`1))-coset, and c
N
, d−1
N

lie in Z, we have

Φ(c`1 + d`2) = Φ(`2) +N( c
N

Φ(`1) + d−1
N

Φ(`2)) ∈ NPπL(`1) ⊂ NP .

This shows this map is well-defined. Furthermore, as this map is simply multi-

plication on the left of the column vector (`1, `2)T by A, we have indeed defined

a left action.

Let us consider this action for a moment. An element of B̃ is specified by a

choice of point x ∈ B and a choice of oriented basis for the fibre Lx that extends

the N -point Px. Given an element of Γ1(N), its action is to keep the point x

fixed, but map the basis for the fibre Lx to another basis for Lx that also extends

the N -point Px. By Theorem 4.11 this action is free and transitive on the set of

such bases. This fact is the core of the following lemma.

Lemma 4.19. The group Γ1(N) acts freely and properly discontinuously on B̃.

Moreover, the quotient Γ1(N)\B̃ is biholomorphic to B via the map

β : Γ1(N)\B̃ −→ B;

[(`1, `2)] 7−→ πL(`1).

Proof. It is clear from the above discussion that this action is free.

To see that the action is properly discontinuous, we make use of the fact

that α is a covering map. Choose distinct points (`1, `2), (m1,m2) ∈ B̃. If

πL(`1) 6= πL(m1), then we may pick disjoint open sets U and V of B such that

πL(`1) ∈ U , πL(m1) ∈ V . Since the action of Γ1(N) preserves the fibres of α, the

sets α−1(U) and α−1(V ) are then open sets of B̃ such that

{A ∈ Γ1(N) | Aα−1(U) ∩ α−1(V ) 6= ∅} = ∅.
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On the other hand, if πL(`1) = πL(m1), then (`1, `2) and (m1,m2) lie in the

same fibre of α over B. As α is a covering map, we may then pick disjoint open

neighbourhoods U of (`1, `2) and V of (m1,m2) such that

{A ∈ Γ1(N) | Aα−1(U) ∩ α−1(V ) 6= ∅} = {A ∈ Γ1(N) | A(`1, `2) = (m1,m2)}.

But the fibre of α over α(`1, `2) = πL(`1) is the set of oriented bases of LπL(`1)

that extend the N -point PπL(`1), and we have observed that Γ1(N) acts freely on

this set. Thus {A ∈ Γ1(N) | A(`1, `2) = (m1,m2)} contains at most 1 element.

This proves our action is properly discontinuous.

It remains to show that β is a biholomorphism. To begin observe that β

is well-defined as the action of Γ1(N) on B̃ preserves the fibres of L over B.

Furthermore, the following triangle commutes:

B̃

Γ1(N)\B̃ B.

qB α

β

Since both the vertical maps are locally biholomorphic covering maps, this shows

that β is locally biholomorphic. But the orbits of Γ1(N) are precisely the sets of

all oriented bases for a given fibre Lx of L that extend the N -point Px, so β is a

bijection. This proves the theorem.

Changing our notation slightly, we shall rename the map α : B̃ → B as qB, to

reflect the fact we now know it is the quotient map induced by the Γ1(N)-action.

Making use of Theorem 4.2, the family (V ,L, B,Φ,P) of N -pointed lattices thus

pulls back along qB to a Γ1(N)-family

(q∗BV , q∗BL, B̃, q∗BΦ, q∗BP)

of N -pointed lattices over B̃. This pullback family can, as intended, naturally be

given a global basis.

Proposition 4.20. Fix N ≥ 3, and let (V ,L, B,Φ,P) be a family of N-pointed

lattices over a complex manifold B. Then the pullback family

(q∗BV , q∗BL, B̃, q∗BΦ, q∗BP)
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of N-pointed lattices of the map qB : B̃ → B is extended to a family of oriented

based lattices by the isomorphism

I : Z2 × B̃ −→ L×B B̃ = q∗BL;

((m,n), (`1, `2)) 7−→ (m`1 + n`2, (`1, `2)).

Proof. To prove this proposition it suffices to show

s1, s2 : B̃ −→ L×B B̃;

(`1, `2)
s17−→ (`1, (`1, `2))

(`1, `2)
s27−→ (`2, (`1, `2))

are two global holomorphic sections of the Λ-fibred bundle L ×B B̃ over B̃ such

that (i) on each fibre they form an oriented basis, and (ii) one Nth of the second

section lies in P×B B̃. The property (i) ensures the map is an isomorphism, while

the property (ii) ensures that the basis it gives is compatible with the N -division

point on each fibre.

As the fibres of the Λ-fibred bundle L over B are discrete, the space L ×B B̃
is a locally biholomorphic covering of B̃, and so any section is holomorphic. The

properties (i) and (ii) are an immediate consequence of the construction of B̃:

the points (`1, `2) of B̃ are chosen precisely to have these properties.

We shall write Φ̃ := q∗BΦ ◦ I, and hence write this family of oriented based

lattices extending (V ,L, B,Φ,P) as (q∗BV , B̃, Φ̃). As h is the universal family for

families of oriented based lattices, this induces a map

T̃ : B̃ −→ h

such that this family of based lattices canonically isomorphic to the pullback

along T̃ of the universal family. This map takes (`1, `2) ∈ B̃ to the complex

number τ ∈ h such that q∗BΦ(`1, (`1, `2)) = τq∗BΦ(`2, (`1, `2)) in q∗BV(`1,`2), which

is precisely the complex number such that Φ(`1) = τΦ(`2) in VπL(`1).

As this is the isomorphism we wish to descend, it is important that the canon-

ical isomorphism between the families of oriented based lattices (q∗BV , B̃, Φ̃) and

(T̃ ∗(C× h), B̃, T̃ ∗Ω) is in fact a Γ1(N)-equivariant isomorphism. For this to even

make sense, the pullback family (T̃ ∗(C × h), B̃, T̃ ∗Ω) must be a Γ1(N)-family.

This is implied by the following proposition.

Proposition 4.21. The map T̃ : B̃ → h is Γ1(N)-equivariant.
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Proof. Let (`1, `2) ∈ B̃, A = ( a bc d ) ∈ Γ1(N). We wish to show that AT̃ (`1, `2) =

T̃ (A(`1, `2)). Observe that T̃ (`1, `2) is equal to complex number τ ∈ h such that

Φ(`1) = τΦ(`2), and that T̃ (A(`1, `2)) = T̃ (a`1 + b`2, c`1 + d`2) is equal to the

complex number τ ′ ∈ h such that Φ(a`1 + b`2) = τ ′Φ(c`1 + d`2). We thus wish to

show that τ ′ = aτ+b
cτ+d

.

Since Φ is a group map, we see that aΦ(`1) + bΦ(`2) = τ ′cΦ(`1) + dΦ(`2).

Substituting Φ(`1) = τΦ(`2) into this, we have

aτΦ(`2) + bΦ(`2) = τ ′(cτΦ(`2) + dΦ(`2)).

Equating coefficients of Φ(`2) and dividing through by cτ+d then gives τ ′ = aτ+b
cτ+d

,

as required.

By this proposition the pullback family (T̃ ∗(C×h), B̃, T̃ ∗Ω) inherits a Γ1(N)-

action from the universal family (C× h, h,Ω) such that it is a Γ1(N)-family.

Proposition 4.22. The canonical isomorphism between the families of oriented

based lattices (q∗BV , B̃, Φ̃) and (T̃ ∗(C×h), B̃, T̃ ∗Ω) given by the universal property

of the family (C×h, h,Ω) is a Γ1(N)-equivariant isomorphism of Γ1(N)-families.

Proof. We have the Γ1(N)-families of oriented based lattices

Z2 × B̃ q∗bV

B̃

eΦ
and

Z2 × B̃ T̃ ∗(C× h)

B̃.

eT ∗Ω

As (T̃ ∗(C × h), B̃, T̃ ∗Ω) is the pullback of the universal family of oriented based

lattices along the Γ1(N)-equivariant map T̃ , the action of Γ1(N) on Z2×B̃ in this

Γ1(N)-family is the familiar one: A ∈ Γ1(N) maps ((m,n), b) to ((m,n)A−1, Ab).

On the other hand, observe that the action of A ∈ Γ1(N) on L ×B B̃ takes

(`, (`1, `2)) maps to (`, (`1, `2)AT ). Writing ` as (m,n)
(
`1
`2

)
, we may write this

action as (
(m,n)

(
`1
`2

)
, (`1, `2)

)
7−→

(
(m,n)

(
`1
`2

)
, (`1, `2)AT

)
=
(
(m,n)A−1

(
A
(
`1
`2

))
, (`1, `2)AT

)
Applying the isomorphism I−1, we thus see that the action of A ∈ Γ1(N) on

Z2 × B̃ in the family (q∗BV , B̃, Φ̃) is also the familiar one we have above.
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Fix now A ∈ Γ1(N). We wish to show that

q∗V q∗V

T̃ ∗(C× h) T̃ ∗(C× h)

A·

A·

commutes, where the vertical maps are the canonical isomorphism. Note that

the maps in this square are all C-linear. Since these are Γ1(N)-families and since

Γ1(N) acts in the same way on Z2 × B̃ in both cases, we know that, with the

possible exception of the above square, the following diagram commutes.

q∗V q∗V

Z2 × B̃ Z2 × B̃

T̃ ∗(C× h) T̃ ∗(C× h)

A·

A·

A·

The aforementioned C-linearity of the maps of the square in question then implies

it does commute.

Armed with the above propositions, we now proceed with the proof of the

main theorem. We reiterate that the key idea is that the universal property of

the universal family of oriented based lattices descends to the Γ1(N)-quotient.

Proof of Theorem 4.17. We wish to show that for every family (V ,L, B,Φ,P) of

N -pointed lattices over a complex manifold B, there exists a unique holomorphic

map T : B → Y1(N) such that this family is canonically isomorphic to the

pullback of the family

(V(N),L(N),Φ(N), Y1(N),P(N))

along T .

Since the pullback family of N -pointed lattices along T is to be isomorphic to

the given one, T must have the property that the fibre over x ∈ B is isomorphic

as an N -pointed lattice to the fibre over T (x) ∈ Y1(N). But as the family over

Y1(N) contains exactly one representative from each isomorphism class of N -

pointed lattices, this completely determines T . Thus, if T exists, T must be

unique.
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We now show T indeed exists. Fix the family (V ,L, B,Φ,P). The construc-

tion of the map T is straightforward: Proposition 4.21 shows the holomorphic

map T̃ : B̃ → h is Γ1(N)-equivariant, and as Γ1(N) acts freely and properly dis-

continuously on both B̃ and h, Theorem 4.4 shows it descends to a holomorphic

map between their Γ1(N)-quotients. By Lemma 4.19 and by definition, respec-

tively, these quotients are precisely B and Y1(N). We thus have the commutative

diagram

B̃ h

B Y1(N).

eT
qB q

T

Having constructed the map T , we now wish to show that it has the claimed

property. That is, we want to show that

(V ,L, B,Φ,P)

and

(T ∗V(N), T ∗L(N), B, T ∗Φ(N), T ∗P(N))

are canonically isomorphic.

By Theorem 4.2, it suffices to show that their pullbacks to B̃

(q∗BV , q∗BL, B̃, q∗BΦ, q∗BP)

and (
q∗B(T ∗V(N)), q∗B(T ∗L(N)), B̃, q∗B(T ∗Φ(N)), q∗B(T ∗P(N))

)
are canonically isomorphic as Γ1(N)-families. But by the commutativity of the

above square, the second of these families is equal to(
T̃ ∗(q∗V(N)), T̃ ∗(q∗L(N)), B̃, T̃ ∗(q∗Φ(N)), T̃ ∗(q∗P(N))

)
,

and hence equal to(
T̃ ∗(C× h), T̃ ∗(Z2 × h), B̃, T̃ ∗(U), T̃ ∗(J 1

N
K)
)
.

Note, however, that T̃ is defined, using the universal property of the universal

family of oriented based lattices, so that the families of oriented based lattices

(q∗BV , B̃, Φ̃)
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and (
T̃ ∗(C× h), B̃, T̃ ∗(Ω)

)
are canonically isomorphic. Proposition 4.22 shows that this is in fact a Γ1(N)-

equivariant isomorphism of Γ1(N)-families. Furthermore, since these families

extend the N -point structure given by q∗BP and T̃ ∗(J 1
N

K) respectively, this isomor-

phism is in fact a Γ1(N)-equivariant isomorphism of the associated Γ1(N)-families

of N -pointed lattices

(q∗BV , q∗BL, B̃, q∗BΦ, q∗BP)

and (
q∗B(T ∗V(N)), q∗B(T ∗L(N)), B̃, q∗B(T ∗Φ(N)), q∗B(T ∗P(N))

)
.

This is what was required to prove the theorem.



Concluding Remarks

In these pages we have introduced elliptic curves, as Riemann surfaces, and their

families, with the aim of classifying all such families. To help with this we also

introduced the language of moduli problems and moduli spaces. Through the

use of some elementary Hodge theory, we then saw that the moduli problem for

elliptic curves was equivalent to that for lattices, and proceeded to study the

latter problem instead.

In the context of lattices, however, we saw that this problem had no solution

as initially defined, and that the major barrier was the existence of nontrivial

automorphisms of elliptic curves. Following this, we took up the study of based

lattices—for which the moduli problem is solvable—and then examined their

relationships with lattices. Relaxing the requirements for a moduli space, we

used these ideas, and some results regarding the descent of complex structures,

to provide a partial solution for the moduli problem for elliptic curves in the form

of a coarse moduli space. In doing so we also came to an understanding of the

automorphisms of lattices and elliptic curves.

We then turned our attention to a different method of providing a partial

solution: that of level structures. By understanding the automorphisms of lat-

tices we were able to construct structures on them that were not invariant under

these automorphisms, and yet not too rigid, and thus construct a closely related,

but solvable, moduli problem to that of lattices. Through studying the descent

of families under quotients by a group action, we were then able to construct

universal families for these objects, and solve the associated moduli problems.

In the end, though, one might still insist we want to construct some sort of

universal family for elliptic curves—after all, the aim has been to classify families

of elliptic curves, not just classify elliptic curves and their local deformations via a

coarse moduli space, nor to classify families of some sort of slight rigidification of

an elliptic curve. A final approach to consider then, is to relax what is meant by

‘space’ in the term moduli space, and look for solutions in some larger category.

97



98 CONCLUDING REMARKS

While we have seen that there is no complex manifold over which lies a univer-

sal family of elliptic curves, it is possible to construct a universal family over what

is known as an orbifold. Although there exists a universal family for based lattices

over the upper half plane h, the existence of points with nontrivial stabilisers or,

more importantly, stabilisers with order different to that of surrounding points,

means that it does not descend to a universal family for lattices over its SL(2,Z)-

quotient M. This lost data suggests we might want to view M as not just a

complex manifold, but something whose local structure contains this information

about how it is realised as a quotient of a disk by a finite group. This is, albeit

roughly, the definition of an orbifold. A continuation of this conversation can be

found in Hain [14, §3].
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[18] D. Husemöller: Elliptic Curves, Graduate Texts in Mathematics 111,

Springer (1987).

[19] N. Koblitz: Introduction to Elliptic Curves and Modular Forms, Graduate

Texts in Mathematics 97, Springer (1984).

[20] K. Kodaira: Complex Manifolds and Deformation of Complex Struc-

tures, Grundlehren der mathematischen Wissenschaften 283, Springer-Verlag

(1986).

[21] E. Looijenga: A minicourse on moduli of curves, in School on Algebraic

Geometry, Trieste, ICPT Lecture Notes Series No. 1, Trieste: The Abdus

Salam Internations Centre for Theoretical Physics (2000).

[22] S. Mac Lane: Categories for the Working Mathematician, 2nd ed., Graduate

Texts in Mathematics 5, Springer (1978).

[23] B. Mazur: Perturbations, deformations and variations (and “near-misses”) in

geometry, physics and number theory. Bulletin of the American Mathematical

Society 41(3):307-336 (2004).



BIBLIOGRAPHY 101

[24] J. S. Milne: Modular Forms and Modular Functions, v1.20, (2009).

http://www.jmilne.org/math/CourseNotes/mf.html.

[25] J. W. Milnor: Topology from the Differentiable Viewpoint, University Press

of Virginia (1965).

[26] R. Miranda: Algebraic Curves and Riemann Surfaces, Graduate Studies in

Mathematics 5, American Mathematical Society (1991).

[27] J.-P. Serre: A Course in Arithmetic, Graduate Texts in Mathematics 5,

Springer (1973).

[28] J. H. Silverman: The Arithmetic of Elliptic Curves, 2nd ed., Graduate Texts

in Mathematics 106, Springer (2009).

[29] J. H. Silverman: Advanced Topics in the Arithmetic of Elliptic Curves, Grad-

uate Texts in Mathematics 151, Springer (1994).

[30] P. Stevenhagen: Elliptic Curves, (2008).

http://www.math.leidenuniv.nl/˜streng/elliptic/ec.pdf.

[31] C. Voisin: Hodge Theory and Complex Algebraic Geometry, Cambridge Stud-

ies in Advanced Mathematics 85, Cambridge University Press (2002).

[32] M. Yoshida: Hypergeometric Functions, My Love, Aspects of Mathematics

E32, Vieweg (1997).


	Acknowledgements
	Abstract
	Preface
	Preliminaries
	Background on Complex Manifolds
	Elliptic Curves and Their Families

	Moduli Spaces
	Moduli Problems
	Lattices
	An Unsolvable Moduli Problem

	Equivalent Moduli Problems
	Equivalent Moduli Problems
	Elliptic Curves and Lattices
	A Moduli Problem Equivalence

	The Teichmüller Approach
	A Solvable Moduli Problem
	Lattices and Based Lattices
	Descent of Complex Structures
	A Coarse Moduli Space
	Automorphisms of Elliptic Curves
	Curves of Higher Genus

	Level Structures
	Identifying Oriented Based Lattices
	Descent of Bundles
	Level Structures
	The Universal Family of N-pointed Lattices

	Concluding Remarks
	Bibliography

