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Abstract

Graph hierarchies, the data structures that result from hierarchically clustering the nodes of a graph, are widely used as a multi-scale way of representing data in many computing fields, including image segmentation, mesh simplification, hierarchical pathfinding and visualisation. As a result, significant efforts have been made over the years to find ways of constructing ‘good’ graph hierarchies, a task that is an instance of the hierarchical segmentation problem. However, it is still comparatively rare to see techniques for editing graph hierarchies, despite the fact that such editing has many potential uses, e.g. for tasks such as correcting initially poor segmentations of images, or visualising the effects of hypothetical changes to a network. We believe that this relative lack of attention may be partly explained by the fact that graph hierarchies in many domains have spatial connectivity constraints associated with them that must be preserved during editing, significantly complicating the development of techniques that require non-trivial changes to be made to the hierarchy. In this paper, we therefore propose a way of facilitating the development of editing algorithms for such ‘spatially-connected graph hierarchies’ by introducing multi-level split and merge algorithms (‘zipping algorithms’) for them that can be used as building blocks for more sophisticated editing. We demonstrate the advantages of our zipping algorithms by using them to solve the practical problem of how to merge non-sibling image regions in millipede, our tool for 3D hierarchical image segmentation. We also demonstrate how our zipping algorithms can be used to reformulate existing techniques in the literature to make them either more general or easier to understand.

1 Introduction

Graph hierarchies, the data structures that result from hierarchically clustering the nodes of a graph, are widely used as a multi-scale way of representing data in a variety of computing fields, including (to name but a few) image segmentation [1, 8, 13, 20, 26, 34, 35, 37, 39, 45], mesh simplification [4, 17, 30, 47], hierarchical pathfinding [9, 27, 28, 29, 32, 48] and visualisation [2, 3, 5, 10, 11, 31]. This ubiquity is not surprising – graphs are a standard choice for representing the interrelationships between objects, and hierarchically clustering said graphs is a well-understood way of abstracting away from the details of the objects concerned to represent problem domain instances in a compact and usable way. As a result, significant efforts have been made over the years to find ways of constructing ‘good’ graph hierarchies in different contexts.

However, despite the amount of research attention that has been paid to the construction of graph hierarchies, it is still comparatively rare to see techniques for editing graph hierarchies after they have been constructed – this is in some ways surprising, since graph hierarchy editing is demonstrably useful, for example for tasks such as correcting initially poor segmentations of images, or visualising the effects of hypothetical changes to a network. We believe that this relative lack of attention may be at least partly explained by the fact that graph hierarchies in many domains have spatial connectivity constraints associated with them that must be preserved when making hierarchy changes: algorithms designed to allow sophisticated hierarchy editing often have to make extensive changes to the hierarchy, and correctly preserving spatial connectivity in the
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face of these changes can be non-trivial. For what appears to be this reason, most existing editing algorithms, e.g. the grouping and ungrouping operations described in [5] or the cluster creation and deletion operations described in [10], are therefore aimed at making small, local changes to the hierarchy. Algorithms that do attempt more sophisticated editing, e.g. the TugGraph algorithm of Archambault et al. [3], have to spend most of their efforts on spatial connectivity preservation, generally in quite a problem-specific manner. This makes them significantly more complicated to develop and harder for others to understand.

In this paper, we therefore propose a way of alleviating these problems by introducing multi-level split and merge algorithms for graph hierarchies with such constraints (which we call ‘spatially-connected graph hierarchies’) that preserve spatial connectivity and can be used as building blocks for more sophisticated editing – we refer to these as ‘zipping algorithms’ because of the zip-like effects they have when applied to a hierarchy. By encapsulating the logic needed to preserve spatial connectivity in a single place, these algorithms make it easier for new, higher-level hierarchy editing techniques to be developed.

We demonstrate the effectiveness of our zipping algorithms via a sequence of three applications. In the first application, we show how to solve the problem of non-sibling node merging, namely how to merge nodes in a graph hierarchy when they do not share a common parent. This is a useful operation because it allows a user to perform ‘intuitive’ merges of nodes that are adjacent in space without needing to know about the hierarchy itself. In the second application, we show how to implement parent switching, the moving of a child node between parents in the hierarchy. This generalises the relinking technique described by Nacken in [39]. In our final application, we show how to reformulate the TugGraph algorithm [3] in terms of unzipping, our multi-level split algorithm, making it easier to understand and implement.

The organisation of this paper is as follows: in §2, we review graph hierarchies and the existing ways in which they are constructed and edited; in §3, we introduce our zipping algorithms; in §4, we demonstrate various applications of our algorithms; and in §5 we conclude.

2 Background

2.1 Graph Hierarchies

At an abstract level, a graph hierarchy is a data structure that results from recursively grouping together the nodes of a base graph. In a spatially-connected graph hierarchy, the nodes grouped must additionally be adjacent in space, so that every node in the resulting hierarchy ultimately represents a spatially-connected set of nodes in the base graph.

The hierarchical structure of a graph hierarchy can be visually depicted either as a dendogram (see Figure 1(a)) or as a forest whose lower layers may or may not be complete (see Figure 1(b)). Graph hierarchies whose forests only have complete layers (see Figure 1(c)) are an interesting special case, since any complete layer necessarily partitions the base graph. Complete graph hierarchies are often given a distinctive name in the literature to reflect this, e.g. hierarchy of partitions [26, 35].
Figure 2: Clustering the nodes of a base graph induces higher-level edges in the hierarchy: (a) shows the higher-level edges that are induced in an example graph hierarchy; (b) shows that in the worst case a single base graph edge can cause a quadratic number of higher-level edges to be induced, since a higher-level edge implicitly exists between every pair of ancestors of the base edge's endpoints in the hierarchy. In both cases, the base graph edges are shown in cyan and the higher-level edges in magenta.

or graph pyramid [31] (indeed, in our own previous work we have referred to them as partition forests [20, 23, 24]).

As depicted in Figures 1(a)–(c), the process of hierarchically clustering the nodes of the base graph creates higher-level nodes in the hierarchy, each of which represents the aggregation of its descendants. However, it also induces higher-level edges between these nodes: conceptually, a higher-level edge exists between any two nodes that have descendants joined by an edge in the base graph (see Figure 2(a)). Since in the worst case, as shown in Figure 2(b), each edge in the base graph can be responsible for a number of higher-level edges that is quadratic in the height of the hierarchy, the choice of how to represent this connectivity information is crucial. The options available include storing all of the edges, storing just the base edges and recalculating the higher-level edges as necessary, or, especially in the case of a complete hierarchy, storing just the edges between nodes of the same height. Clearly, there is a trade-off to be made between the cost (both in terms of storage and maintenance) of explicitly tracking all of the high-level edges, and the cost of recalculating them on demand. The choice made will generally be application-specific and depend on how often higher-level edges need to be accessed versus how often they need to be updated.

From a practical standpoint, our zipping algorithms can cope with any of these alternatives – the differences will be encapsulated in the individual split and merge operations on which we build.

In practice, we are interested not only in the existence of objects and the connections between them, but also in representing facts about the objects and the ways in which they interact. As a result, it is common to allow both nodes and edges in the hierarchy (whether or not all of the edges are explicitly part of the hierarchy representation) to have domain-specific properties associated with them. (For example, in the context of image segmentation, in which hierarchy nodes correspond to regions in an image, we might want to record the mean pixel value in each node’s corresponding region.) Since higher-level nodes and edges owe their existence to the nodes and edges on which they are based, however, we must be careful about the precise way in which we allow property association to occur. For this reason, we allow the properties of nodes and edges in the base graph to be assigned arbitrarily (in domains such as image segmentation, they will generally be computed from the image), but we insist that all properties of higher-level nodes and edges be deterministically computable as a function only of the properties of their descendants. This reflects the fact that higher-level nodes and edges are in essence nothing more than aggregates of their descendants. As a result, we must be careful to give nodes suitable sets of properties to ensure that this computability requirement is satisfied – e.g. if we want to provide a mean pixel value property then we also need to provide an area property so that the mean pixel values of a set of nodes can be combined to compute the mean pixel value of their parent (see Figure 3).
Figure 3: Since higher-level nodes and edges are nothing more than aggregates of their descendants, properties must be chosen in such a way as to ensure that they can be aggregated. In this node-focused example, the area $A(p)$ of the parent node $p$ is calculated by simple summation of the areas of its children ($A(p) = \sum c A(c)$) and its mean $\mu(p)$ is calculated using a normalised, weighted sum ($\mu(p) = \sum c \mu(c) A(c)/\sum c A(c)$). Note that the presence of the area property is essential to allow the parent’s mean to be calculated.

2.2 Hierarchy Construction

The question of how to construct an appropriate hierarchy for a base graph is essentially a formulation of the hierarchical segmentation problem. Segmentation, the problem of how to decompose an entity into pieces, of which some or all have semantic meaning in a given domain, is a fundamental research topic that has spawned a variety of large sub-fields (e.g. image segmentation [40, 42] and mesh segmentation [44]). Hierarchical segmentation is the version of this problem whereby instead of simply decomposing an entity into a flat set of pieces, those pieces are then recursively subdivided into ever smaller pieces (alternatively, the constituent parts of the entity are initially grouped into small pieces, and then those pieces are grouped into ever larger pieces). Techniques for hierarchical segmentation can be divided into two categories: agglomerative (merge-based) and divisive (split-based).

2.2.1 Agglomerative Techniques

Agglomerative techniques [4, 6, 12, 15, 17, 43] work by recursively grouping the nodes of the base graph together, starting from the individual nodes. This can produce either a complete or an incomplete graph hierarchy, depending on the method used. For example, Beucher’s waterfall technique [6, 21], which was originally designed for image segmentation, conceptually performs a watershed transform [7] on its input image to produce an initial partition of the image, and then generates higher-level partitions of the image by iteratively running a watershed transform on the most recent partition until convergence. This produces a complete graph hierarchy. By contrast, Felzenszwalb’s algorithm [12] works by iteratively merging pairs of image regions whose mutual difference is small compared to the amounts by which they differ internally, thereby producing an incomplete graph hierarchy. The hierarchical face clustering techniques of Garland et al. [17] and Attene et al. [4] iteratively merge pairs of faces in a 3D mesh using dual edge contraction and also produce incomplete graph hierarchies as a result.
2.2.2 Divisive Techniques

Divisive techniques \cite{30, 46, 47, 50, 51} work by recursively splitting the graph into pieces. Again, this can produce either a complete or an incomplete graph hierarchy, in this case depending on whether or not the splitting process is completely balanced; however, it usually produces incomplete graph hierarchies. For example, binary cut techniques such as the normalized cuts approach of Shi and Malik \cite{46} define a measure of the cost of cutting a graph into two in different ways, and then choose a cut that minimises this cost. This can be applied recursively to construct an incomplete, binary graph hierarchy. Cut techniques can also produce \(k\)-way cuts at each stage: for example, the \(k\)-way fuzzy mesh decomposition technique described by Katz and Tal \cite{30} decomposes a face-based submesh by picking a number of ‘representative’ faces in the submesh that are as far away from each other as possible and fuzzily assigning the other faces to the representatives based on distance. Leaving aside the fuzziness, it essentially produces an incomplete graph hierarchy. The DHSCAN network clustering algorithm of Yuruk et al. \cite{50} works by clustering nodes based on the extent to which they share neighbours in the graph and also produces an incomplete graph hierarchy.

2.3 Hierarchy Editing

As mentioned in §1, graph hierarchy editing has generally received far less research attention than hierarchy construction over the years. However, a number of editing techniques can still be found in the literature \cite{2, 3, 5, 10, 14, 18, 19, 23, 33, 39}. These can be roughly divided into local and non-local techniques, as we discuss in the following subsections.

There are at least three major reasons to want to edit graph hierarchies. The first reason is to refine the results of a hierarchical segmentation method, e.g. by introducing domain-specific knowledge. Despite the extensive research attention devoted to segmentation in a variety of fields, it remains in many ways a problem for which the desired results are often dependent on information that may be hard to provide to an automated algorithm. As such, it is often a good idea to allow for the possibility of manual refinement after the fact. The second reason is to visualise in advance the effects of costly or difficult-to-reverse changes to a real-world hierarchy – e.g. politicians might want to see the effects of changing local political boundaries on a map. The third reason is to gain insight into the structure of a network – this is the motivation behind techniques such as those of Auber and Jourdan \cite{5} and Archambault et al. \cite{3}.

2.3.1 Local Techniques

Local editing techniques make only minor changes to the hierarchy. Common, simple operations include grouping a number of sibling nodes under a new node in the hierarchy or ungrouping them again, e.g. see the grouping operations in \cite{5}, the cluster creation and deletion operations in \cite{10} or the (confusingly-named) node merging and node splitting operations in \cite{14}. Other simple operations include merging a set of sibling nodes and replacing them with a new node, or splitting a single node into connected pieces \cite{23}. A more interesting local technique can be found in \cite{39}, in which Nacken describes a method called ‘relinking’ to change the parent of an existing node (a similar technique also appeared in \cite{23}). Although local, when applied to spatially-connected graph hierarchies this operation requires non-local checking to determine whether or not the planned change of parent is valid – in particular, we have to check not only that the node being moved is adjacent to its new parent, but that the move will not cause any of its old ancestors to become spatially disconnected. We will see in §4.2 that it is possible to implement a more general, non-local variant of this technique using our zipping algorithms.

2.3.2 Non-Local Techniques

Non-local editing techniques make more significant changes to the hierarchy, generally with a high-level goal in mind. For example, Glantz and Kropatsch \cite{19} build on Nacken’s work to perform multiple relinking operations to obtain a specific pattern in the lowest hierarchy layer.

Another non-local technique can be found in GrouseFlocks \cite{2}, a system for visualising large graphs by interactively creating spatially-connected hierarchies above them. The idea is to avoid visual clutter by hiding the contents of most of the nodes in the hierarchy in order to show a
relatively high-level partition (known as a ‘cut’) of the base graph. The nodes in the hierarchy have attributes, and the system supports attribute-based node selection (e.g. nodes in the authors’ movie dataset have attributes such as ‘genre’, and the user can make selections such as ‘action’ vs. ‘non-action’ movies, or divide all of the movies into categories based on their genre). Since it is rarely the case that all of the nodes in a particular category will be in the same part of the hierarchy, the authors allow the user to recreate the hierarchy below the cut so as to group together nodes with the same attributes. The algorithm they describe, known as ‘Reform-Below-Cut’, works by deleting the intermediate hierarchy between the cut nodes and the leaves, and then grouping the leaves together again, based on the current selection and in a connectivity-respecting way, to create a new hierarchy below the cut. The goal is to group together spatially-connected nodes with similar attributes that are inconveniently in different parts of the hierarchy, and in this the algorithm shares something in common with the non-sibling node merging algorithm we describe in §4.1. However, there are a number of key differences between the two, most notably that Reform-Below-Cut destroys the intermediate hierarchy before starting again to create new structure, whereas non-sibling node merging preserves the existing intermediate hierarchy as much as possible.

The same authors also describe a further interesting technique called TugGraph [3], whose purpose is to modify a hierarchy in such a way as to ‘separate out’ the parts of the base graph that are adjacent to a selected cut node in the hierarchy (this can be a helpful tool when exploring the topological structure of a network). We defer a detailed discussion of this algorithm until §4.3, in which we show how to reformulate key steps of the algorithm in terms of our zipping algorithms to make it easier to understand.

2.3.3 Other Techniques

In addition to the techniques mentioned above, two other approaches that do not fit easily into either of the above categories deserve mentioning. Gerstmayer et al. [18] describe two editing operations, one of which marks pairs of regions that should be merged and the other of which marks individual regions that should be inhibited from merging. These operations differ from those mentioned above in that they require the recreation of the hierarchy above the marked nodes. However, inhibiting a region from being merged in higher layers of the hierarchy has a similar effect to the unzipping techniques we describe in §3. The split and merge operations of Klava and Hirata [33] are also interesting, but are fundamentally different from the type of technique described above in that they operate on a cut through the hierarchy rather than modifying the hierarchy itself.

3 Zipping Algorithms

As highlighted in §2.3, the need to maintain the invariant that all nodes must represent a spatially-connected portion of the base graph can complicate algorithms that would otherwise be conceptually simple, e.g. Nacken’s relinking technique [39], and make more involved algorithms like TugGraph [3] significantly harder to develop and understand. In this and the following sections, we first present our zipping algorithms and then show how they can help alleviate these difficulties by serving as building blocks for making potentially large changes to the hierarchy, whilst simultaneously preserving spatial connectivity constraints. Our unzipping algorithms effect multi-level splits in the hierarchy, whilst our chain zipping algorithm effects a multi-level merge.

3.1 Unzipping

In its simplest form, unzipping is a technique that allows an individual node to be ‘separated out’ from some or all of the nodes above it in the hierarchy. This is achieved by performing a sequence of node splitting operations, starting at the node’s parent and working upwards until a specified depth is reached. Each split divides one of the node’s ancestors into pieces, one of which is a singleton piece containing the node being unzipped, and the others of which are defined to be the connected components of what is left of the ancestor after removing the node being unzipped from consideration. A more general form of unzipping is also possible, whereby multiple nodes are unzipped simultaneously – this form will prove useful for reformulating TugGraph in §4.3.
3.1.1 Single-Node Unzipping

The single-node unzipping algorithm takes as input the node to be unzipped and a depth to which to unzip it. It returns an array of chains that could in theory be zipped together in order to undo the operation. A chain is a sequence of nodes \([n_1, ..., n_k]\), where \(\forall i \in [1, k) \cdot n_i = \text{parent}(n_{i+1})\). It should be noted that the chains returned by unzipping are not necessarily all the same length, but their highest nodes are all at the same depth in the hierarchy.

The implementation of single-node unzipping is shown in Listing 1. As the algorithm progresses, we keep track of node chains that represent the strands being unzipped: these will be what is eventually returned as the result. In each iteration of the loop, we keep track of a ‘current’ node, initially the input node. We determine the siblings of this node (defined to be the other children of its parent) and calculate their connected components. To these we add a singleton component containing the current node itself. We then split the parent of the current node into the specified components, update the aforementioned chains and repeat the process with the parent of the current node. The loop terminates when we reach the user-specified target depth.

The construction of the chains is the most interesting part of the algorithm. Initially, the array of chains is initialised with a singleton chain containing only the node being unzipped: these will be what is eventually returned as the result. In each iteration of the loop, each node resulting from that iteration’s split node operation will either be used to augment an existing chain, or to add a new one: specifically, each existing chain is prepended with the parent of its head node, which is then removed from the set of nodes resulting from the split (it is guaranteed to be present because of the way the algorithm works); the remaining nodes resulting from the split are then used to create new singleton chains.

An example of single-node unzipping is shown in Figure 4, in which the node circled in green is progressively unzipped to the depth of the nodes circled in red.

\[\text{In practice, if primitive algorithms such as split and merge are implemented as undoable commands (e.g. see [16, 25]) then both unzipping and zipping can be implemented as composite commands, allowing them to be undone more easily by the simple expedient of undoing their constituent operations in reverse order.}\]

\[\text{This is an implementation trick that ensures that the chain leading down to the node being unzipped is the first chain in the array: this allows it to be easily identified by higher-level algorithms that need ready access to it (they would otherwise have to search through all the chains to find it). The final chain should not contain the actual node being unzipped (only the nodes above it), so in practice we remove it from the end of the chain again before returning.}\]
3.1.2 Multi-Node Unzipping

Whilst it is possible to use the single-node unzipping algorithm described in the previous section repeatedly to unzip a set of nodes one at a time, this has a couple of potential drawbacks:

1. It can involve splitting the same ancestor nodes multiple times – this can cause us to perform a lot of unnecessary work in repeatedly finding similar connected components.
2. It forces the nodes in the set to be separated out individually from the rest of the hierarchy. If we want to separate out several connected nodes into a single chain, we have to separate each node out individually and then zip their chains together again.

For these reasons, it is helpful to extend the single-node approach to one that allows us to unzip multiple nodes at the same time. Our new algorithm will allow any set of nodes to be unzipped to a specified depth, provided that none of the selected nodes is a descendant of another. An easy way to ensure this latter constraint is to use a multi-level node selection data structure of the form we described in [20, 24] – whilst we do not revisit the implementation details here, the point of the data structure is to represent the selection of a set of nodes in the base graph using as few hierarchy nodes as possible (with a preference for those that are higher up the hierarchy when there is a choice). Since selecting a node implies the selection of all of its descendants, maintaining a minimal set of nodes in the representation automatically enforces the constraint that no node in the representation is a descendant of another.
As shown in Listing 2, the multi-node unzipping algorithm takes as input a selection of nodes of the form just described and a depth to which to unzip them. In place of the array of chains returned by single-node unzipping, it returns a map of chains, keyed by the lowest nodes in the various chains – this is in order to make it easy to look up the chain corresponding to any one of the nodes being unzipped (the lookup can be performed by finding the chain corresponding to the new parent of the node in question). The algorithm itself works in quite a similar way to single-node unzipping, but with the following key differences:

1. Rather than maintaining a single current node, we maintain a set of them.
2. Since the individual nodes being unzipped can be at multiple levels of the hierarchy, we start with those deepest in the hierarchy first and only add in nodes higher up as the unzip reaches their depth (the introduction of higher-up nodes happens at the end of the main loop).
3. Since the current nodes in any given iteration of the unzip often have parents in common, we start each iteration by grouping the current nodes according to their parents. Each of the unique parents is then split. The splitting process first determines the connected components of those child nodes that are not in the current node set. It then augments these with the connected components of the children that are in the current node set before splitting the parent node into these components. Note that this produces a different result from that which would be obtained by multiple single-node unzips, since the current nodes at each stage are grouped together into components where possible.

An example of multi-node unzipping is shown in Figure 5, in which the green leaf nodes are unzipped to the depth of the nodes circled in red.

### 3.1.3 Chain Compression

The unzipping algorithms just described are depth-preserving: that is, they separate out branches of the hierarchy, but they do not change the depths of the nodes in the hierarchy. This is important in
Figure 5: Using the multi-node unzipping algorithm to unzip the three green leaves to the depth
of the nodes circled in red: (a) and (d) show the initial state of the graph hierarchy; (b) and (e)
show it after the first unzipping iteration; (c) and (f) show its final state.

some contexts – in particular, it allows the algorithms to be applied to complete graph hierarchies,
in which nodes cannot arbitrarily be created or deleted. It is also important if the resulting chains
are to be zipped with other chains. However, when working with incomplete graph hierarchies, it
can also result in chains of nodes in which each node aggregates the same portion of the base graph,
and in some situations (e.g. when reformulating TugGraph in §4.3) it proves useful to remove some
of the intermediate nodes to avoid this. See Figure 6 for an example.

We call the process of removing intermediate nodes chain compression. This can be imple-
mented very simply, as shown in Listing 3, by iterating over the input chains (e.g. those generated
by an unzip) and removing any node that has only a single child.

3.2 Chain Zipping

Chain zipping is the inverse of the single-node unzipping algorithm described in the previous
section: it takes a set of node chains whose highest nodes are all at the same depth in the hierarchy
and zips them together using a sequence of sibling node merges. The algorithm takes as input
an array of chains (not necessarily all of the same length) and merges together the corresponding
nodes from the different chains from the top of the hierarchy downwards.

The implementation of chain zipping (see Listing 4) is straightforward, but there are a number
of important preconditions that must be checked before the main operation in order to avoid invalid
zips:

1. There must be chains to zip.
2. Each chain must be non-empty.
3. No chain may extend down as far as a leaf of the hierarchy – this prevents any leaves being
   merged. The merging of leaves should be avoided because they correspond to atomic objects
   in the problem domain (e.g. pixels in the case of image segmentation).
4. The highest nodes in the chains must be siblings of each other.
5. The sets of nodes to be merged at each depth must be connected.
Figure 6: An example of chain compression: unzipping the green leaves in (a) to the depth of the nodes circled in red results in chains of nodes (highlighted with an orange circle in (b)), in which each node aggregates the same portion of the base graph. Chain compression removes the intermediate nodes, resulting in a smaller hierarchy (c). However, it cannot be used in the context of complete graph hierarchies, and can interfere with later zipping.

Listing 3 Chain Compression

```python
function compress_chains : (chains : Vector<Chain>) → ∅
    for chain: Chain ∈ chains
        for i := chain.size() - 1 down to 0
            var n: NodeID := chain[i];
            if |children_of(n)| = 1 then
                // Remove n, making its child directly descend from its parent.
                ungroup(n);
```

Listing 4 Chain Zipping

```python
function zip_chains : (chains : Vector<Chain>) → ∅
    // Check that there are chains to zip.
    if (chains.empty()) then throw;
    // Check that each chain is non-empty and doesn’t contain a leaf.
    var minChainSize: int := ∞;
    for each chain: Chain ∈ chains
        if chain.empty() or is_leaf(chain.back()) then throw;
        minChainSize := min(minChainSize, chain.size());
    // Check that the highest nodes in the chains are siblings.
    var commonParent: NodeID := parent_of(chains[0].front());
    for each chain: Chain ∈ chains[1..]
        if parent_of(chain.front()) ≠ commonParent then throw;
    // Compute the sets of nodes to be merged at each level
    // and check that the nodes are connected.
    var nodes: Vector<Set<NodeID>>{minChainSize};
    for i := 0 up to minChainSize - 1
        for each chain ∈ chains
            if i < chain.size() then nodes[i].insert(chain[i]);
            if not are_connected(nodes[i]) then throw;
    // Merge the nodes at each level, starting from the highest.
    for i := 0 up to minChainSize - 1
        merge_sibling_nodes(nodes[i]);
```
The sets of nodes to be merged at each depth are extracted from the chains as part of the process of checking that they are connected. For valid zips, the nodes in each set are then merged, starting with the nodes in the highest set and working downwards.

We do not provide an explicit example of chain zipping, but two implicit examples can be seen by considering Figures 4 and 5 in reverse.

4 Applications

The zipping algorithms described in §3 are broadly applicable (as previously stated, they are essentially multi-level equivalents of node splitting and node merging) and can act as useful building blocks in a wide variety of hierarchy-editing scenarios. In this section, we demonstrate their usefulness by showing how to apply them to three very different editing problems.

The first application we consider is non-sibling node merging, the problem of merging nodes in a graph hierarchy when they do not share a common parent. This is a useful operation in an interactive context because it enables users to merge entities that are adjacent in space in an intuitive way, without having to worry about the structure of the hierarchy. (For example, it proved particularly useful in our implementation of the user interface for millipede [22], the tool we developed for 3D hierarchical image segmentation, because it allowed users to merge adjacent image regions without reference to the hierarchy.) We show that non-sibling node merging can be implemented relatively straightforwardly in terms of our zipping algorithms, but would be much harder to implement without them. We further show that non-sibling node merging is needed for a significant proportion of the potential merges that a user might want to perform, and considerably reduces the interactivity burden on the user for individual merges. Finally, we compare non-sibling node merging to the Reform-Below-Cut algorithm described in [2].

The second application we consider is parent switching, the problem of how to move a hierarchy node from being the child of one parent to the child of another. This problem was previously considered by Nacken in [39], but the algorithm described there only allows a node’s parent to be changed if the move would avoid disconnecting any of the node’s ancestors. We present a more general algorithm that splits the node’s ancestors as necessary and thereby allows a node’s parent to be changed in a wider range of scenarios. We compare this new algorithm to Nacken’s approach to highlight the differences.

As a third application of our zipping algorithms, we consider reformulating the TugGraph approach of Archambault et al. [3] for exploring the portion of a graph hierarchy around a particular node. Given a node of interest, TugGraph works by ‘tugging out’ the portions of the hierarchy’s base graph that are directly connected to the node from their containing nodes in the hierarchy, thus providing a user with an easy way to visualise the neighbourhood of a node. TugGraph is an effective algorithm, but its implementation is comparatively complex due to the need to preserve spatial connectivity constraints. We show that key parts of the algorithm can be reformulated using our zipping algorithms and that doing so makes the resulting implementation easier to understand.

4.1 Non-Sibling Node Merging

When editing a graph hierarchy, it is intuitive to want to merge nodes that are connected spatially, regardless of whether or not they share a common parent in the hierarchy: an example can be seen in Figure 7, in which a user might want to merge the nodes highlighted in the lower layer in order to create a combined region corresponding to a kidney. However, such a merge cannot be performed locally in the hierarchy: there is an inherent contradiction between the need for the node resulting from the merge to have a single parent (the hierarchy is a tree) and the fact that the nodes being merged may have different parents. In general, such a merge can only be performed by making significant non-local changes to the hierarchy above the nodes being merged so as to separate the nodes out from their ancestors and put them in a position to be merged as siblings. This would be hard to achieve using only local editing techniques such as node splitting and sibling node merging, but is much easier to achieve using our zipping algorithms.

The algorithm we present, which we call non-sibling node merging, works by unzipping the nodes to be merged up to their common ancestor and then zipping together the resulting chains to effect the final merge. To make it slightly more general, it takes as input a set of arbitrary,
non-leaf nodes that share a common depth in the hierarchy, divides them into their connected components and then merges the nodes in each component individually. Since each component is connected, the node resulting from each merge represents a contiguous portion of the base graph. The algorithm returns the set of merged nodes as its result (i.e. there is one result node for each connected component of the input).

The implementation of non-sibling node merging is shown in Listing 5. The first step is to calculate the connected components of the input nodes: each connected component of size $> 1$ will be merged into one result node. To perform the merge for a connected component, we first determine the common ancestor of the component’s nodes. We then unzip each node up to the common ancestor, keeping track of the chain of nodes leading back down to the node being unzipped and appending the actual node being unzipped to the chain in each case (it would not otherwise be present). Finally, all of these chains are zipped together to merge the nodes in the connected component.

A worked example of non-sibling node merging is shown in Figure 8, in which the goal is to perform a non-sibling merge on all of the nodes circled in green (a,d). These are initially divided into their connected components, before the nodes of each component are unzipped up to their common ancestors (b,e). The chains for each component are then zipped together to complete the merge (c,f).

4.1.1 Analysis

In order to demonstrate the benefits of non-sibling node merging to users, we examine a concrete implementation of it in millipede [22], a tool that we implemented to segment 3D abdominal CT images. Given such a 3D image, millipede first smooths it using anisotropic diffusion filtering [41], and then uses Meijster and Roerdink’s watershed method [38] and Beucher’s waterfall technique [6, 21, 36] to construct a type of complete graph hierarchy that we call an image partition forest, or IPF, which contains partitions of the image at different scales [20]. These partitions can be visualised using 2D slices aligned with each of the principal axes (X-Y, X-Z and Y-Z), as shown in Figure 9 (the software also supports feature identification and the visualisation of the resulting features in 3D). We use millipede to demonstrate empirically that non-sibling node merging is needed for a significant proportion of the potential merges that a user might want to perform in such a graph hierarchy, and that it considerably reduces the interactivity burden on the user for individual merges.

To perform our analysis, we modified the millipede software to calculate the number of levels of unzipping that would be required to merge each adjacent pair of nodes in an IPF. (Nodes with the same parent require no unzipping, and can thus be merged by the sibling node merge algorithm; nodes whose parents differ must be unzipped up to their common ancestor as part of a non-sibling node merge.) We calculated how many levels of zipping were required for all adjacent node pairs in IPFs constructed from the slices of three 3D abdominal CT datasets (BT, MC and SD, all provided by the Churchill Hospital, Oxford).\footnote{We are unfortunately not able to make these datasets publicly available for reasons of patient confidentiality.} To construct the IPFs, we first selected a representative set of slices from the middle of each dataset to obtain 3D volumes of size $512 \times 512 \times 11$ (we experimented with using more slices, but found that this made little difference to the results whilst increasing the computation time). Each volume was then processed using the pipeline described above to construct an IPF containing 5 branch layers in addition to its leaf layer. The slices chosen for each dataset, together with the values of the parameters we used to control our pipeline, are shown in Figure 10.

The results are shown in Figure 11. We observe that for each IPF, there was a high cumulative percentage (> 70%) of node pairs that required at least one level of unzipping to merge (i.e that involved non-sibling node merging), and a relatively high cumulative percentage ($\approx 50\%$) of node pairs that required at least two levels of unzipping to merge. Thus, not only do the majority of the potential merges that the user might request involve non-sibling node merging, they often involve changes that require multiple levels of unzipping. This is costly in multiple ways: each individual node split that is required as part of the unzip operation has relatively high input requirements (since the user has to specify the components into which to split the node), there are corresponding sibling node merges to be performed, and keeping track of the changes required to the IPF without an easy way to visualise the parent-child links carries a high cognitive overhead. Whilst we could...
Figure 7: The need for non-sibling node merging: it is intuitive to want to merge nodes that are connected spatially, but this cannot be done straightforwardly if they are not also siblings in the hierarchy. For example, the user might like to merge the five highlighted regions in the lower layer in this figure to form a region corresponding to a kidney, but the regions do not have a common parent in the layer above (the coloured lines indicate the relevant parent-child relationships between the two layers). The lower-left kidney region is a particular problem, since its parent contains other regions that should not form part of the final kidney and would need to be split to allow the merge.

Listing 5 Non-Sibling Node Merging

```plaintext
function merge_nonsibling_nodes : (nodes : Set<NodeID>) → Set<NodeID>

// Check that there are nodes to be merged.
if nodes.empty() then throw;

// Check that none of the nodes to be merged is a leaf, and that they
// are all at the same depth.
var commonDepth : int := lowest_indexed_node(nodes).depth();
for each n: NodeID ∈ nodes
  if is_leaf(n) or n.depth() ≠ commonDepth then throw;

var mergedNodes : Set<NodeID>;

// Calculate the connected components of the nodes to be merged.
var ccs : Vector<Set<NodeID>> := find_ccs(nodes);

// Merge the nodes in each connected component of size > 1.
for each cc: Set<NodeID> ∈ ccs
  if cc.size() = 1 then continue; // nothing to do

  // Find the depth to which the nodes need to be unzipped.
  var toDepth : NodeID := find_common_ancestor_depth(cc) + 1;

  // Unzip each node in the component to the specified depth, in each
  // case keeping the chain corresponding to the unzipped node itself,
  // which (by construction) will be the first one in the returned
  // vector. Since we want the actual nodes (and not just the nodes
  // above them in their chains) to be merged, we add them to the
  // ends of their respective chains here as well.
  var chains : Vector<Chain>;
  for each n: NodeID ∈ cc
    var unzipResult : Vector<Chain> := unzip_node(n, toDepth);
    var chain : Chain := unzipResult.front();
    chain.push_back(n);
    chains.push_back(chain);

  // Zip the chains together to effect the merge.
  mergedNodes.insert(zip_chains(chains));

return mergedNodes;
```

Figure 8: An example of non-sibling node merging: (a) and (d) show the initial state, in which we are about to perform a non-sibling merge on three connected components (blue, magenta and brown); (b) and (e) show the state after the nodes in each component have been unzipped up to their common ancestors; (c) and (f) show the final state.

circumvent this problem by simply restricting the user to sibling-only node merging, this would prohibit many useful merges. This motivates the development of a non-sibling node merging algorithm of the kind described in this paper: with such an algorithm available, each pairwise node merge becomes a simple operation in the UI (select the two nodes and click to merge).

In reality, it is also worth noting that many node merges are not pairwise, since the user often wants to combine many regions of the image at once. In this case, there is an even higher probability that multiple levels of unzipping will be required.

4.1.2 Comparison with Reform-Below-Cut

As observed in §2.3, our non-sibling node merging algorithm shares a common goal with the Reform-Below-Cut algorithm described by Archambault et al. [2] in trying to allow the user to group nodes that are connected spatially but that are not siblings in the hierarchy. However, the two algorithms transform the hierarchy in significantly different ways: in particular, Reform-Below-Cut groups leaves with similar attributes below a ‘cut’ through the hierarchy by deleting the branch nodes between the leaves and the cut and then creating new branch nodes containing the leaves to be grouped, whereas non-sibling node merging groups nodes in a fixed, non-leaf layer of the hierarchy together and avoids changing the hierarchy above those nodes to the greatest extent possible.

The reason for this difference in behaviour is that the two algorithms work in rather different
Figure 9: The segmentation window of *millipede*, showing an axial (X-Y) slice through a 3D abdominal CT image (left) and an axial slice through the 3rd layer of the corresponding (complete) graph hierarchy (right). The UI allows the user to view the image and the hierarchy from different directions (top, front and side), and to move around in space and switch between the various different layers of the hierarchy using sliders. Important features such as major organs can be identified using menus (not shown) or keyboard shortcuts. The organ identification results can also be visualised in 3D using the Multiple Material Marching Cubes (M3C) algorithm [49].

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Slices</th>
</tr>
</thead>
<tbody>
<tr>
<td>BT</td>
<td>70–80</td>
</tr>
<tr>
<td>MC</td>
<td>110–120</td>
</tr>
<tr>
<td>SD</td>
<td>70–80</td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADF Conductance</td>
<td>1.0</td>
</tr>
<tr>
<td>ADF Iterations</td>
<td>20</td>
</tr>
<tr>
<td>CT Window Level</td>
<td>40</td>
</tr>
<tr>
<td>CT Window Width</td>
<td>400</td>
</tr>
<tr>
<td>Waterfall Layers</td>
<td>5</td>
</tr>
<tr>
<td>Waterfall Method</td>
<td>Simplified Waterfall [21]</td>
</tr>
</tbody>
</table>

(b)

Figure 10: (a) The slices chosen from the 3 datasets we used for our experiments; (b) the parameter settings we used when constructing IPFs for those slices. The CT window level and width control how the images in the dataset are converted from Hounsfield units to greyscale (see [20] for further details). The ADF parameters control the anisotropic diffusion filtering process [41].

contexts. The *GrouseFlocks* system developed by Archambault et al. was designed with the primary aim of conveniently visualising a large graph, a context in which branch nodes in the hierarchy only really exist to temporarily group the base graph nodes for visualisation purposes and can be discarded with relative impunity in order to visualise different aspects of the base graph. By contrast, the goal of our *millipede* system is to produce a hierarchy in which some of the branch nodes will correspond to interesting features in the base image for identification purposes, a context in which the intermediate hierarchy may be of interest and should not be discarded.

4.2 Parent Switching

As discussed in §2.2, graph hierarchy construction techniques generally work by either recursively merging a graph’s constituent nodes into larger ones, or by recursively splitting the graph itself into pieces. However, whilst the processes of merging or splitting the nodes during these algorithms are simple, choosing when to merge or split them can be extremely challenging in many problem domains. As a result, it is common for graph hierarchies to contain nodes that have been inappropriately merged into the wrong parent. An example of this can be seen in Figure 7, in which the
lower-left part of a kidney has been merged into a non-kidney parent region.

The intuitive way in which a user might want to fix the problem would be to move a node from being the child of one parent to the child of another, but not all such moves are valid, and of those that are, not all can be performed without making non-local changes to the hierarchy. Indeed, as Nacken [39] observed, there are two requirements that must be met for a local move to be possible: the child node being moved must be spatially adjacent to its new parent (this is required even for non-local moves), and moving it must not cause any of its ancestors (including its parent) to become spatially disconnected. Nacken’s ‘connectivity-preserving relinking’ approach works by non-locally checking both requirements and then performing a trivial update of the parent pointer of the node being moved if the move can be resolved locally. This is an entirely reasonable solution to the problem he was solving, but is actually quite restrictive as a solution to the more general problem we deal with here: in particular, it is not strictly necessary to prevent moves that can cause ancestors to become disconnected as long as we can arrange for those ancestors to be appropriately split. Once again, our zipping algorithms provide us with a convenient way of arranging for this to happen.

The algorithm we describe here, which we call parent switching, first checks that the node to be moved is adjacent to at least one child of its proposed new parent. Provided this is the case, it then walks up the hierarchy from both the old and new parents of the node being moved to find their common ancestor, keeping track of the chain of nodes leading down to the new parent in the process. It then unzips the node being moved up to this common ancestor, which ensures that all relevant ancestors of the node being moved are correctly split. Finally, it zips the chain leading from the common ancestor down to the node being moved to the chain leading down to the new parent, which has the desired effect of making the node being moved a child of its new parent. The implementation is as shown in Listing 6. A worked example is shown in Figure 12.

4.2.1 Analysis

As for non-sibling node merging, we analyse our parent switching approach using millipede, in this case by demonstrating that the proportion of nodes that can be moved from one parent to another is significantly higher with our approach than it would be using Nacken’s connectivity-preserving relinking method [39]. This allows the user considerably more flexibility in rearranging graph hierarchies, and isolates them from the need to understand the structure of the hierarchy above.
Listing 6 Parent Switching

```plaintext
function parent_switch : (node : NodeID; newParent : NodeID) → ∅

  // Check that the node is at a greater depth than its proposed new parent.
  if node.depth() ≤ newParent.depth() then throw;

  // Check that the node is adjacent to at least one child of its proposed new parent.
  var adjacent : bool := false;
  for each c : NodeID ∈ children_of(newParent)
    if is_adjacent(node, c) then
      adjacent := true;
      break;
    if not adjacent then throw;

  // Find the common ancestor of the old and new parents, and the chain leading down to the new parent.
  var oldParent := parent_of(node);
  var commonAncestor : NodeID;
  var newChain : Chain;
  (commonAncestor, newChain) := find_common_ancestor_and_new_chain(oldParent, newParent);

  // Unzip the node to the common ancestor.
  var unzipResult : Vector<Chain> := unzip_node(node, commonAncestor.depth() + 1);

  // Zip the chain leading down to the node being moved to the new chain to complete the parent switch. Note that the old chain required is the first chain in the unzip result (by construction).
  zipChains([unzipResult.front(), newChain]);
```

Figure 12: An example of parent switching: in (a), the node to be moved is shown in green and its new parent is circled in yellow; in (b), the node is unzipped up to the common ancestor of its old and new parents; in (c), the node’s chain is zipped to the chain leading down to its new parent to complete the switch.

To perform our analysis, we used the same IPFs that were constructed for the non-sibling node merging analysis (see §4.1.1). We first modified the millipede software to calculate all the possible parent switches in each IPF. These were determined by looking at the parents of the adjacent nodes of each non-leaf node in the IPF (specifically, each non-leaf node can potentially be moved to the parent of any adjacent node, provided that that parent is not also its own parent). We then modified the software to calculate, for each possible switch, the level (relative to the node being moved) of the lowest ancestor (if any) that would be disconnected by the switch. This measure has value 1 for those switches that first disconnect the parent of the node being moved, 2 for those that
first disconnect the grandparent, and so on. It can be calculated by examining the connectedness of each ancestor’s descendants in the layer of the node being moved, after removing the node itself from consideration. Only those switches that do not disconnect any ancestor would be allowed using Nacken’s relinking approach, whereas our method splits ancestors as necessary and thereby allows all possible switches to be made.

The results are shown in Figure 13, and are consistent between the three datasets we tested. In each case, almost 90% of the possible switches would disconnect at least one ancestor, meaning that they would not be allowed using Nacken’s relinking approach but would be allowed by our method. (This should not be interpreted as a criticism of Nacken’s method, which worked well in its original context; however, it does illustrate the advantages of the method we describe here in our context.) Moreover, roughly 10% of the possible switches in each case would not disconnect the original parent of the node being moved, but would disconnect an ancestor higher up the hierarchy. To understand why these switches are not possible, the user needs to be aware of the structure of a much larger portion of the hierarchy, since higher nodes generally have significantly more descendants than lower ones. Our method could thus be considered more intuitive than Nacken’s approach, in that it obviates the need for the user to think about the connectivity of a node’s ancestors when switching it to a new parent. Using our approach, we can simply show all the surrounding parents as possible targets of the operation and let our unzipping procedure handle the necessary changes to the hierarchy.

4.3 Reformulating TugGraph

As originally mentioned in §2.3, TugGraph [3] is a visualisation algorithm that can be used to modify a graph hierarchy in such a way as to ‘separate out’ the parts of the base graph that are adjacent to a selected node on the cut that is currently being viewed. The analogy is one of ‘tugging’ on the selected node in order to pull adjacent nodes that are currently hidden into view, thereby allowing a user to explore the topological structure around the node.

Two different versions of the algorithm were presented in [3]. The first, more easily understandable, version works as follows:

1. Traverse down the hierarchy from the selected node to find the leaves it subsumes.
2. Find the leaves adjacent to those leaves in the base graph (the ‘adjacent leaves’).
Figure 14: An example showing how steps 4 and 5 of the TugGraph algorithm of Archambault et al. [3] can be implemented using multi-node unzipping. In (a) and (c), we conceptually ‘tug’ on the node circled in cyan, with the intention of ‘separating out’ the adjacent leaves (green) within the adjacent cut nodes (red). The leaves below each adjacent cut node can be separated out using a multi-node unzip, with the result as shown in (b) and (d).

3. Traverse up the hierarchy from the adjacent leaves to find the nodes on the cut that are adjacent to the original selected node (the ‘adjacent cut nodes’).

4. For each adjacent cut node, make a copy of and then delete the intermediate hierarchy between it and the leaves it subsumes, and then group the adjacent leaves it now directly contains together based on their spatial connectivity in the base graph.

5. For each adjacent cut node, recreate the intermediate hierarchy between it and all other leaves it contains based on the previously-made copy.

This has the effect of creating new nodes, just below the cut, that together contain all the leaves adjacent to the originally-selected node, and the visualisation can subsequently be adjusted to show them. This is relatively straightforward, but quite inefficient – in particular, it has to recreate the intermediate hierarchy for all leaves within an adjacent cut node, even if they are not relevant to the node that has been selected. As a result, the authors present an improved second version of their algorithm that moves the adjacent leaves directly into nodes just below the cut, then works up the hierarchies below the adjacent nodes on the cut, splitting nodes and updating adjacency information as necessary using a priority queue-based implementation. This markedly improves the efficiency of the algorithm, but makes it harder to understand and more difficult to implement, due to the efforts that have to be made in correctly preserving the spatial connectivity constraints involved.

An alternative implementation can be formulated in terms of the multi-node unzipping algorithm we described in §3.1.2. Like the second approach described in [3], this implementation avoids
recreating parts of the intermediate hierarchy unnecessarily, but unlike that approach, it is also relatively easy to understand. The key insight is that we can rewrite steps 4 and 5 of the original approach as a number of multi-node unzips, one for each adjacent cut node. Specifically, if we jointly unzip the adjacent leaves below each adjacent cut node to a depth one greater than the depth of that node, we will produce an equivalent result to the original approaches, but in a straightforward and efficient way. An example of this process is shown in Figure 14.

5 Conclusions

In this paper, we have focused on the problem of editing graph hierarchies whilst preserving the connectivity constraint that every node must represent a connected portion of the graph on which the hierarchy is based. This is an important problem, both because graph hierarchies see widespread use as a way of representing the interactions between objects at multiple scales, and because there is no way of objectively defining the ‘best’ clustering of a set of objects for every problem – there is an inherent need to allow interactive modification of graph hierarchies after they have been constructed. However, due to the difficulties of preserving connectivity whilst making large hierarchy changes, most existing editing algorithms only allow local changes to a hierarchy. The few algorithms that do allow larger changes have to expend significant effort on connectivity preservation, complicating their implementation and making them harder to understand.

We believe that introducing the kind of multi-level split and merge algorithms we have presented in this paper offers a possible way of facilitating the development of future editing algorithms. Indeed, for the applications we have presented, we found that our zipping algorithms made it significantly easier than it otherwise would have been to design and reason about large-scale changes to graph hierarchies. For non-sibling node merging, our analysis using the millipede software system (see §4.1.1) indicated that in the real-world graph hierarchies we studied, a significant majority of the pairwise merge operations a user might wish to perform between spatially-adjacent nodes were between non-siblings, and would hence require split/sibling merge operations on multiple levels of the hierarchy to effect. Such non-sibling merges are much easier to effect using zipping algorithms, which remove the need for the user to specify the parameters of the individual split/sibling merge operations involved. For parent switching, our analysis indicated that almost 90% of the switches that a user might wish to perform involve the disconnection of at least one ancestor node in the hierarchy. Such switches would be prevented by Nacken’s relinking approach, but can be supported relatively straightforwardly using our zipping-based approach. Finally, our reformulation of TugGraph in §4.3 illustrated how our zipping algorithms can be used to simplify existing methods in the literature.
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