
Detecting Contextuality: Sheaf Cohomology
and All vs Nothing Arguments

Giovanni Carù

Supervisor: Prof. Samson Abramsky

Linacre College, Oxford,
Trinity Term 2015.

Submitted in partial fulfilment of the requirements for the

Degree of Master of Science
in

Mathematics and the Foundations of Computer Science

University of Oxford



i

Acknowledgements

I would like to thank my supervisor Samson Abramsky for his guidance
and encouragement throughout this project. It has been a privilege for me
to work under his supervision and I hope it is just the beginning of a fruit-
ful learning process. I am also very grateful to Rui Soares Barbosa for the
constant generous support and the numerous valuable discussions that enor-
mously helped me writing this thesis. Finally, the biggest thanks of all goes
to my parents, for their constant love and their everlasting patience. Thanks
for never stopping boosting my passions and interests no matter how far
from home they would end up bringing me.



ii

Abstract

The main topic of this thesis is the study of contextuality, a key character-
istic feature of quantum mechanics that represents one of the most valuable
resources for quantum computation. We will adopt the sheaf-theoretic ap-
proach to non-locality and contextuality introduced in [AB11]. This elegant
mathematical theory will enable us to consider contextuality on a higher
scale, as a general, abstract mathematical property. We will specifically focus
on mathematical methods to detect the contextuality of empirical models.
In particular, the first part of the thesis is dedicated to All vs Nothing (AvN)
arguments [ABK+

15], a generalisation of a proof originally formulated by
Mermin to demonstrate the strong contextuality of the GHZ model [Mer90].
We develop an algorithm capable of identifying a large number of quantum-
realisable states that admit such proofs of contextuality, thus providing a
significant amount of concrete examples of strongly contextual models. The
second part of the project inspects an algebraic-topological method based on
sheaf cohomology [AMSB12, ABK+

15]. Contributions in this field include
counterexamples to some recently advanced hypothesis (e.g. Conjecture
8.1. in [AMSB12]) as well as new implications and characterisations con-
cerning SC and CSC models based on the injectivity of the cohomological
obstructions homomorphisms, and an alternative description of the first co-
homology group based on torsors of presheaves. This discussion naturally
leads us to a new compact and natural approach to obstructions in higher
cohomology groups. We define the higher counterpart of cohomological ob-
structions and investigate its properties. Of particular interest is the fact that
these obstructions are organised in a hierarchy of logical implications, which
unfortunately turns out to be not suitable for the study of no-signaling mod-
els. In the final chapter, we bring together cohomology and AvN arguments
in a unique discussion following the ideas already expressed in [ABK+

15].
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I N T R O D U C T I O N

Since the dawn of quantum physics, the philosophical debate around its
foundations has brought to light inconsistencies and paradoxes, some of
which remain unsolved today. Although quantum mechanics has been re-
peatedly proved to be the most accurate physical theory available to explain
the vast majority of physical phenomena, it is undoubtedly one of the most
controversial. Numerous generations of scientists, including some of the
most revolutionary minds of the 20th century, have attempted to provide
a solid foundation for quantum physics. Yet the very nature of the theory
seems to refuse any sort of axiomatisation, and even from an experimental
point of view, it is sometimes difficult to believe in its complete truthfulness.
It is thus no surprise that even Albert Einstein, arguably the most influential
physicist in history, has custed doubt on the completeness of quantum me-
chanics many times, in primis with the well known EPR paradox [EPR35].
In the article, he argued that quantum theory cannot provide a complete
and consistent description of reality, since it fails to verify what he defined
as the criterion of reality, which essentially requires a physical theory to as-
sign well-defined predetermined values to every physical quantity [Nor05].
It is somehow curious that Einstein’s attempted rebuttal to quantum physics
would eventually end up triggering the discovery of two of the most char-
acteristic key features of the theory: non-locality and, ultimately, contextu-
ality. These two phenomena revolutionised our way of conceiving physics,
precisely because we have to abandon the obsolete necessity of assigning
predetermined values to physical entities. The theorems of Bell [Bel64] and
Bell-Kochen-Specker [Bel66, KS75] showed in fact that the counterintuitive
features of quantum mechanics highlighted by the EPR paradox are in fact
unavoidable components of any theory that agrees with the (correct) predic-
tions of the theory. The EPR paradox turned out not to be a paradox at all.
It only showed how astonishingly unsuitable our intuition and our classi-
cal conception of physics are when dealing with the complex phenomena
explained by quantum mechanics.

Nonetheless, even after the formulation of Bell’s theorem, non-locality
and contextuality have been considered an obscure aspect of quantum physi-
cs, a paradoxical trait that threatened the foundations of the theory itself.
Physicists seemed to be too satisfied with the undoubted power of predic-
tion of quantum mechanics to care about understanding in details these
features. In the 1980s, the birth of quantum computation utterly changed
this attitude. Scientists started to consider non-locality and contextuality as
valuable resources to break through the limits of classical computation and
cryptography. The study of quantum foundations gained new relevance,
and it now represents one of the most active domains in theoretical com-
puter science.

Recent work has shown that contextuality provides the "magic" for quan-
tum computation [HWVE14]. This result (and many others previously an-
nounced) has elected the study of contextuality one of the main goals for
the development of the branch. Until 2010, this research domain has always
been carried out in a rather heterogeneous way, where each interesting ex-
ample has been analysed as a separate entity, and the whole discipline was
considered as a mere sub-branch of quantum physics.

v
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The unified sheaf-theoretic approach to non-locality and contextuality de-
veloped in [AB11] represents a milestone in this research area as it solidly
proves that these phenomena can be fully described abstractly via gen-
eral mathematical structures. This new abstract perspective allows a uni-
fied study of all the related concepts and shows that contextuality is not a
feature specific to quantum mechanics, but rather a general mathematical
law. As such, it can independently be applied to other areas of computer
science, even to non-quantum-related domains such as constraint satisfac-
tion [AGK13] and relational databases [Abr12]. It also allows the develop-
ment of purely mathematical methods to detect and study the contextuality
of physical systems [AB11, ABK+

15, AMSB12, AH12]. With our thesis, we
aim to specifically contribute to this area by analysing and, hopefully, im-
plementing some of these methods.

In particular, we will consider two possible ways of detecting contextual-
ity based on All vs Nothing arguments, and sheaf cohomology. The first method
generalizes a class of proofs that has been used in the past to show the con-
textuality of specific models, while the second introduces a completely new
way of approaching the problem by studying the topological properties of
sheaves associated to empirical models.

outline and contributions
We now outline the structure of the document, as well as mention the

main contributions. The most important results will be highlighted by a
bullet.

In the first part of Chapter 1 we introduce the sheaf theoretic structure
of non-locality and contextuality following the ideas presented in [AB11].
The discussion includes several digressions that give full details on the no-
tions introduced by our reference articles, as well as a number of concrete
examples. Then, we show how measurement covers can be described using
simplicial complexes, and we apply this viewpoint to introduce a method of
graphically representing simple empirical models. This representation will
be extensively used throughout the thesis and represents one of its charac-
terising flavors. The last section is dedicated to Vorob’ev’s theorem and its
relation to the study of contextuality.

In Chapter 2, we present All vs Nothing arguments via a formal mathe-
matical study that provides full details on the notions presented in [ABK+

15].
A first small interesting new fact we show concerns the Galois correspon-
dence between subgroups of the Pauli n-group and their stabilisers. In
particular, we show that this correspondence is induced by a Galois connec-
tion between subgroups of Pn and sub-vector-spaces of Cn. We also give
an alternative proof to Theorem 4.2 in [ABK+

15].

‚ The theory of stabilisers and its connection to quantum mechanics is
used to define an algorithm capable of identifying all AvN triples con-
tained in the Pauli n-group Pn for a sufficiently small n (Section 2.2).
This allows us to identify a large number of quantum states admitting
AvN arguments, thus strongly contextual. Until now, we only had
rather a few concrete examples of quantum-realisable strongly contex-
tual models. Our algorithm gives us a significant amount of examples
of models of this kind. We implement the program in Mathematica
obtaining 19224 different quantum states admitting AvN triples ( 216
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for n = 3 and 19008 for n = 4). We conclude the chapter by pro-
viding some randomly-chosen examples (Example 2.2.4). Note that, if
the AvN triple conjecture 2.1.11 holds, then the states identified by the
algorithm are the only possible states admitting AvN arguments.

In Chapter 3 we present the method of detection based on sheaf cohomol-
ogy outlined in [ABK+

15, AMSB12]. Also in this case, we give full details
on every aspect considered. Of particular interest is the proof of the equiv-
alence of the two distinct definitions provided by our reference articles. We
then proceed to give explicit examples of computation of the cohomolog-
ical obstructions. We also show that the Hardy model is a false positive
in a more intuitive way using the graphical representation of the model
presented in Chapter 1. This representation also plays a key role in the
following result

‚ An example of a strongly contextual model which is cohomologically
non-contextual is provided in Example 3.3.2. It is a particularly badly-
behaved false positive, and it proves that

SC(S)œ CLCR(S).

The only example of a strongly contextual false positive we had so far
was the Kochen-Specker model for a specific cover which "does not
satisfy any reasonable criterion for symmetry, nor does it satisfy any
strong form of connectedness" [AMSB12], which lead to the formula-
tion of Conjecture 8.1 in [AMSB12]. Our model is defined on a simple
bipartite Bell-type scenario, which verifies all sorts of nice symmetry
and connectedness property. Therefore, it looks like Conjecture 8.1
of [AMSB12] is false.

Some new developments concerning the injectivity of the connecting ho-
momorphisms γ defining cohomological obstructions are presented in Sec-
tion 3.4.

‚ It has been recently advanced the hypothesis that different non ex-
tendable sections of an empirical model would give rise to different
non-zero cohomological obstructions. We show that this statement
characterises cohomologically strongly contextual models in Proposi-
tion 3.4.4, and it is thus not true in general. We also provid a number
of concrete examples of this fact (Examples 3.4.6 and 3.4.7).

‚ We show that the injectivity of one single γC relative to a context
C is a sufficient condition for the strong contextuality of the model
(Proposition 3.4.8).

‚ Another hypothesis we aimed to prove states that the first cohomology
group Ȟ1(M,F |C0) associated to an abelian presheaf F and relative
to a context C0 is exactly the group of all cohomological obstructions
to the existence of compatible families extending local sections at C0.
Unfortunately, we show in 3.4.11 that this conjecture does not hold
with an explicit counterexample.

‚ As a result, an alternative description of the first cohomology group
associated to an empirical model is developed in Section 3.5. This
viewpoint allows us to see elements of the group Ȟ1(M,F |C0) as F-
torsors.
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In Chapter 4 we generalise cohomological obstructions to higher coho-
mology groups. Although this has been attempted before [Ji13], we give a
completely different viewpoint on the subject which will enable us to obtain
stronger results.

‚ A definition of higher cohomological obstruction is provided both in
the conceptual way similar to [ABK+

15] and in the more concrete one
of [AMSB12]. It is arguably the most natural generalisation of coho-
mological obstruction to higher cohomology groups.

‚ A hierarchy of cohomological obstructions is established in Theorem
4.2.1. This result suggests the existence of an infinite amount of "levels"
of contextuality, all organised in a hierarchy of logical implications.
However,

‚ We show that the natural generalisation of cohomological obstructions
cannot be used in the study of no-signaling models since they are
always q-non-contextual (Section 4.3). Possible alternatives are briefly
discussed.

Eventually, Chapter 5.3 establishes a connection between AvN arguments
and sheaf cohomology. We followed closely the guidelines of [ABK+

15] to
prove this result.



1 S H E A F T H E O R Y A N D
C O N T E X T U A L I T Y

In this chapter we will introduce and discuss the main ideas of [AB11]
on how sheaf theory can give us a mathematical model for non-locality and
contextuality. In particular, we are interested in distinguishing the different
possible types of contextuality (simple, possibilistical and strong) as we will
later present methods to detect them. The last part of the chapter is dedi-
cated to a more detailed study of measurement covers and their properties.

1.1 events and contexts
Suppose we have a system on which we can perform a finite amount of

measurements. Every measurement is labelled by an element of a set X, and
when it is carried out it produces an element of the set of outcomes O as a
result. For each subset U Ď X, a section over U is a function s P OU. This
function abstractly describes the event in which we choose to perform the
measurements labelled by indices in U that resulted in outcome s(m) for
each m P U. It is convenient to consider X as a finite discrete topological
space as this allows us to define the sheaf of events

Definition 1.1.1. Let X be a finite, discrete measurement set and O a set of
outcomes. The associated presheaf of events is the presheaf defined as

E : P(X)op = Open(X)op −Ñ Set
U Þ−Ñ E(U) := OU

U Ď U 1 Þ−Ñ ρU
1

U ,

where ρU
1

U : E(U 1)Ñ E(U) :: s ÞÑ s |U.

It is easy to see that this presheaf is actually a sheaf. In fact, let C Ď X

and let tCiuiPI be such that
Ť

iPI Ci = C. Consider a compatible family
tsi P E(Ci)uiPI, i.e. such that

si |CiXCj= sj |CiXCj @i, j P I

then there exists a unique section s P E(C) such that s |Ci= si for all i P I,
namely the one defined piecewise to be si inside Ci. We can thus refer to E

as the sheaf of events.
An important feature of quantum physics is that we may not be able to

carry out different measurements at the same time. For instance, this is
the case for two non commutative observables like position and momen-
tum of a particle (by the Heisenberg uncertainty priciple). We refer to such
measurements as mutually non-compatible, and they represent one of the key
ingredients of non-locality and contextuality. To capture this behavior, we
will introduce the concept of measurement cover, a collection of subsets of
X whose elements represent the maximal sets of measurements that can be
performed jointly.

Definition 1.1.2. Let X be a measurement set. A measurement cover for X is
a family M Ď P(X) such that

1
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‚
Ť

MPMM = X;

‚ if C,C 1 PM and C Ď C 1, then C = C 1.

the second condition can be interpreted as the fact that M is an anti-chain.
This is necessary to capture the fact that we are interested in the maximum
sets of jointly performable measurements. We call the elements C P M

measurement contexts.

1.2 empirical models
Now, suppose we have a system, a set of measurements X, a set of out-

comes O, and a measurement cover M. We are interested in the following
experiment: we choose a context C P M, we carry out every measurement
m in the context, and we store the outcome of m. Suppose we repeat this
experiment over and over. We will obtain a frequency distribution on each
context of M. If we let the number of repetitions of the experiment tend to
infinity, we will obtain a probability distribution for every C in M. Such a
distribution is a function that assigns to each section over C (i.e. to each
event) in E(C) a probability pC(s) for that event to happen, based on empiri-
cal observation.

Example 1.2.1. Let us mention a concrete physical example to clarify the
concepts introduced so far. More conceptual ones will follow once we will
have introduced the distribution presheaf. We will consider a typical sce-
nario used in many basic quantum mechanics courses. Suppose we have
a hydrogen atom and we want to measure the square module of its angu-
lar momentum L2 as well as its components Lx, Ly, Lz in the x,y, z axis
respectively. It can be shown that

[L̂2, L̂i] = 0 @i P tx,y, zu

[L̂x, L̂y] = i hL̂z; [L̂y, L̂z] = i hL̂x; [L̂z, L̂x] = i hL̂y

i.e. that L2 is compatible with each component of L, but components of L
are not compatible with each other [AF, Section 3.5]. This means that we
have a measurement cover M = tC1,C2,C3umade up of three measurement
contexts, namely

C1 := tL2,Lxu;

C2 := tL2,Lyu;

C3 := tL2,Lzu.

We now start to do measurements in the way described above: we choose
a context, we carry out its measurements and record the outcomes, and
we repeat this procedure for a very large amount of times. Consider the
following section at C1 as an example

s : C1 −Ñ O

L2 Þ−Ñ λ1
Lx Þ−Ñ λ2.

This correspond to the event "the measurement of L2 has produced outcome λ1
and the measurement of Lx gave outcome λ2". Suppose that all the repetitions
we performed, out of every time we chose C1, one third of the times the
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event described took place. This means that the empirical probability of s is
1
3 . This discussion is valid for every section s at some Ci, thus we come up
with a probability distribution on each Ci, i = 1, 2, 3.

Let us formalize the concept of an empirical probability distribution. We
define the set of distributions over a general semiring R as follows

DR(X) :=

#

d : XÑ R : |supp(d)| ă∞;
ÿ

xPX

d(x) = 1

+

.

The reason why we want to relax the usual definition, where R = Rě0, is
that different choices for R are suitable to study different types of scenarios.
An important example is the case where R is the booleans B. In this case
we don’t have information on the probability of a certain event to take place,
but only on the possibility of it to occur.

Given a morphism f : XÑ Y in Set, we can define the map

DR(f) : DR(X) −Ñ DR(Y)

d Þ−Ñ
(
Ddf :: y ÞÑ

ř

x:f(x)=y d(x)
)

This assignment on morphisms is functorial, in fact, let d P DR(X) and z P Z,
we have

(DR(g) ˝DR(f))(d)(z) = DR(g)(D
d
f )(z) = D

Ddf
g (z) =

ÿ

g(y)=z

Ddf (y)

=
ÿ

g(y)=z

ÿ

f(x)=y

d(x) =
ÿ

g(f(x))=z

d(x)

= Ddg˝f(d)(z) = DR(g ˝ f)(d)(z).

Moreover,

DR(idX)(d)(x) = D
d
idX

(x) =
ÿ

idX(y)=x

d(x) = d(x) = idDR(X)(d)(x).

Thus we can define the functor

DR : Set −Ñ Set
X Þ−Ñ DR(X)

f Þ−Ñ DR(f).

We can compose this functor with the event sheaf E for a measurement X
to obtain the presheaf

DRE : P(X)op = Open(X)op −Ñ Set

Explicitly, we have DRE(U) = DR(O
U), and

DRE(U Ď U
1) = DR(ρ

U 1

U ) : DR(U
1)Ñ DR(U) :: d ÞÑ d |U,

where
d |U (s) =

ÿ

s 1PE(U 1):s 1|U=s

d(s 1).

We can now introduce the concept of empirical model.
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Definition 1.2.2. Let X be a set of measurement, O a set of outcomes, M a
measurement cover for X and R a semiring. An empirical model for xX,M,Oy
over R is a compatible family for the cover M with respect to the presheaf
DRE. More explicitly, it is a set of distributions teCuCPM, one for each
measurement context, such that

eC |CXC 1= eC 1 |CXC 1 @C,C 1 PM

If R := Rě0 the model is called probabilistic, if R := B it is called possibilistic

The following remark formalizes mathematically a rather simple intuition:
every probabilistic empirical model generates a possibilistic empirical model
given by its support. Although the abstraction introduced here is not really
necessary as we have a clear intuition of the result, we think it is worth
giving a full explanation of an argument that is repeatedly used in our
reference articles, but never completely formalized.

Remark 1.2.3. Every probabilistic empirical model teCuCPM generates a pos-
sibilistic empirical model tẽCuCPM defined by

ẽC : E(C) −Ñ B

x Þ−Ñ χsupp(eC)(s),

where χsupp(eC) denotes the characteristic function of supp(eC). It is easy
to show that this is indeed a possibilistic empirical model. First of all ẽC
is a distribution over B, in fact supp(ẽC) = supp(eC) which is finite by
definition of eC, and

ł

sPE(C)

ẽC(s) =
ł

sPE(C)

χsupp(eC)(s) = 1

since there must be at least one possible outcome for each context (otherwise
eC would not be a probability distribution). In order to show compatibility
for tẽCuCPM, let s2 P E(CXC 1). We have

ẽC |CXC 1 (s
2) =

ł

s:s|CXC 1=s
2

χsupp(eC)(s)

=

#

1 if Ds P supp(eC) : s |CXC 1= s2

0 otherwise

(1.1)

and since

Ds P supp(eC) : s |CXC 1= s
2 ô eC |CXC 1 (s

2) ‰ 0

ô eC 1 |CXC 1 (s
2) ‰ 0

ô Ds 1 P supp(eC 1) : s
1 |CXC 1= s

2.

(1.1) must be equal to
ł

s 1:s 1|CXC 1

χsupp(e 1C)
(s 1) = ẽC 1 |CXC 1 (s

2).

Thus we conclude that tẽCu is indeed a possibilistic empirical model. Notice
that, on the other hand, every possibilistic model can be seen as the support
of a probabilistic model.
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This model has also the following property: ẽC |C 1= ČeC |C 1 , in fact given
a section s 1 P E(C 1),

ẽC |C 1 (s
1) =

ł

s:s|C 1=s
1

χsupp(eC)(s
1) =

#

1 if Ds P supp(eC) : s |C 1= s 1

0 otherwise

= χsupp(eC|C 1)
(s 1) = ČeC |C 1(s

1)

(1.2)

It is time to introduce some concrete examples of empirical models.

Example 1.2.4.

‚ The Bell Model. The experiment is the following: we have a system and
two agents Alice and Bob who can choose to perform one measure-
ment each. Alice can choose between a1 and a2, and Bob between b1
and b2. All the measurement can give either 0 or 1 as an outcome, thus
O := t0, 1u. We have X := ta1,a2,b1,b2u, and since measurements
for the same agent cannot be performed jointly, we have a measure-
ment cover composed by the sets C1 := ta1,b1u,C2 := ta1,b2u,C3 :=

ta2,b1u,C4 := ta2,b2u. Suppose that the successive repetition of the
experience multiple times gives us the probability distributions de-
scribed by Table 1. The reader can check that these probability dis-

A B (0, 0) (1, 0) (0, 1) (1, 1)

a1 b1
1
2 0 0 1

2

a1 b2
3
8

1
8

1
8

3
8

a2 b1
3
8

1
8

1
8

3
8

a2 b2
1
8

3
8

3
8

1
8

Table 1: Bell’s model

tributions constitute in fact an empirical model. The model is called
Bell’s model, and it is very important since it is a formal version of
Bell’s argument, which lead to prove that non-locality and contextual-
ity are indeed features of quantum mechanics. In the next pages we
will present a formal way to show how to detect the contextuality in
Bell’s model.

‚ Possibilistic Bell’s model Following the idea presented in Remark 1.2.3,
we can consider the possibilistic empirical model induced by Bell’s
model. The experiment is exactly the same as before, but now we are
only interested in the possibility of a certain event to happen, rather
than the probability for it to occur. The resulting possibilistic model is
summarized in Table 2.

‚ Possibilistic Hardy model A more interesting possibilistic empirical model
is the one induced by Hardy’s probabilistic model [Har93] and sum-
marized in Table 6

The experiment underlying the examples of empirical models presented
so far (i.e. two agents with two possible choices of measurements) is in
fact a member of a more general class of scenarios, called Bell-type scenarios.
The general description is the following: Suppose we have a disjoint family
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A B (0, 0) (1, 0) (0, 1) (1, 1)

a1 b1 1 0 0 1

a1 b2 1 1 1 1

a2 b1 1 1 1 1

a2 b2 1 1 1 1

Table 2: Possibilistic Bell’s model

A B (0, 0) (1, 0) (0, 1) (1, 1)

a1 b1 1 1 1 1

a1 b2 0 1 1 1

a2 b1 0 1 1 1

a2 b2 1 1 1 0

Table 3: Possibilistic Hardy model

tXiuiPI. We can think of the index set I as labelling the parts of a system.
Each Xi is the set of measurements that can be carried out at part i. The
measurement cover M is defined to contain contexts of the form txiui P I,
where xi P Xi for all i P I. This corresponds to perform one and only
one measurement for each part of the system. In general, we will call a
(n,k, l) scenario a Bell-type scenario with n parts, each having k possible
measurements, each with l possible outcomes. It is easy to see that both
the Bell’s model and the Hardy model are bipartite Bell-type scenarios (they
both are (2, 2, 2) scenarios), where the "parts" of the system are constituted
by the one where Alice chooses a measurement, and the one where Bob
chooses a measurement.

The following example refers to the GHZ model, whose underlying sce-
nario is a tripartite Bell-type (3, 2, 2) scenario (and can be generalized to a
general n-partite model). This example will be crucial in Chapter 2.

‚ GHZ model We start by defining the GHZ state, a tripartite state of
qubits, defined as

GHZ :=
| ÒÒÒy+ | ÓÓÓy

?
2

Each party i = 1, 2, 3 can perform Pauli measurements tXi, Yiu, where

X :=

(
0 1

1 0

)
Y :=

(
0 ´i

i 0

)

are the observables corresponding to measuring spin in the x and y
axis respectively. Each one of these observables has eigenvalues (i.e.
outcomes) ´1 (spin down) or +1 (spin up). Thus we can set M :=

t(A1,A2,A3) | Ai P tXi, Yiuu (a more formal version of this cover will
be given in Chapter 2). In Table 4 we have summarized a portion of
the GHZ possibilistic model, where ´ = ´1 and + = 1. It will become
clear later why this portion is the most relevant.

The compatibility condition satisfied by an empirical model is in fact quite
important, and it is equivalent to a general form of no-signaling. To prove
this, suppose we have a bipartite Bell-type scenario, with C1 := ta,b1u and
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1 2 3 ´´´ ´´+ ´+´ ´++ +´´ +´+ ++´ +++

X1 X2 X3 1 0 0 1 0 1 1 0

X1 Y2 Y3 0 1 1 0 1 0 0 1

Y1 X2 Y3 0 1 1 0 1 0 0 1

Y1 Y2 X3 0 1 1 0 1 0 0 1

Table 4: GHZ possibilistic model

C2 := ta,b2u (it is the same scenario as in the Bell model, but now Alice has
only one possible choice) and an empirical model teCiui=1,2. Let us fix a
section s0 P E(tmau). Compatibility for the empirical model implies

ÿ

s1PE(C1):s1|ma=s0

eC1(s1) =
ÿ

s2PE(C2):s2|ma=s0

eC2(s2).

In words, this means that the probability for alice to have outcome s0 for
her measurement ma is independent of the choice of Bob, which is exactly the
statement of the no-signaling theorem of quantum mechanics.

1.3 contextuality
We now have everything we need to define contextuality in terms of this

sheaf-theoretic approach. We have shown that the presheaf of events E is in
fact a sheaf. We might wonder whether this is also true for the presheaf DRE
defined with respect to a measurement cover M. Let us translate the sheaf
condition for DRE in words. Since empirical models are defined as compat-
ible families for DRE, to say that the sheaf condition holds for an empirical
model teCuCPM is equivalent to say that there exists a global distribution
d P DRE(X), such that dC = eC for all C PM. This means that there exists a
distribution defined on all measurements, which marginalizes to explain the
empirically observed probabilities. In the case of a bipartite Bell-type sce-
nario, this means that whenever Alice and Bob choose their measurements,
they are just looking at a portion of a predetermined set of outcomes, which
is therefore independent of their choice. From a classical point of view of the
above experiment, this seems to be the only possible explanation of the em-
pirical distribution found. However, it turns out the we have examples of
the failure of the sheaf condition for DRE for some empirical models. We
will show this in detail in the next section.

1.3.1 Detecting contextuality: logical Bell’s inequalities

We will now show that Bell’s model 1 does not admit a global section.
To prove this, we will use a very elegant logical and probabilistic argument,
known as the Bell’s inequalities [AH12]. Suppose we have N propositional
formulas φ1, . . . ,φN. We think of the boolean variables appearing in each
formula as empirically testable quantities. Thus each φi corresponds to a
certain statement on the results of an experiment involving these quantities.
Suppose we have an empirical probability distribution for the outcomes of
the experiment. Then we can assign to each formula φi a probability pi for
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it to be satisfied by the experiment. Let Φ :=
ŹN
i=1φi and P := P[Φ]. We

have

1´ P = P[ Φ] = P



N
ł

i1

 φi


 ď

N
ÿ

i=1

P[ φ] =
N
ÿ

i=1

(1´ pi) = N´
N
ÿ

i=1

pi

(1.3)

Now suppose φi cannot be all satisfied at the same time, then P[Φ] = 0.
Thus inequality (1.3) becomes

N
ÿ

i=1

pi ď N´ 1 (1.4)

Let us consider again Bell’s model presented in Table 1. We can actually
restrict our analysis to the following entries

A B (0, 0) (1, 0) (0, 1) (1, 1)

a1 b1
1
2

1
2

a1 b2
3
8

3
8

a2 b1
3
8

3
8

a2 b2
3
8

3
8

Table 5: Some entries of the possibilistic Bell’s model

We associate to each section of the table a formula that describes it, where
we take 0=false, 1=true. For instance, the first top left entry (which cor-
responds to the section ta1 ÞÑ 0,b1 ÞÑ 0u) represents the fact that both
measurements a1 and b1 have returned a false result, thus the event can be
represented by the formula  a1 ^ b1. With the same idea, we can asso-
ciate to each row of Table 5 a formula that describes the entries in the row.
We obtain

φ1 := ( a1 ^ b1)_ (a1 ^ b1) = a1 ô b1

φ2 := ( a1 ^ b2)_ (a1 ^ b2) = a1 ô b2

φ3 := ( a2 ^ b1)_ (a2 ^ b1) = a2 ô b1

φ4 := (a2 ^ b2)_ ( a2 ^ b2) = a2 ‘ b2

It is straightforward to see that these formulas are jointly contradictory,
in fact

b2
φ2
ðñ a1

φ1
ðñ b1

φ3
ðñ a2

and this contradicts φ4. Thus, equation (1.4) tells us that

4
ÿ

i=1

pi = 1+
6

8
+
6

8
+
6

8
=
13

4

(1.4)
ď 4´ 1 = 3

and this is clearly not true! In practical terms, this means that we cannot
find a global probablity distribution that marginalizes to explain the one
observed in the table, i.e. the empirical model does not admit a global section.
We might simply conclude that such an empirical model cannot therefore
exist. However, the core of the argument of Bell’s theorem, is the proof of
the fact that this model is actually realizable, and witnesses the feature of
contextuality [Bel64]. Thus, it now makes sense to introduce the following
definition
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Definition 1.3.1. An empirical model on xX,M,Oy is called contextual if it
does not admit a global section.

1.3.2 Classifying contextuality

When dealing with possibilistic empirical models we can refine our defi-
nition of contextuality by classifying it into different levels. Let us consider
a probabilistic empirical model teCuCPM on xX,M,Oy. The possibilistic
empirical model generated by the support of teCuCPM can equivalently be
described by a subpresheaf S of E, where for each subset U Ď X, S(U) Ď OU

is the set of all possible local sections at U. Explicitly,

S(U) := ts P E(U) | s |UXCP supp(eC |UXC)u (1.5)

Remark 1.3.2. In Remark 1.2.3 we have given a more formal definition of the
associated possibilistic empirical model tẽCuCPM. Using this definition, the
set of all possible local sections at U is

ts P E(U) | ẽC |UXC (s |UXC) = 1u.

Notice that this definition is equivalent to (1.5), in fact

ts P E(U) | ẽC |UXC (s |UXC) = 1u

(1.2)
= ts P E(U) | ČeC |UXC(s |UXC) = 1u

= ts P E(U) | χsupp(eC|UXC)(s |UXC)) = 1u

= ts P E(U) | s |UXCP supp(eC |UXC)u

= S(U).

Inspired by this discussion, we can reformulate the notion of possibilistic
empirical model in a more axiomatic way.

Definition 1.3.3. A possibilistic empirical model on xX,M,Oy is a subpresheaf
S of E that satisfies the following properties

1. S(C) ‰ H for all C PM.

2. S is flasque beneath the cover, i.e. the map S(U Ď U 1) is surjective when-
ever U Ď U 1 Ď C for some C PM.

3. A compatible family for M is a family tsCuCPM with sC P S(C) and such
that

sC |CXC 1= sC 1 |CXC 1 @C,C 1 PM.

We assume that such a family induces a global section in S(X) (notice
that this global section must be unique, since S is a subpresheaf of E).

Remark 1.3.4. It is important to show that this definition is actually compati-
ble with the previous ones.

‚ Condition 1. of Definition 1.3.3 translates in the fact that for each
measurement context, there is at least one possible outcome. This is
equivalent to the ẽCs being probability distributions over the booleans.

‚ Condition 2. is a possibilistic version of no-signaling. In fact, consider
again a bipartite Bell-type scenario, where Alice has only one option a,
and Bob has two options tb1,b2u. Let U := tau and U 1 := ta,b1u = C
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(we chose to denote it by C since this set is a context of the cover). Let
s P S(tau) be a possible section. By condition 2. we know

Dt1 P S(ta,b1u) : t1 |a= s and Dt2 P S(ta,b2u) : t2 |a= s

This means that the fact that s is possible is independent of the choice
of Bob (since we have two possible sections that restrict to s in both
cases).

We can now further characterize contextuality as follows

Definition 1.3.5. Let S be a possibilistic empirical model on xX,M,Oy.

‚ For all C P M and s P S(C), we say that S is logically contextual or
possibilistically contextual at s (denoted LC(S, s)) if s is not a member of
any compatible family. We say that S is logically contextual (denoted
LC(S)) if LC(S, s) for some s.

‚ We say that S is strongly contextual (denoted by SC(S)) if LC(S, s) for
all s. By condition 3. this is equivalent to say that S(X) =H.

Remark 1.3.6. These definitions can be extended to a probabilistic empirical
model by simply considering its induced possibilistic model. In this case
the subpresheaf is defined exactly as in (1.5).

We will now show that

Strong contextuality ñ Possibilistic contextuality ñ Contextuality (1.6)

and that these implications are strict.

‚ The first implication is clearly true by definition of the concepts in-
volved. It is also strict since the Hardy model (cf. Table 6) is possi-
bilistically contextual but not strongly contextual. In fact, consider the
following entries. By interpreting 0 as true and 1 as false, and follow-

A B (0, 0) (1, 0) (0, 1) (1, 1)

a1 b1 1

a1 b2 0 1 1 1

a2 b1 0 1 1 1

a2 b2 1 1 1 0

Table 6: Some entries of the possibilistic Hardy model

ing the same idea presented for the proof of the contextuality of Bell’s
model, we obtain the following four formulas

φ1 := a1 ^ b1 φ2 :=  (a1 ^ b2) φ3 :=  (a2 ^ b1) φ4 := a2 _ b2.

They are jointly contradictory, in fact

a1 ^ b1
φ2
=ñ  b2

φ4
=ñ a2

φ3
=ñ  b1

is an evident contradiction. Notice that for i = 2, 3, 4, each φi describes
the full support of the Hardy model for the corresponding row. Thus
we must have p2 = p3 = p4 = 1, and we have

4
ÿ

i=1

pi = 3+ p1 ę 4´ 1 = 3.
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This certainly proves that the model is contextual, but it actually tells
us more, i.e. that it is logically contextual, as it implies for example
that the section s = ta1 ÞÑ 0,b1 ÞÑ 0u is not a member of any compati-
ble family. In fact, if we try to find a compatible family by starting with
s and picking the only possible compatible section in each context we
end up with

s = ta1 ÞÑ 0,b1 ÞÑ 0u Ñ ta2 ÞÑ 1,b1 ÞÑ 0u Ñ ta2 ÞÑ 1,b2 ÞÑ 0u

Ñ ta1 ÞÑ 0,b2 ÞÑ 0u

which is not a possible section according to the model. On the other
hand, the Hardy model is not strongly contextual, in fact the global
assignment

ta1 ÞÑ 1,a2 ÞÑ 0,b1 ÞÑ 1,b2 ÞÑ 0u

is in S(X).

‚ In order to prove the second implication, we will consider the oppo-
site statement. If a probabilistic empirical model teCuCPM is non-
contextual, then there exists a global distribution d such that d |C= eC
for all C PM. According to what discussed in Remark 1.2.3, we have

d̃ |C
(1.2)
= Ąd |C = ẽC.

Thus the support of the global distribution of the probabilistic empiri-
cal model is a global boolean distribution for the induced possibilistic
model. Therefore, the latter must be logically non-contextual.

In order to show that the implication is strict we claim that Bell’s
model (cf. Table 1) is contextual (already proved) but not logically
contextual. In fact, consider its possibilistic version (cf. Table 2). The
first and last columns only contain ones, thus all the sections in those
columns are members of a compatible family formed of sections of the
column. The only sections we need to consider are thus the ones in
red in Table 7.

A B (0, 0) (1, 0) (0, 1) (1, 1)

a1 b1 1 0 0 1

a1 b2 1 1 1 1

a2 b1 1 1 1 1

a2 b2 1 1 1 1

Table 7: Possibilistic Bell’s model

It is easy to check that each one of them is contained in a compatible
family. In fact, since all the sections of rows 3 and 4 are possible, we
only need to find a compatible possible section in the first row. Since
both ta1 ÞÑ 0,b1 ÞÑ 0u and ta1 ÞÑ 1,b1 ÞÑ 1u are possible, we can
always find such a compatible section.

Our dissertation mainly focuses on studying possibilistic and strong con-
textuality. For this reason, from now on, every model we will define will be
a possibilistic model, unless otherwise specified.
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1.4 representing covers and empirical mod-
els

As mentioned before, an essential ingredient for the existence of contex-
tuality phenomena is the incompatibility of measurements. If all the mea-
surements of a scenario could be performed at the same time, the whole
discussion carried out so far would be meaningless for that particular sce-
nario, as it would obviously be non-contextual. This suggests that the cover
M actually plays an important role in determining what kind of contextual-
ity we can witness on it. In the following paragraphs, we will introduce a
formal way of representing measurements covers that will be useful in the
study of their properties. We will also see that we can use this approach
to graphically represent empirical models defined on simple covers, allow-
ing us to intuitively analyse their properties and construct explicit examples.
We will take full advantage of this approach in Chapter 3.

1.4.1 Abstract simplicial complexes

Abstract simplicial complexes can accurately represent both the combina-
torial and geometrical properties of measurement covers. We will adopt the
notations and general guidelines of [Bar15].

Definition 1.4.1. An abstract simplicial complex Σ on a set X (called the set of
veritices V(Σ)) is a non-empty downwards closed family of finite subsets of
X containing all the singletons. Explicitly, Σ is a subset of P(X)ă∞ := tS Ď

X | |S| ă∞u such that

1. The empty set is contained in Σ.

2. For all x P X, we have txu P Σ

3. We have Σ = ÓΣ, where

ÓΣ := tτ P P(X)ă∞ | Dσ P Σ : τ Ď σu.

We call each element σ P Σ a face of the complex. A maximal face (in the
inclusion order) is called a facet.

Let M be a measurement cover on a set of measurements X. We can
describe the cover M as an abstract simplicial complex ΣM whose faces are
sets of compatible measurements, and whose facets are the measurement
contexts C PM. The antichain condition of Definition 1.1.2 insures that ΣM
is well-defined.

Example 1.4.2.

‚ Suppose we have a scenario where all the measurements can be jointly
performed. In other words, M = tXu. Then, the associated simplicial
complex is called the trivial complex or simplex on X and it is denoted by
∆X := P(X). For an n P N, we will use the abbreviation ∆n to denote
∆t1,...,nu (called the n ´ 1 simplex). Note that every trivial complex
is isomorphic to ∆n for some n P N. In Figure 1 and 2 we have
illustrated some examples.

‚ The antipoidal situation is represented by a scenario where all the mea-
surements are mutually non-compatible (i.e. we can perform only one
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Figure 1: The simplex ∆3 (filled
triangle).

Figure 2: The simplex ∆4 (solid
tetrahedron).

measurement at a time). This corresponds to a cover M := ttxu | x P

Xu, which determines the so-called discrete simplicial complex defined
by

DX := tHuY ttxu | x P Xu.

Once again, we denote by Dn the discrete complex Dti,...,nu. Note
that every discrete simplicial complex is isomorphic to Dn for some
n P N.

. . .
︸ ︷︷ ︸

n

Figure 3: The complex Dn

‚ A more interesting type of scenario is the one where every j measure-
ments are compatible, where 1 ď j ď |X| is a natural number. This
corresponds to the cover M := tS Ď X | |S| = ju and gives rise to the
complex

∆
(ďj)
X := tσ P ∆X | |σ| ď ju..

Once again, we denote ∆(ďj))
n := ∆

(ďj)

t1,...,nu.

Figure 4: The complex ∆(ď2)
3 (un-

filled triangle).

Figure 5: The complex ∆
(ď2)
4

(edges of a tetrahe-
dron).

Composing scenarios

In order to model experimental scenarios involving more parties (like in
the case of Bell-type scenario) using abstract simplicial complexes, we need
to be able to compose complexes representing the available set of measure-
ments at each part. The natural way to perform this operation is to use the
simplicial join.

Definition 1.4.3. Let Σ1 and Σ2 be simplicial complexts. Their simplicial join
Σ1 ˚ Σ2 is the simplicial complex on the vertices V(Σ1)\ V(Σ2) with faces

Σ1 ˚ Σ2 := tσ Ď V(Σ1)\ V(Σ2) | σX V(Σ1) P Σ1 ^ σX V(Σ2) P Σ2u

= tσ1 \ σ2 | σ1 P Σ1,σ2 P Σ2u

– Σ1 ˆ Σ2
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Figure 6: The complex ∆
(ď3)
4

(hollow tetrahedron). Figure 7: The complex ∆(ď2)
5 .

Using this definition, we can for instance describe the usual bipartite Bell-
type scenario with Alice and Bob as DA ˚DB, where A and B are the set of
available measurements for Alice and Bob respectively. The fact that each
party is represented via a discrete complex is due to the fact that the two
agents can only choose 1 single measurement at a time. In general, we can
describe an n-partite scenario as a complex of the form

Σ1 ˚ ¨ ¨ ¨ ˚ Σn,

where each Σi describes the compatibility relations between measurements
available to the i-th party of the experiment. In particular, we can see that
an n-partite scenario is a Bell-type n-partite scenario if and only if it is of
the form

DA1 ˚ ¨ ¨ ¨ ˚DAn ,

where Ai is the set of measurements available at part i. Most of the time,
we will be dealing with the special case of (n,k, l) scenarios. While the
parameter l is defined by the outcome set O, the cover of such a scenario
can be written as

D˚nk := Dk ˚ ¨ ¨ ¨ ˚Dk,

since every part has k possible measurements. In Figure 8, we represented
the cover of the Bell model and the Hardy model, in Figure 10 the cover of
the GHZ model is shown. Figure 9 represents a scenario with two agents,
the first having four possible measurements, and the second only two.

a1

a2

b1

b2

Figure 8: A (2, 2, l) Bell-Type sce-
nario (D2 ˚D2).

a1

a2

b1

b2

b3

b4

Figure 9: A Bell-type scenario
D2 ˚D4.

We can summarise the idea behind these representations by simply stat-
ing that an edge connects two vertices whenever the corresponding mea-
surements are compatible (i.e. they can be carried out jointly). Contexts are
represented by maximal faces.

1.4.2 A graphical representation of empirical models

As briefly mentioned in the introduction to the section, simplicial com-
plexes turn out to be very useful in representing empirical models diagram-
matically. If the measurement cover is simple enough, we can add a repre-
sentation of the outcome set which allows us to illustrate empirical models
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a1a2

b1

b2

c1

c2

Figure 10: A (3, 2, l) Bell-type scenario (hollow octahedron) (D2 ˚D2 ˚D2)

on the scenario. For instance, in Figure 11 (left), we represented a (2, 2, 2)
Bell-type model. At the base we can see the complex relative to the cover (cf.

1

0
1

0
0

1

a1

a2

b1

b2

1

0
1

0
0

1

a1

a2

b1

b2

Figure 11: Diagram of a (2, 2, 2) Bell-type scenario with O := t0, 1u

Figure 8), and on top of each vertex we added the possible outcomes (0 or 1)
for the corresponding measurement. When necessary, we will refer to these
new vertices added on top as outcome-vertices (as opposed to measurement-
vertices). Given this setting, we can represent a local section of a model at
a context as an edge connecting the outcome-vertices corresponding to the
measurements involved according to the section. As an example, on the
right hand side of Figure 11 we highlighted the section (a1,b1) ÞÑ (0, 0).
We will say that an edge is above a context C, if it represents a local section
at C.

With this idea in mind, we can give the graphical representation of some
of our example models.

Notice that, if we add more "floors" of outcome-vertices to this prism-
shaped diagram, we can model (2, 2, l) scenarios. We will often use this
representation to intuitively analyse empirical models and to give new ex-
amples. Therefore, it is important to understand how the various definitions
translate in diagrammatic terms.

‚ A diagram representing an empirical model has to verify the following
rules

– Each context must have at least one edge above it. This is due to
condition 1. of Definition 1.3.3. For instance, the right hand side
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1

0
1

0
0

1

a1

a2

b1

b2

Figure 12: Diagram of the possi-
bilistic Bell model

1

0
1

0
0

1

a1

a2

b1

b2

Figure 13: Diagram of the Hardy
model

of Figure 11 does not represent an empirical model since three
contexts do not have any edge above them.

– If an outcome-vertex v is touched by an edge above a context C,
then it must be touched by at least one edge above every other
context C 1 involving v. It is easy to see that this is the diagram-
matic equivalent to no-signaling.

1

0
1

0
0

1

a1

a2

b1

b2

Figure 14: This model does not verify no-signaling

For instance, the diagram of Figure 14 does not represent an empirical
model since it fails to verify no-signaling. In fact, we can see that
the outcome-vertex corresponding to b1 ÞÑ 1 is touched by the edge
representing the section (a1,b1) ÞÑ (1, 1) but is not touched by any
edge above the context (a2,b1). This means that the choice of Alice
influences the possibility for Bob to have outcome 1 for measurement
b1. In fact, it is possible for Bob to obtain b1 ÞÑ 1 only if Alice chooses
a1.

‚ A compatible family is represented diagrammatically by a taking a
single edge above each context in such a way that they all touch each
other at outcome-vertices (cf. Figure 15).
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Figure 15: Example of a compatible family on a general scenario

In the case of a scenario whose cover can be represented by a polygo-
nal graph, this corresponds to a loop running above the polygon one
time (and only one!), as shown in Figure 16.

Figure 16: If the cover is a polygon, a compatible family is a loop

We will show with a simple example how we can intuitively prove the
contextuality of an empirical model.

Example 1.4.4. Consider the PR-Box empirical model on a (2, 2, 2) Bell-type
scenario shown in Table 8.

A B (0, 0) (1, 0) (0, 1) (1, 1)

a1 b1 1 0 0 1

a1 b2 1 0 0 1

a2 b1 1 0 0 1

a2 b2 0 1 1 0

Table 8: PR-Box model

We can show that none of its sections are extendable to a compatible
family by simply looking at its diagram. In Figure 17 we highlighted in red
the section (a1,b1) ÞÑ (0, 0). We can clearly see that this section is not a part
of a loop. In fact, if we try to extend by proceeding, say, counterclockwise
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and picking the only compatible edge at each outcome-vertex, we do not
obtain a full loop (cf. black sections on the right panel of Figure 17)

1

0
1

0
0

1

a1

a2

b1

b2

1

0
1

0
0

1

a1

a2

b1

b2

Figure 17: Diagram of the PR-Box model

We can apply the same graphical argument to any other possible section
in the model, and conclude that the PR-box model is strongly contextual. In
this example we can see particularly well the fact that we are not allowed to
travel more than once around the cover.

The PR-Box model is one of the most important examples of strongly
contextual models. It is actually the only strongly contextual model on a
(2, 2, 2) scenario [AB11, Lal13, SM13] (cf. proposition 2.6.4 of [Man13] for a
proof).

1.5 vorob’ev’s theorem
We already mentioned that the compatibility structure of a scenario is

an important factor of the contextuality phenomenon. In this section we
will give more details on this particular subject. We will take inspiration
from a result due to Vorob’ev [Vor62] that – appropriately rephrased to
fit our discussion – determines with precision which measurements covers
admit contextual models defined on them. More specifically, Vorob’ev’s
theorem tells us that a sufficient and necessary condition for the cover to
admit contextual no-signaling models is non-acyclicity. We will follow the
approach proposed in [Bar15] to define this notion.

1.5.1 Acyclicity of measurement covers

We can intuitively think of an acyclic measurement scenario as a cover
which can be constructed inductively by starting with the empty set and
adding a new measurement at a time, in such a way that the new mea-
surement is a member of one and only one context. This intuition can be
captured using the Graham-reduction.

Definition 1.5.1. Let xX,M,Oy be a measurement scenario. Consider the
complex ΣM associated to the cover M. For each context C P M (i.e. each
facet σC of ΣM), we denote by πC the set of vertices of ΣM which belong to
σC and not to any other facet.

πC := tx P V(Σ) | (x P τñ τ Ď σC),@τ P ΣMu
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If πC ‰ H for some C PM, we say that there is a Graham-reduction step from
ΣM to the subcomplex

Σ 1 := ΣM |V(ΣM)zπC
= tσ P ΣM | σX πC =Hu = tσzπC | σ P ΣMu

consituted by all the vertices except the ones in πC. In this case, the Graham-
reduction from ΣM to Σ 1 is denoted by ΣM  Σ 1. The cover M (and the
whole scenario) is said to be acyclic is there is a series of Graham-reduction
steps

ΣM = : Σ0  Σ1  ¨ ¨ ¨ Σn = ∆0.

In Figure 18 we illustrate an example of Grahm reduction in the case of
both a cyclic and acyclic cover. In red it is highlighted the vertex remove at
each step.

     

   6= ∆0

 ∆0

Figure 18: Example of an acyclic (top) and cyclic (bottom) cover.

We finally present Vorob’ev’s theorem.

Theorem 1.5.2 (Vorob’ev). Let xX,M,Oy be a scenario. Any probabilistic empir-
ical model defined on xX,M,Oy is non-contextual if and only if ΣM is acyclic.

Proof. We will only give a formal proof for the backward direction. Suppose
ΣM is acyclic. If ΣM = t˚u, then any model defined on M is clearly noncon-
textual since we only have one measurement available. We then proceed by
induction on a Grahm reduction. Suppose ΣM can be Grahm-reducted via
the following steps

ΣM = : Σ0  Σ1  ¨ ¨ ¨ Σn = ∆0,

we will show that if every model is non-contextual on the cover represented
by Σi than the same statement is true for Σi´1. Suppose Σi only admits
non-contextual models and let C be the context of Σi whose vertices got
removed in the Grahm-reduction process. Recall that probabilistic empirical
models are compatible families for the presheaf DRE, and they are non-
contextual if and only if there exists a global sections that marginalises to
the model. Let teσ P DRE(σ)uσPΣi´1 be an empirical model (to be precise,
the empirical model is defined only on the maximal faces, which correspond
to contexts, but this description is equivalent). Then, restricting the model
to the simplices in Σi, we obtain a compatible family teσ 1 P DRE(σ

1)uσ 1PΣi .
By inductive hypothesis, there exists a global section g P DRE(XzπC) such
that g |σ 1= eσ 1 for all σ 1 P Σi.

Note that g |CzπC= eC |CzπC , i.e. eC P DRE(C) and g P DRE(XzπC) agree
on their restriction to C X (XzπC) = CzπC. This allows us to define the
following distribution on E(CY (XzπC)) = E(X): for each v P E(X),

d(v) :=

$

’

&

’

%

eC(v|C)¨g
(
v|XzπC

)

eC|CzπC

(
v|CzπC

) =
eC(v|C)¨g

(
v|XzπC

)

g|CzπC

(
v|CzπC

) if eC |CzπC
(
v |CzπC

)
‰ 0

0 otherwise.
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We leave to the reader the verification of the fact that d is indeed a dis-
tribution on E(X) (cf. [Bar15, Proposition VI.15] for deeper insights). This
distribution has the following property

d |C= eC and d |XzπC= g,

in fact, if v P C, we have

d |C (v) =
eC (v) ¨ g

(
v |XzπC

)

g |CzπC

(
v |CzπC

) =
eC (v) ¨ g

(
(v |C) |XzπC

)

g |CzπC

(
v |CzπC

)

=
eC (v) ¨ g

(
v |CzπC

)

g |CzπC

(
v |CzπC

) =
eC (v) ¨ g |CzπC

(
v |CzπC

)

g |CzπC

(
v |CzπC

) = eC(v).

and if v is in XzπC, then

d |XzπC (v) =
eC (v |C) ¨ g (v)

eC |CzπC

(
v |CzπC

) =
eC

((
v |XzπC

)
|C

)
¨ g (v)

eC |CzπC (v)

=
eC

(
v |CzπC

)
¨ g (v)

eC |CzπC (v)
=
eC |CzπC

(
v |CzπC

)
¨ g (v)

eC |CzπC (v)
= g(v).

This means that d is a global section for the original model on Σi. In fact,
each σ P Σi is either in Σi´1 or contained in C. In the first case we have

d |σ= d |XzπC |σ= g |σ= eσ,

and in the second
d |σ= d |C|σ= eC |σ= eσ.

By induction, we conclude that if the cover is acyclic, then it is impossible
to define a contextual model on it.

Notice that the hierarchy of contextuality established in (1.6) implies that
acyclicity of the cover implies also the impossibility to define possibilistic or
strongly contextual models on the cover.



2 A L L V S N OT H I N G A R G U M E N T S

In this Chapter, we will introduce All vs Nothing arguments as proofs of
the contextuality of empirical models. We will start by a simple scenario,
and we will then generalise it mathematically taking full advantage of the
theory of stabilisers and their connection with quantum physics.

2.1 introduction
In the previous Chapter we have seen a first method to detect contextual-

ity using the logical implications induced by an empirical model. In [AB11],
a more algebraic method is presented. We now want to focus our atten-
tion on a recently developed criterion that involves All vs Nothing arguments
(AvN in short). The motivating example is Mermin’s proof of the strong
contextuality of the GHZ model [Mer90]. We already introduced a partial
table for this model in Example 1.2.4, Table 4. We can summarize Mermin’s
argument by only considering this partial table. Since each observable in-
volved has eigenvalues either ´1 or +1, and the result of joint measurement
of three observables must be the product of the eigenvalues corresponding
to their outcomes, Table 4 yields the following equations

X1 ¨X2 ¨X3 = ´1

X1 ¨ Y2 ¨ Y3 = 1

Y1 ¨X2 ¨ Y3 = 1

Y1 ¨ Y2 ¨X3 = 1,

(2.1)

where A denotes the eigenvalue observed after performing measurement
A P tX, Yu. If we multiply the left hand side of (2.1), we obtain 1 (since every
variable occurs twice), whereas the right hand side gives ´1 (this motivates
the term All vs Nothing). Thus system (2.1) is inconsistent. Therefore, we
can conclude that the model is strongly contextual, since we cannot find
any global assignment of outcomes to observables consistent with the local
ones.

Motivated by this example, we can generalize this argument to a much
larger class of states. Let us introduce the basic mathematical setting. We
refer to Section 10.5 of [NC11] for some of the following definitions.

Definition 2.1.1. The Pauli n-group Pn is the group whose elements are n-
tuples (Ai)i=1n of Pauli operators (i.e. Ai P tXi, Yi,Zi, Iiu), with global
phase contained in t˘1,˘iu. The multiplication is componentwise matrix
multiplication, and the unit is (Ii)

n
i=1.

The group Pn acts on Cn as follows

Pn ˆCn −Ñ Cn

((Ai)
n
i=1, |ψy) Þ−Ñ (Ai)

n
i=1 ‚ |ψy :=

(
śn
i=1Ai

)
|ψy

21
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This is indeed an action since
(
śn
i=1 Ii

)
|ψy = I|ψy = |ψy, and for each

A := (Ai)
n
i=1, B := (Bi)

n
i=1 in Pn,

A ‚ (B ‚ |ψy) = A ‚

(
n
ź

i=1

Bi

)
|ψy =

(
n
ź

i=1

Ai ¨Bi

)
|ψy = (A ¨B) ‚ |ψy.

Definition 2.1.2. let S ď Pn be a subgroup of Pn. The stabilizer of S is
defined as the sub-vector space

VS := t|ψy P Cn | A ‚ |ψy @A P Su

It is easy to see that VS is a sub-vector space of Cn, in fact we have 0 P VS
and, given |φy, |ψy P VS and λ,µ P C, we have

A ‚ (λ|φy+ µ|ψy) = λA ‚ |φy+ µA ‚ |ψy = λ|φy+ µ|ψy.

The following lemma gives a simple characterization of the stabilizers.

Lemma 2.1.3. For any subgroup S of the Pauli n- group, we have

VS =
č

APS

VtAu.

Proof.

|ψy P VS ô A ‚ |ψy = |ψy @A P Sô |ψy P VtAu @A P S

ô |ψy P
č

APS

VtAu.

Let us recall the notions of Galois connection and Galois correspondence

Definition 2.1.4. Let A and B be posets. An antitone Galois connection be-
tween A and B is a pair of order reversing maps f : A Ñ B, g : B Ñ A such
that a ď g(f(a)) for all a P A, and b ď f(g(b)) for all b P B. We say that
the connection is an antitone Galois correspondence if a = g(f(a)) for all a P A,
and b = f(g(b)) for all b P B.

Let SG(P) be the set of all subgroups of the Pauli n-group, the definition
of stablizer gives us the following bijection

F : SG(P) −Ñ tVS | S P SG(Pn)u :: S Þ−Ñ VS.

We can think of SG(P) and tVS | S P SG(Pn)u as posets with order induced
by inclusion. We can then formulate the following result.

Proposition 2.1.5. The maps F and G := F´1 form an antitone Galois correspon-
dence between (SG(P),Ď) and (tVS | S P SG(Pn)u,Ď) .

Proof. Since an antitone Galois correspondence is essentially a pair of order
reversing maps that are inverse of each other, and we already know that
G = F´1, all we need to check is that F is order-reversing (then its inverse
G will also automatically be order-reversing). This is easily proved using
Lemma 2.1.3 (and we can see it clearly even without it), in fact suppose
S Ď T in SG(P), then

VT
(2.1.3)
=

č

APT

VtAu Ď
č

APS

VtAu
(2.1.3)
= VS.

In the Appendix, Section 6.1, we give some more details on the matter. In
particular we show how this Galois correspondence is induced by a Galois
connection between SG(P) and SS(Cn), the set of all sub-vector spaces of
Cn.
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2.1.1 AvN arguments for subgroups of Pn

We will now generalize Mermin’s argument. Let us start by considering
a general observable A. Recall the formula for the expected value of A on a
state |ψy in quantum mechanics

xAyψ := xψ|A|ψy.

Note that we must have

xψ|A|ψy = 1ô A|ψy = |ψy. (2.2)

Suppose A is a dichotomic observable with eigenvalues ˘1 (like for instance
an observable in P1). As reported in [ABK+

15], we can relabel +1,´1,ˆ as
0, 1,‘ respectively. Since eigenvalues of a joint measurement A1 b A2 b
¨ ¨ ¨ bAn are the products of the eigenvalues of the measurements at each
part of the system, they are also ˘1. Therefore, joint measurements remain
dichotomic and can only distinguish joint outcomes up to parity. This means
that if A is dichotomic and |ψy is stabilised by A, due to (2.2), the support
of the distribution on joint outcomes obtained by measuring A on |ψy must
contain only outcomes of even parity (whereas if ´A stabilises |ψy, then it
will contain only outcomes of odd parity).

Let us now bring back Pn in the discussion and suppose A = (Ai)
n
i=1 P

Pn. The argument above tells us that if A stabilises |ψy then the following
equation must hold

n
à

i=1

xi = 0,

where we have associated the variable xi to Ai (as its outcome). On the
other hand, if ´A stabilises |ψy, we must have

n
à

i=1

xi = 1.

Now, consider a subgroup S of Pn and let |ψy P VS. Since every A P S

stabilises |ψy, we can associate to each A P S an equation similar to the
ones above. We thus obtain a system of |S| equations. Inspired by Mermin’s
argument we formulate the following definition

Definition 2.1.6. We say that a subgroup S of Pn gives rise to an All vs Nothing
argument (AvN) for a state |ψy in VS if the associated system of equations is
inconsistent (thus showing the strong contextuality of the empirical model
obtained by selecting the elements of S as measurement contexts).

Let us give an example.

Example 2.1.7 (Cluster States). The cluster states are fundamental resources
in measurement-based quantum computation. We define the 4-qubit 1-
dimensional cluster state as the state stabilised by the subgroup S of P4
generated by te, f,g,hu, where

e := (X1,Z2, I3, I4), f := (Z1,X2,Z3, I4),

g := (I1,Z2,X3,Z4), h := (I1, I2,Z3,X4)
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We claim that S gives rise to an AvN argument for every state in VS. To
show this, let |ψy be a state in VS. Since e, f,g,h stabilise |ψy, the following
equations must hold

x1 ‘ z2 ‘ i3 ‘ i4 = 0

z1 ‘ x2 ‘ z3 ‘ i4 = 0

i1 ‘ z2 ‘ x3 ‘ z4 = 0

i1 ‘ i2 ‘ z3 ‘ x4 = 0

(2.3)

Let us compute

e ¨ f ¨ g ¨ h = (X1Z1,Z2X2Z2,Z3X3Z3,Z4X4) = (´iY1,´X2,´X3,´iY4)

= ´(Y1,X2,X3, Y4)

This element is member of S, thus it also stabilises |ψy, yielding the addi-
tional equation

y1 ‘ x2 ‘ x3 ‘ y4 = 1 (2.4)

The system of equations obtained by adding (2.4) to (2.3) is inconsistent, in
fact summing on the left hand side we obtain 0 (since every variable appears
twice), while the right hand side gives 1. Therefore, S gives rise to an AvN
argument for |ψy.

2.1.2 AvN triples

Now that we have defined AvN arguments more rigorously , we are inter-
ested in characterizing them. We introduce here the concept of AvN triple,
which will give us a sufficient condition for a subgroup S of Pn to give rise
to an AvN argument.

Definition 2.1.8. An AvN triple in Pn is a triple xe, f,gy elements of Pn with
global phases +1, which pairwise commute, and which satisfy the following
conditions:

1. For each i = 1, . . . ,n, at least two of ei, fi,gi are equal.

2. The number of i such that ei = gi ‰ fi, all distinct from I, is odd.

Example 2.1.9. Consider again Mermin’s original setting. The triple

xe := (X1, Y2, Y3), f := (Y1,X2, Y3),g := (Y1, Y2,X3)y

used to prove the strong contextuality of the system is clearly an AvN triple.
In fact, it clearly satisfies the conditions of Definition 2.1.8, and the elements
involved pairwise commute since e ¨ f = (iZ1,´iZ2, I3) = (Z1,Z2, I3) =

(´iZ1, iZ2, I3) = f ¨ e (and similarly for the others).

The following Theorem (Theorem 4.2 in [ABK+
15]) tells us that if a sub-

group S is generated by anAvN triple, then it gives rise to an AvN argument.
We give here an alternative proof of the result, which shows rather clearly
how each of the properties of AvN triples plays a crucial role.

Theorem 2.1.10. Let S be the subgroup of Pn generated by an AvN triple, and VS
the subspace stabilised by S. For every state |ψy in VS, the empirical model realised
by |ψy under the Pauli measurements admits an All vs Nothing argument.
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Proof. Let xe, f,gy be the AvN triple generating S and |ψy a state in VS. Since
e stabilises |ψy, by (2.2) we know that xey|ψy = 1, which implies

1 = xey|ψy = xψ|
n
ź

i=1

ei|ψy =
n
ź

i=1

eixψ|ψy =
n
ź

i=1

ei

where ei denotes the eigenvalue for the measurement of the i-th component
of e. We can apply the same reasoning to f and g and obtain altogether the
following three equations

n
ź

i=1

ei = 1;
n
ź

i=1

fi = 1;
n
ź

i=1

gi = 1 (2.5)

(note that these equations correspond to 0 =
À

i ei =
À

i fi =
À

i gi if we
interpret t´1,+1,ˆu „ t1, 0,‘u).

The first condition of Definition 2.1.8 tells us that, for all i,

eifigi =

$

’

&

’

%

ei if fi = gi
´fi if ei = gi ‰ fi
gi if ei = fi

(2.6)

Let us now consider the eigenvalues of these observables. Since they are
either ´1 or +1, by (2.6) we have

eifigi =

#

ei ¨ fi ¨ gi if fi = gi or ei = fi
´ei ¨ fi ¨ gi if ei = gi ‰ fi.

Therefore
n
ź

i=1

eifigi = (´1)|ti:ei=gi‰fiu| ¨
n
ź

i=1

ei ¨ fi ¨ gi
(2.5)
= (´1)|ti:ei=gi‰fiu|

By the second condition of Definition 2.1.8, we know that |ti : ei = gi ‰ fiu|
is odd. Thus we obtain

n
ź

i=1

eifigi = ´1 (2.7)

On the other hand, since e ¨ f ¨ g is in S, it stabilises |ψy, thus we must have

n
ź

i=1

eifigi = 1 (2.8)

Clearly equations (2.7) and (2.8) are inconsistent. Thus S gives rise to an
AvN argument for |ψy. (notice that, under theinterpretation t´1,+1,ˆu „
t1, 0,‘u, equations (2.7) and (2.8) can be written as 0 =

À

i eifigi = 1, which
is an evident contradiction).

It has recently been advanced the hypothesis that the existence of an AvN
triple is not only a sufficient but also necessary condition for a model to
admit an AvN argument.

Conjecture 2.1.11. The presence of an AvN triple in a stabiliser subgroup S is a
necessary as well as sufficient condition for S to admit an AvN argument.

In the following section we will consider some computational aspects that
could help us prove this conjecture. We aim to develop this viewpoint in
future work.



2.2 finding avn triples 26

2.2 finding avn triples
The main goal of this section is to introduce an algorithm capable of count-

ing all AvN triples contained in Pn. To address this problem, we will have
to convert the conditions of the definition of an AvN triple in a way that is
understandable by computers. We start by applying a very useful way of
representing an element of Pn, i.e. its associated check vector (cf. [NC11, Sec-
tion 10.5]).

Definition 2.2.1. To each element e := (ei)
n
i=1 P Pn, we associate its check

vector, a 2n-vector

r(e) := (x1, . . . , xn, z1, . . . , zn) P Z2n2

whose entries are defined as follows

(xi, zi) =

$

’

’

’

’

&

’

’

’

’

%

(0, 0) if ei = I
(1, 0) if ei = X
(1, 1) if ei = Y
(0, 1) if ei = Z

We can see that every check vector r(e) completely determines e up to
phase (i.e. r(e) = r(αe) for all α P t˘1,˘iu).

For a finitely generated subgroup S := xg1, . . . ,gly of Pn, we say that its
generators g1, . . . ,gl are independent if removing any generator gi makes the
group generated smaller. Since we are interested in counting AvN triples,
we want to impose the condition that the triples are indeed constituted of
independent elements of Pn. We would also like to have a computable way
to check whether three elements of Pn are independent. To address this
problem, notice that we can associate to each finitely generated subgroup S
of Pn a check matrix C(S) composed of all the check vectors of the genera-
tors. We have the following proposition (the proof is adapted from [NC11],
Proposition 10.3).

Proposition 2.2.2. Let S = xg1, . . . ,gly be a finitely generated subgroup of Pn
such that VS is not trivial. Then the generators g1, . . . ,gl are independent if and
only if the rows of C(S) are linearly independent (i.e. C(S) has full rank).

Proof. First of all, consider a general element e P Pn and its check vector
r(e) = (x1, . . . , xn, z1, . . . zn). Notice that if we ignore phase, we can write
ei = X

xiZzi . Thus, since X2 = Z2 = I and X, Z commute up to a phase factor,
we can see that for each e, f P Pn we have r(ef) = r(e)‘ r(f) (i.e. addition
of check vectors corresponds to multiplication in S, up to phase). Suppose
the rows of C(S) are linearly dependent, then there exist tλ1, . . . λlu with at
least one λj ‰ 0, such that

À

i λir(gi) = 0. By the discussion above, this is
true if and only if

ś

i g
λi
i = I up to a phase still to determine. In [NC11],

it is proven that VS ‰ 0 ô ´I R S. Thus by hypothesis we know that
´I R S and hence the phase must be 1. Thus the last condition corresponds
to gj = g´1j =

ś

i‰j g
λi
i and therefore g1, . . . ,gl are not independent.

This proposition gives us a fast way of checking whether the elements of
an AvN triple are independent (it is sufficient to show that the rank of the
check matrix is 3).

Another important result, on the other hand, gives us a computable way
of checking whether two group elements commute (this is Exercise 10.33

in [NC11]).
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Proposition 2.2.3. Let g,g 1 P Pn with global phase 1. Then

gg 1 = g 1gô r(g)Λr(g 1)T = 0,

where Λ =

(
0 I

I 0

)
.

Proof. For each i, gi either commutes or anticommutes with g 1i. Let

m := |ti : gig
1
i = ´g

1
igiu|,

then gg 1 = (´1)mg 1g, which implies that g and g 1 commute if and only ifm
is even. We can show that gi and g 1i anticommute if and only if xiz 1i‘ zix

1
i =

1, where r(g) = (x1, . . . , xn, z1, . . . , zn) and r(g 1) = (x 11, . . . , x 1n, z 11, . . . , z 1n).
Therefore,

gg 1 = g 1gô m is even ô

n
à

i=1

xiz
1
i + zix

1
i = 0ô r(g)Λr(g)T = 0.

Notice that we can also translate condition 1. of Definition 2.1.8 in terms
of check vectors of the elements e, f,g that constitute the triple. Let S be
generated by an AvN triple xe, f,gy. Then Condition 1. can be characterized
as follows: For all j = 1, . . . ,n, consider the columns C(S)j and C(S)n+j.
These two column must be equal for at least two row indices. More explicitly

Di,k P t1, 2, 3u s.t.

#

C(S)i,j = C(S)k,j

C(S)i,n+j = C(S)k,n+j
(2.9)

This allows us to create an algorithm to count and find how many AvN
triples there are for an arbitrary n. In the following section, we have pro-
vided an example using Mathematica.

2.2.1 Identifying AvN triples with Mathematica

We finally provide here the algorithm designed to identify AvN triples.
The construction takes full advantage of the general theory developed in
the last section. It will allow us to determine all the AvN triples contained
in Pn for a small enough n.

We choose an n and start by generating all possible 2nˆ 3 matrices.

triples= Tuples[{1,0}, {3, 2*n}];

Our idea is to implement functions for each of the conditions we need to
check, and finally select the matrices in triples satisfying all the conditions.
We start with the condition that the matrix has to have rank 3:

condition1[x_] :=

If[MatrixRank[x] == 3, Return[True], Return[False]];

Then we implement the fact that we want at least two of ei, fi,gi to be equal.
This is slightly more complicated and we use two distinct functions to do
it. The first function, cond2 checks whether the condition is satisfied for a
single column of a matrix (according to (2.9)) . The function condition2

gives us the full characterization of the condition.
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cond2[x_,j_]:=

If[{x[[1]][[j]], x[[1]][[n + j]]} != {x[[2]][[j]], x[[2]][[n + j]]}

&& {x[[1]][[j]], x[[1]][[n + j]]} != {x[[3]][[j]], x[[3]][[n + j]]}

&& {x[[2]][[j]], x[[2]][[n + j]]} != {x[[3]][[j]], x[[3]][[n + j]]},

Return[False], Return[True]];

The function condition2 gives us the full characterization of the condition.

condition2[x_]:=Module[{k},k=0;

(For[i = 1, i <= n, i++,

If[!cond2[x, i], k++] ]; If[k>0, Return[False],

Return[True]])];

The third condition we need to check is the fact that the number of cases
where ei = gi ‰ fi and they are all different from I is odd.

condition3[x_] := Module[{k}, k = 0;

(For[i = 1, i <= n, i++,

If[x[[All, i]][[1]] == x[[All, i]][[3]]

&& x[[All, n + i]][[1]] == x[[All, n + i]][[3]]

&& (x[[All, i]][[1]] != x[[All, i]][[2]] ||

x[[All, n + i]][[1]] != x[[All, n + i]][[2]])

&& !((x[[All, i]][[1]] == 0 && x[[All, n + i]][[1]] == 0)

|| (x[[All, i]][[2]] == 0 &&x[[All, n + i]][[2]] == 0)),

k++]];

If[Mod[k, 2] == 1, Return[True], Return[False]])];

Finally, the last condition we need to check is pairwise commutativity. Thanks
to Propostion 2.2.3, we can define the matrix Λ as lambdan and implement
the characterizing function as follows.

condition4[x_] := If[x[[1]].lambdan.x[[2]] == 0

&& x[[1]].lambdan.x[[3]] == 0

&& x[[2]].lambdan.x[[3]] == 0, Return[True],

Return[False]];

Now that we have everything we need, we can define the function that
checks whether a triple in triples is an AvN triple.

avntriple[x_] := If[condition1[x] && condition2[x] && condition3[x]

&& condition4[x], Return[True], Return[False]];

Finally, we can use this function to select all the AvN triples out of triples
as follows

avn = Select[triples, avntriple];

The variable avn stores all the AvN triples in Pn. We have to keep in
mind that the algorithm does not take into account the order in which the
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elements of a triple are taken. This means that AvN triples xe, f,gy and
xf, e,gy, for instance, are counted as two different entities. Thus, if we want
to count how many AvN triples there are in Pn we have to divide the vari-
able Length[avn] by 3! = 6. Using this method we find out, for example,
that we have 1296˜ 6 = 216 AvN triples in P3 and 114048˜ 6 = 19008 AvN
triples in P4. To give an idea of the magnitude of these numbers, we can
observe that the total number of triples composed of random elements of
Pn is 23¨2n. Thus the percentage of AvN triples among random triples in P3
is approximately 0.54%, whereas for n = 4 we have approximately 0.68%.

More importantly, by Theorem 2.1.10, this algorithm gives us an enor-
mous number of examples of strongly contextual quantum states similar to
the Cluster States we saw in Example 2.1.7 (so far, we only had rather a few
concrete examples of such states). We list some of them in the following
example.

Example 2.2.4. As mentioned before, the program implemented in Mathe-
matica gives us 216 distinct quantum states stabilised by AvN triples in P3
(thus strongly contextual). We list here two randomly chosen such examples
(it is sufficient to run the code to find them all).

‚ Consider the state stabilised by the subgroup S of P3 generated by
te, f,gu, where

e := (Y1, Y2, Y3),

f := (Y1,X2, Y3),

g := (Y1,X2,X3).

It is easy to verify that S gives rise to an AvN argument for every state
in VS. In fact, suppose |ψy is a state in VS. Since e, f,g stabilise |ψy,
the following equations must hold

y1 ‘ y2 ‘ y3 = 0

y1 ‘ x2 ‘ y3 = 0

y1 ‘ x2 ‘ x3 = 0

(2.10)

We compute

e ¨ f ¨ g = (Y1Y1Y1, Y2X2Y2, Y3X3X3) = (Y1,´X2, Y3)

= ´(Y1,X2, Y3).

This element is in S, thus it also stabilises |ψy, yielding the equation

y1 ‘ x2 ‘ y3 = 1. (2.11)

The system of equations obtained by attaching (2.11) to (2.10) is incon-
sistent. In fact, summing on the left hand side gives 0 (every variable
appears twice), and summing on the right hand side gives 1.

‚ Consider the state stabilised by the subgroup S of P3 generated by
te, f,gu, where

e := (Y1,X2,Z3),

f := (X1,Z2,Z3),

g := (X1,X2, Y3).
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Once again, we compute

e ¨ f ¨ g = (Y1X1X1,X2Z2X2,Z3Z3Y3) = (Y1,´Z2, Y3)

= ´(Y1,Z2, Y3),

and we obtain the following system of equations

y1 ‘ x2 ‘ z3 = 0

x1 ‘ z2 ‘ z3 = 0

x1 ‘ x2 ‘ y3 = 0

y1 ‘ z2 ‘ y3 = 1,

which is inconsistent (summing on the left gives 0 since every variable
appears twice, and summing on the right gives 1).

The algorithm detects 19008 distinct quantum states stabilised by AvN
triples in P4. Once again, we randomly chose two of them to give a concrete
example.

‚ Consider the state stabilised by the subgroup S of P4 generated by
te, f,gu, where

e := (X1,Z2, Y3, I4),

f := (Y1,X2, Y3, I4),

g := (X1,X2,X3, Y4).

Suppose |ψy is a state in VS. Since e, f,g stabilise |ψy, the following
equations must hold

x1 ‘ z2 ‘ y3 ‘ i4 = 0

y1 ‘ x2 ‘ y3 ‘ i4 = 0

x1 ‘ x2 ‘ x3 ‘ y4 = 0

(2.12)

We compute

e ¨ f ¨ g = (X1Y1X1,Z2X2X2, Y3Y3X3, I4I4Y4) = (´Y1,Z2,X3, Y4)

= ´(Y1,Z2,X3, Y4).

This element is in S, thus it also stabilises |ψy, yielding the equation

y1 ‘ z2 ‘ x3 ‘ y4 = 1. (2.13)

The system of equations obtained by attaching (2.13) to (2.12) is incon-
sistent. In fact, summing on the left hand side gives 0 (every variable
appears twice), and summing on the right hand side gives 1.

‚ Consider the state stabilised by the subgroup S of P4 generated by
te, f,gu, where

e := (X1, I2,X3,Z4),

f := (Z1, I2,X3,X4),

g := (X1, Y2, Y3,X4).

Once again, we compute

e ¨ f ¨ g = (X1Z1X1, I2I2Y2,X3X3Y3,Z4X4X4) = (´Z1, Y2, Y3,Z4)

= ´(Z1, Y2, Y3,Z4),
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and we obtain the following system of equations

x1 ‘ i2 ‘ x3 ‘ z4 = 0

z1 ‘ i2 ‘ x3 ‘ x4 = 0

x1 ‘ y2 ‘ y3 ‘ x4 = 0

z1 ‘ y2 ‘ y3 ‘ z4 = 1,

which is inconsistent (summing on the left gives 0 since every variable
appears twice, and summing on the right gives 1).

2.3 discussion
Following the guidelines of [ABK+

15], we introduced All vs Nothing ar-
guments in a formal mathematical way that successfully generalises the one
used by Mermin in his first proof of the contextuality of the GHZ model.
This abstraction has allowed us to define a sufficient condition for the exis-
tence of AvN arguments for quantum states (cf. Theorem 2.1.10).

‚ It remains unanswered the question of whether this condition is also
necessary (AvN conjecture 2.1.11)

However, with the ultimate goal of proving this conjecture, we took full
advantage of the general theory of stabilisers and their relations to quantum
physics to develop an algorithm that finds all AvN triples contained in the
Pauli n-group for a sufficiently small n. This result gives us a large number
of previously unknown examples of strongly contextual quantum-realisable
models and it brings us one step closer to intuitively understand whether
the conjecture is true or not. We would also like to mention that we worked
on a general formula to count AvN triples for a general n. The final result
we obtained is that the number of AvN triples contained in Pn is given by
the number of partitions of n into natural numbers r0,1,2, s0,1,2, t0,1,2,q such
that

$

’

&

’

%

ř

i ri +
ř

i si +
ř

i ti + q = n

r0 + s0 + t0 ” 1 (mod 2)

r[i]3 + s[i+1]3 = s[i]3 + r[i+1]3 , @i = 0, 1, 2,

where [i]3 denotes the class of i in Z3. However, since we believe this for-
mula can be strongly implemented, and due to time constraints, we decided
not to introduce it in our thesis. We will hopefully give a more definite result
in future work.
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In this chapter we will present another approach to detect contextuality
of empirical models via methods of algebraic topology.

3.1 čhech cohomology

Let us start by introducing the Čech cohomology associated to the support
of a probabilistic empirical model.

Let X be a topological space, M an open cover of X and F : Open(X)op Ñ
Ab a presheaf of abelian groups on X. In accordance with the definitions of
Chapter 1 we are particularly interested in the case where X is a finite dis-
crete set, M is a measurement cover and F is the subpresheaf associated to
an empirical model, somehow modified to make it a subpresheaf of abelian
groups (cf. Section 3.2.2).

Definition 3.1.1. A q-simplex of the nerve of M is a tuple σ = (C0, . . . ,Cq) of
elements of M such that

|σ| :=

q
č

i=0

Ci ‰ H.

We also define the set N(M)q of q-simplices.

Let σ := (C0, . . . ,Cq+1). For all 0 ď j ď q we can define the maps
Bj : N(M)q+1 Ñ N(M)q given by the expression

Bj(σ) := (C0, . . . ,Cj´1, Ĉj,Cj+1, . . . ,Cq+1).

Definition 3.1.2. The augmented Čech cochain complex is defined as the se-
quence

0
0−−Ñ C0(M,F) δ0−−Ñ C1(M,F) δ1−−Ñ . . . ,

where

‚ for each q ě 0,
Cq(M,F) :=

à

σPN(M)q
F(|σ|)

is the abelian group of q-cochains. We can see its elements as sequences
(ω(σ))σPN(M)q , where ω : N(M)q Ñ

À

σPN(M)q is such that ω(σ) P

F(|σ|) for all σ P N(M)q.

‚ for each q ě 0, the q-th coboundary map δq : Cq(M,F) Ñ Cq+1(M,F)
is defined as

δq(ω)(σ) :=

q+1
ÿ

j=0

(´1)jρ
|Bj(σ)|

|σ|
(ω(Bjσ)),

where ρU
1

U :: s ÞÑ s |U 1 denotes F(U Ď U 1).

A straightforward calculation shows the following proposition.

32
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Proposition 3.1.3. For each q, δq+1 ˝ δq = 0.

Thus the object of the definition is indeed a cochain complex.
We define cohomology in analogy with the classical case: we start by

defining q-cocycles and q-coboundaries as

Zq(M,F) := ker(δq)

Bq(M,F) := im(δq´1).

Since δ ˝ δ = 0, we have that Bq(M,F) is a (normal) subgroup of Zq(M,F),
thus we can formulate the following definition

Definition 3.1.4. We define the q-th Čech cohomology group as

Ȟq(M,F) := Zq(M,F)
/
Bq(M,F)

Remark 3.1.5. Since the first map of the Čech complex is the 0 map, we have
B0(M,F) = 0, thus Ȟ0(M,F) – Z0(M,F).

Definition 3.1.6. Let M := tCiuiPI be an open cover. A compatible family
with respect to M is a family tri P F(Ci)uiPI such that, for all i, j,

ri |CiXCj= rj |CiXCj .

Proposition 3.1.7. Compatible families correspond bijectively to elements of Ȟ0(M,F).

Proof. By Remark 3.1.5, we know that Ȟ0(M,F) – Z0(M,F). To every ω P

C0(M,F) we can associate the family

tω(Ci) P F(Ci)uiPI.

This clearly defines a bijection (with inverse triuiPI ÞÑ σ, where σ is defined
as σ(Ci) := ri). We have

ri |CiXCj= rj |CiXCj ô ρ
Ci
CiXCj

(ω(Ci)) = ρ
Cj
CiXCj

(ω(Cj))

ô ρ
Cj
CiXCj

(ω(Cj))´ ρ
Ci
CiXCj

(ω(Ci)) = 0

ô

1
ÿ

k=0

(´1)kρ
|Bkσ|

|σ|
(ω(Bkσ)) = 0, @σ = (Ci,Cj) P N(M)2

ô δ0(ω) = 0ô ω P Z0(M,F) – Ȟ0(M,F).

Remark 3.1.8. Note that the bijection here is valid only if we assume that the
cover M is connected, meaning that, given two contexts C and C 1 in M, there
always exists a sequence of contexts

C = C0,C1, . . . ,Cn = C 1,

such that CiXCi+1 ‰ H for all i. In fact, there is no condition that requires
compatibility over restrictions to the empty context. This will not cause any
problem in our study, since we are only interested in the cases where the
cover is connected (since we can always study the connected components of
every scenario). For this reason, from now on we will always suppose our
cover to be connected (cf. [ABK+

15] for deeper insights).
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3.2 relative sheaf cohomology
We will also need to define the relative cohomology of F with respect to

an open subset U Ď X. This is due to the fact that our goal is to understand
whether we can find a global section that extends a compatible family. To
do this let U Ď X be an open subset, we will define two other presheafs
related to F with respect to U. The first one is the following

F |U: Open(X)op −Ñ Ab
V Þ−Ñ F(UX V)

V Ď V 1 Þ−Ñ ρ̃V
1

V := ρUXV
1

UXV .

The relation with F is given by the following morphism of sheaves (i.e. a
natural transformation) pU : F ñ F |U, where for any open V Ď X, we have

pUV : F(V) Þ−Ñ F |U (V) :: r ÞÑ r |UXV .

Notice that this is indeed a natural transformation, in fact we can see that
the following diagram commutes (where we have highlighted in blue the
diagram chase, starting from the circled element and ending at the top right
one).

F(V) F |U (V)

ρWV (r) ρWUXV (r)

F(W) F |U (W)

r© ρWUXW(r)

pU
V

ρW
V

pU
W

ρ̃W
V

The diagram commutes since the top right element of the diagram chase
gives ρVUXV ˝ρ

W
V (r) = ρWUXV (r) coming from the left and ρUXWUXV ˝ρ

W
UXW(r) =

ρWUXV (r) coming from below.
We can now define the second presheaf as follows

FŨ : Open(X)op −Ñ Ab :: V Þ−Ñ ker(pV ).

Thanks to these presheaves, we have the following exact sequence of
presheaves

0
0

==ñ FŨ
incl.
===ñ F

pU

====ñ F |U (3.1)

Definition 3.2.1. The relative cohomology of F with respect to U is defined to
be the cohomology of the presheaf FŨ.

3.2.1 Cohomological obstructions

After having introduced the general setting, we focus now on the particu-
lar case where X is a finite, discrete measurement set, O is an outcome set, M
is a measurement cover, and F is the subpresheaf associated to a possibilis-
tic empirical model on xX,M,Oy according to Definition 1.3.3, where some
modification has to be done in order to make it a subpresheaf of abelian
groups (in [AMSB12] this is done linearly by taking free groups generated
by sets. We will discuss this in the next section).
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Let us consider the correstriction

δ̃0 := δ0 |Z
1(M,F): C0(M,F) −Ñ Z1(M,F).

This map has kernel Z0(M,F) – Ȟ0(M,F) and cokernel

Z1(M,F)/B1(M,F) – Ȟ1(M,F).

Thus we have an exact sequence

Ȟ0(M,F) – Z0(M,F) incl.−−−Ñ C0(M,F) δ̃
0

−Ñ Z1(M,F) quot.−−−−Ñ Ȟ1(M,F).

Consider again the exact sequence (3.1). For each C P M, it yields an exact
sequence on objects

0
0−−−Ñ FŨ(C) := ker(p

U
C)

incl.C−−−−Ñ F(C)
pUC−−−−Ñ F |U (C) := F(UXC)

We can sum these morphisms for every C P M and "lift" exactness to the
chain level:

0
0−−−Ñ C0(M,FŨ)

À

CPM incl.C−−−−−−−−−Ñ C0(M,F)
À

CPM p
U
C−−−−−−−−−Ñ C0(M,F |U) (3.2)

Notice that, since F is associated to an empirical model, it is flasque beneath
the cover, meaning that pUC is surjective for all C P M. Thus

À

CPM pUC is
also surjective. Thus (3.2) is in fact a short exact sequence

0 −Ñ C0(M,FŨ) −Ñ C0(M,F) −Ñ C0(M,F |U) −Ñ 0

Summarizing the situation, we have

0 C0(M,FŨ) C0(M,F) C0(M,F |U) 0

0 Z1(M,FŨ) Z1(M,F) Z1(M,F |U)

δ̃0 δ̃0 δ̃0

We can therefore apply the snake lemma (cf. [Wei94, Lemma 1.3.2]) to
obtain the connecting morphism γ : Ȟ0(M,F |U)Ñ Ȟ1(M,FŨ) as part of a
long exact sequence as follows

Ȟ0(M,FŨ) Ȟ0(M,F) Ȟ0(M,F |U)

0 C0(M,FŨ) C0(M,F) C0(M,F |U) 0

0 Z1(M,FŨ) Z1(M,F) Z1(M,F |U)

Ȟ1(M,FŨ) Ȟ1(M,F) Ȟ1(M,F |U)

γ

(3.3)
Now, suppose U is an element C0 PM
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Lemma 3.2.2. If C0 is a fixed element of M,

Ȟ0(M,F |C0) – F(C0).

Proof. We already know that Ȟ0(M,F |C0) – Z
0(M,F |C0). Recall that, by

Proposition 3.1.7, elements of Z0(M,F |C0) are compatible families for the
presheaf F |C0 . Thus by condition 3. of Definition 1.3.3 for each element
(sCi)iPI P Z

0(M,F |C0) there exists a unique global section glob((sCi)i) P
F(C0) (global with respect to F |C0 ) that restricts locally to the elements of
(sCi)iPI. We can now define the following functions.

ψ0 : F(C0) −Ñ Z0(M,F |C0) :: rC0 Þ−Ñ (rC0 |C0XCi)iPI
φ0 : Z0(M,F |C0) −Ñ F(C0) :: (sCi)iPI Þ−Ñ glob((sCi)i),

By unicity of the global section, we clearly have that these two maps are
inverse of each other. Moreover, since rC0 |C0XCi= : ρC0C0XCi(rC0), and
the ρs are homomorphisms of groups by definition of F, we have for all
rC0 , sC0 P F(C0), using additive notation,

ψ0(rC0 + sC0) = (ρC0C0XCi(rC0 + sC0))iPI = (ρC0C0XCi(rC0) + ρ
C0
C0XCi

(sC0))iPI

= (ρC0C0XCi(rC0))iPI + (ρC0C0XCi(sC0))iPI = ψ
0(rC0) +ψ

0(sC0).

Thus we conclude that ψ is an isomorphism of abelian groups.

Remark 3.2.3. The reason why we added the index 0 to ψ will be clear in
section 4, when we will show a generalisation of ψ to groups of higher
order.

It now makes sense to introduce the following definition.

Definition 3.2.4. Let C0 be an element of the cover M and r0 P F(C0). Then,
the cohomological obstruction of r0 is the element γ(r0) of Ȟ1(M,FC̃0).

Remark 3.2.5. It is important to point out that, for a presheaf F of abelian
groups defined in relation to an empirical model on a cover M, we have
as many connecting homomorphisms γ as elements of the cover M. In fact,
each γ is defined with respect to a single context in M (C0 in the discussion).
Sometimes we will need to specify the underlying context of γ. In this case
we will explicitly denote the homomorphism as γC0 .

Remark 3.2.6. Notice that this definition is the one from [ABK+
15]. Our

other main reference, [AMSB12] gives us a more concrete definition. We
will show here in detail that they coincide.

For a fixed C0 P M, we can summarize the definition of the obstruction
of r0 P F(C0) according to [AMSB12] in the following steps, where after
each step we give a commentary on how to translate it in the more abstract
viewpoint we have used in our project. (here we take I = t0, 1, . . . ,nu).

1. By no-signaling of the empirical model, there exists a family tri P
F(Ci)uiPI such that r0 |C0XCi= ri |C0XCi for all i.

We have already shown that no-signaling is equivalent to the property of
flaccidity beneath the cover. Thus, formally, this step is exploiting the fact
that the maps pC0Ci : F(Ci)Ñ F |C0 (Ci) are surjective.

2. Define c := (r0, . . . , rn) P C0(M,F) and let z := δ0(c).
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Here we use the "lift" of the flaccidity property to the chain level. Formally
it is equivalent to using surjectivity of

À

iPI p
C0
Ci

: C0(M,F)Ñ C0(M,F |C0)
to obain an element c such that it gets mapped to r0.

3. By Proposition 4.1 in [AMSB12], conclude that z P Z1(M,FC̃0).

4. Define the obstruction of r0 as the class [z] P Ȟ1(M,FC̃0)

These last two steps are self-explanatory.
Summarizing these steps, we can see that the more concrete definition

of [AMSB12] corresponds to taking a zig-zag line from Ȟ0(M,F |C0) to
Ȟ1(M,FC̃0) in (3.3) instead of the direct way, using the snake connecting
morphism γ. The following diagram chase shows this more graphically.

Ȟ0(M,F |C0)

r0

C0(M,F) C0(M,F |C0)

Dc r0

Z1(M,FC̃0) Z1(M,F)

z δ0(c) := z

Ȟ1(M,FC̃0)

[z] := γ(r0)

incl.

δ̃0

quot.

4.

‘p

1.+2.

incl.

3.

The following proposition will give us the criterion to detect contextuality.

Proposition 3.2.7. Let M be a connected cover (cf. Remark 3.1.8). Let C0 P M

and r0 P F(C0). Then, γ(r0) = 0 if and only if there is a compatible family
trC P F(C)uCPM such that rC0 = r0.

Proof. Since the morphism γ : Ȟ0(M,F |C0) Ñ Ȟ1(M,FC̃0) is defined via
the Snake Lemma, it is part of a long exact sequence. Therefore,

ker(γ) = im
(
P : Ȟ0(M,F) −Ñ Ȟ0(M,F |C0)

)
.

Since the cover is connected, by Proposition 3.1.7 and Remark 3.1.8, the
elements of Ȟ0(M,F) are all the compatible families. We have

P : Ȟ0(M,F) −Ñ Ȟ0(M,F |C0)
trC P F(C)uCPM Þ−Ñ trC |CXC0P F |C0 (C)uCPM

But since rC |C0XC= rC0 |C0XC, we can see that the isomorphism φ of
Lemma 3.2.2 sends trC |CXC0P F |C0 (C)uCPM to rC0 P F(C0). Therefore,
the image of P is exactly those local sections at C0 that belong to a compati-
ble family.

As a consequence, we infer that every section r0 P F(C0) which cannot
be extended to a compatible family gives rise to a non-identity cohomology
class γ(r0).
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Remark 3.2.8. We insist recalling that in order to study the cohomological
properties of an empirical model S, we need to somehow modify it to ob-
tain a presheaf of abelian groups F. We say that F is the presheaf of abelian
groups relative to the empirical model S, and that S is the underlying empiri-
cal model of F. In the next section we will show how this procedure is done
in practice.

3.2.2 Detecting contextuality

We shall now show how we can use this fact to detect the contextuality
of an empirical model. We have briefly mentioned erlier that the theory
developed so far only works if F is a subpresheaf of abelian groups, whereas
the subpresheaf of an empirical model is simply defined on sets. We thus
need to find a way to obtain such a presheaf of abelian groups from an
empirical model, possibly without modifying the information carried by
the original subpresheaf of sets. We propose here the most intuitive and
natural solution.

Let R be a ring and let us define the functor

FR : Set −Ñ R´Mod
X Þ−Ñ tφ : XÑ R | |supp(φ)| ă∞u
f Þ−Ñ FRf :: φ ÞÑ λy.

ř

f(x)=yφ(x).
(3.4)

We can see every function φ P FR(X) as a formal linear combination
ř

xPXφ(x) ¨ x of elements of X. Note that we can naturally embed X into
FR(X) via the map x ÞÑ 1 ¨ x (this operation will be carried out implicitly).
Actually, we can now see that FR(X) is the free R-module generated by X.
Thus, in particular, FZ(X) is the free abelian group generated by X. This
suggests that whenever we wish to study an empirical model given by a
subpresheaf S cohomologically, we use instead its approximation FRS for
some ring R. Motivated by the theory developed in the previous section,
and by Definition 1.3.5, we have

Definition 3.2.9. Let s P S(C) be a local section for an empirical model S.
We associate to s the cohomological obstruction γFRS(s) of Definition 3.2.4.

‚ If there exists a local section s0 P S(C0) such that γFRS(s0) ‰ 0 we
say that S is cohomologically logically (or possibilistically) contextual, or
CLCR(S, s0) (or simply CLCR(S) if the section is unimportant).

‚ If S is such that CLCR(S, s) for all local sections s, then we say that the
model is cohomologically strongly contextual, or CSCR(S).

The following proposition is key: it tells us that the the cohomological ap-
proach devloped in the last section gives us a sufficient condition to witness
contextuality of an empirical model.

Proposition 3.2.10. Let S be an empirical model. We have

CLCR(S) =ñ LC(S)

CSCR(S) =ñ SC(S)

Proof. Suppose S is not logically contextual. Then for every context C0 PM
and each s0 P S(C0), there exists a compatible family in tsC P S(C)uCPM
such that sC0 = s0. This family yields a compatible family tsC P FRS(C)uCPM
for FRS since S(C) embeds into FRS. By Proposition 3.2.7 we conclude that
γ(s) = 0. This argument shows also the second implication, as it is sufficient
to repeat it for a single section.
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Remark 3.2.11. Going back to Chapter 1, and particularly to Section 1.5, we
would like to highlight a curious analogy. Vorob’ev’s theorem 1.5.2 shows
that a cover only admits non-contextual models if and only if it is acyclic.
Proposition 3.2.10, tells us that a non-contextual model is also chomologi-
cally non-contextual, thus acyclic in cohomology.

Acyclicity of the measurement cover translates in acyclicity in cohomology.

It would be interesting to see whether this connection is purely coincidental,
or if it can be further implemented.

It is important to note that the implications of Proposition 3.2.10 are strict.
This will be formally shown in Section 3.3 using the Hardy model, which
features a section that is not a member of any compatible family of sections
in the support of the model (thus showing non-locality), but whose obstruc-
tion vanishes, giving rise to a false positive. The reader might wonder where
we lost such information in the abstraction from the model subpresheaf to
its cohomology. It appears clear that the necessity of modifying the original
subpresheaf of sets into a presheaf of abelian groups is the answer. We can
clearly see that the free-group approach allows some flaws in the consequent
study of the cohomology. Future research on how to make this operation
smoother could potentially give us a full cohomological characterization of
contextuality.

3.3 cohomology in practice
Let us apply the cohomological approach to some concrete examples

Example 3.3.1.

‚ We consider the PR-box empirical model on a bipartite Bell-type sce-
nario, defined in Table 1.

A B (0, 0) (1, 0) (0, 1) (1, 1)

a1 b1 1 0 0 1

a1 b2 1 0 0 1

a2 b1 1 0 0 1

a2 b2 0 1 1 0

Table 1: PR-Box model

We numerate all the sections in the following order

A B (0, 0) (1, 0) (0, 1) (1, 1)

a1 b1 s1 s2 s3 s4

a1 b2 s5 s6 s7 s8

a2 b1 s9 s10 s11 s12

a2 b2 s13 s14 s15 s16
Table 2: Enumeration of the sections
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We choose R = Z and denote M := tC1,C2,C3,C4u, where Ci corre-
sponds to the i-th row of the table.

Recall that FZS(C) is the set of all formal linear combinations of possi-
ble sections. Thus, for instance, an element r1 P FZS(C1) must be of
the form a ¨ s1 + b ¨ s4, for a,b P Z, whereas an element r4 P FZS(C4)

must be of the form g ¨ s14 + h ¨ s15 , for g,h P Z. Therefore, in or-
der to generate elements of a family trC P FZS(C)uCPM we need to
determine each coefficient of Table 3.

A B (0, 0) (1, 0) (0, 1) (1, 1)

a1 b1 a 0 0 b

a1 b2 c 0 0 d

a2 b1 e 0 0 f

a2 b2 0 g h 0

Table 3: Possible coefficients for a compatible family

In order to define a compatible family tri P FZS(Ci)u
4
i=1, we need to

add the condition

ri |CiXCj= rj |CiXCj @i, j.

This imposes some constraints on the coefficients. For instance, the
coefficient a must be equal to c since ta1 ÞÑ 0,b2 ÞÑ 0u (i.e. the section
corresponding to c) is the only possible section at C2 that is compatible
with ta1 ÞÑ 0,b1 ÞÑ 0u (which corresponds to a). With the same idea,
we obtain the following constraints.

a = c, b = d, a = e, b = f, c = h, d = g, e = g, f = h,

which altogether imply

a = b = c = d = e = f = g = h. (3.5)

For a possible section si among the ones of Table 2, si is part of a
compatible family tri P FZS(Ci)u

4
i=1 if we can assign 1 to the corre-

sponding coefficient in table 3, and 0 to every other coefficient in the
same row (for instance s1 = 1 ¨ s1 + 0 ¨ s4). In the case of the PR-Box,
this is clearly impossible, since all the coefficients are equal by (3.5)
and there are 2 coefficients for each row (if it was possible, we would
have 1 = 0). Therefore, there cannot by a compatible family, and the
obstruction does not vanish for any possible section. We conclude
that the PR-box model is cohomologically strongly contextual, and, by
Proposition 3.2.10, that it is strongly contextual. In Section 3.4 we will
show that every local section of a CSC model gives rise to a distinct
cohomological obstruction (Proposition 3.4.4). Therefore, we can give
a lower bound to the group Ȟ1(M, FZSC̃0

): the elements of the first co-
homology group relative to a context C are at least |supp(eC)|, where
teCuCPM in this case is the PR-Box model. Hence

|Ȟ1(M, FZSC̃i
)| ě |supp(eCi)| = 2, @1 ď i ď 4.

‚ We look again at the GHZ model of Example 1.2.4, Table 4. With the
same notations as in the previous example, we introduce the table of
coefficients 4.
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1 2 3 ´´´ ´´+ ´+´ ´++ +´´ +´+ ++´ +++

C1 := X1 X2 X3 a 0 0 b 0 c d 0

C2 := X1 Y2 Y3 0 e f 0 g 0 0 h

C3 := Y1 X2 Y3 0 i j 0 k 0 0 l

C4 := Y1 Y2 X3 0 m n 0 o 0 0 p

Table 4: Coefficients for families in GHZ

Let us consider the compatibility condition for this model. For instance
consider the possible sections in the first row with outcome "´" for X1, i.e.
the ones corresponding to coefficients a and b in the table. To assure com-
patibility with C2 we must take coefficients in the second row corresponding
to sections with outcome "´" for X1, i.e. the ones corresponding to e and f.
Thus yielding the equation a+ b = e+ f. By applying the same reasoning
to the entire table, we obtain the following conditions

a+ b = e+ f c+ d = g+ h

a+ c = i+ k b+ d = j+ l

a+ d = n+ o b+ c = m+ p

f+ g = j+ k e+ h = i+ l

e+ g = m+ o f+ h = n+ p

i+ j = m+n k+ l = o+ p

Once again, checking that a specific section is in a compatible family
amounts to give value 1 to the corresponding coefficient, and 0 to the rest of
the coefficients in the same row. It is actually sufficient to show that these
equations are not satisfiable for coefficients in Z2, in fact if we had a solu-
tion in Z, it would induce a solution in Z2 via the canonical homomorphism
Z Ñ Z2. It has been shown computationally that non of the sections give
rise to solutions in Z2, thus showing once again the strong contextuality of
the model. For the same reason as before, this in particular implies that, if
we denote by teCuCPM the GHZ empirical model,

|Ȟ1(M, FZSC̃i
)| ě |supp(eCi)| = 4.

We also want to explicitly show that the implications of Proposition 3.2.10

are strict by providing examples of false positives.

Example 3.3.2 (False positives).

1. Consider the Hardy model (Table 5). We already showed in Section
1.3 that it is contextual. More specifically, we argued that section s1 :=

(a1,b1) ÞÑ (0, 0) is not contained in any compatible family. This can
be visually checked in the left panel of Figure 1. The section s1 is
highlighted in red, while in black we have the family obtained when
trying to extend s1 by choosing the only possible compatible section
at each context (proceeding counterclockwise). We can clearly see that
the black family is not compatible (at ta1u, the black path does not
touch the red line), proving the non-extendability of s1.

However, when we consider the presheaf of abelian groups F := FZS

associated to the Hardy model S, we are allowed to take linear combi-
nations of sections. Therefore, in the context (a1,b2), we are allowed
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1

0
1

0
0

1

a1

a2

b1

b2

A B (0, 0) (0, 1) (1, 0) (1, 1)

a1 b1 1 1 1 1

a1 b2 0 1 1 1

a2 b1 0 1 1 1

a2 b2 1 1 1 0

Table 5: Hardy model

to travel on the blue path displayed in the right panel of figure 1, ob-
tained by taking the linear combination

(a1,b1) ÞÑ (0, 1)´(a1,b1) ÞÑ (1, 1) + (a1,b1) ÞÑ (1, 0).

1

0
1

0
0

1

a1

a2

b1

b2

+

−

1

0
1

0
0

1

a1

a2

b1

b2

Figure 1: The Hardy model is LC but not CLC

This allows us to find a compatible family of F extending s1 as a
section in F((a1,b1)), showing that the model is not cohomologically
logically contextual at s1 (nor at any other section, as we can easily
verify in the same way).

In order to give a more formal proof, we can enumerate the sections
as in Table 6. Then the family triu defined by

r1 := s1, r2 := s6+s7 ´ s8, r3 := s11, r4 := s15
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A B (0, 0) (0, 1) (1, 0) (1, 1)

a1 b1 s1 s2 s3 s4

a1 b2 s5 s6 s7 s8

a2 b1 s9 s10 s11 s12

a2 b2 s13 s14 s15 s16
Table 6: Possibilistic Hardy model

is compatible. In fact,

r2 |a1 = 1 ¨ (a1 ÞÑ 0) + 1 ¨ (a1 ÞÑ 1)´ 1 ¨ (a1 ÞÑ 1) = r1 |a1

r2 |b2 = 1 ¨ (b2 ÞÑ 1) + 1 ¨ (b2 ÞÑ 0)´ 1 ¨ (b2 ÞÑ 1) = r4 |b2

and the other equations

r1 |b1 = 1 ¨ (b1 ÞÑ 0) = r3 |b1
r3 |a2 = 1 ¨ (a2 ÞÑ 1) = r4 |a2

are trivially satisfied. Since r1 := s1 this is a compatible family of F

extending s1, showing that the model is not cohomologically logically
contextual at s1. We conclude that the Hardy model gives rise to a
false positive.

2. The following model is an example of an even worse false positive. Its
peculiarity is that it is a strongly contextual model that is cohomologically
non-contextual. In other words, although all the sections of the model
are impossible to extend to a compatible family, each one of them can
be extended to a compatible family of linear combinations of sections.

Let us call this model S. It is based on a (2, 2, 4) Bell-type scenario with
O := t0, 1, 2, 3u, and it is graphically represented in Figure 2 (we don’t
explicitly give the full table as it would be too large and does not give
any significant additional information).

1

0

a1

a2

b1

b2

2

2

3

33

1

00

Figure 2: This model is SC but not CLC at any section
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We will show the result for two sections and will leave the rest to the
reader (the verification can be carried out exactly in the same way).

Consider the section s0 := (a1,b1) ÞÑ (0, 0), highlighted in red in Fig-
ure 3. On the left diagram of Figure 3 we marked in black all the
possible paths we obtain when trying to extend s0 to a compatible
family proceeding counterclockwise around the parallelepiped. We
can clearly see that none of them is compatible as they all fail to touch
the red line at ta1u. This means that s0 is not extendable to a compat-
ible family of sections of the model.

1

0

a1

a2

b1

b2

2

2

3

33

1

00

1

0

a1

a2

b1

b2

2

2

3

33

1

00

Figure 3: The red section can only be extended in F

However, consider the family triu3i=0 defined as

r0 := s0 r1 := (a1,b2) ÞÑ (1, 1)´ (a1,b2) ÞÑ (1, 0) + (a1,b2) ÞÑ (0, 0)

r2 := (a2,b1) ÞÑ (0, 0) r3 := (a2,b2) ÞÑ (0, 1)

It is a compatible family for F := FZS, in fact

r1 |a1 = 1 ¨ (a1 ÞÑ 1)´ 1 ¨ (a1 ÞÑ 1) + 1 ¨ (a1 ÞÑ 0) = a1 ÞÑ 0 = r0 |a1

r1 |b2 = 1 ¨ (b2 ÞÑ 1)´ 1 ¨ (b2 ÞÑ 0) + 1 ¨ (b2 ÞÑ 0) = b2 ÞÑ 1 = r3 |b2 ,

and the other equations

r0 |b1= 1 ¨ (b1 ÞÑ 0) = r2 |b1
r2 |a2= 1 ¨ (a2 ÞÑ 0) = r3 |a2

are trivially verified. Since r0 := s0, we conclude that triu is a com-
patible family of F extending s0. This shows that the model is not
cohomologically logically contextual at s0. This can be dinstinctly vi-
sualised in the right diagram of Figure 3, where the path representing
triu is marked in blue and it is clearly compatible since it is a loop.

We can apply this same argument for any other section of the model
(in Figure 4 we give another example concerning a local section on a
different context. Once again, the blue path corresponds to a compati-
ble family for F).
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Figure 4: The red section can only be extended in F

This last example is in fact quite important as it shows that, given an
empirical model S,

SC(S)œ CLCR(S),

proving that cohomology can even fail to detect strong contextuality.
Until now, the only strongly contextual model known to give rise to a

false positive is the Kochen-Specker model (cf. [KS75]) for the cover

tA,B,Cu, tB,D,Eu, tC,D,Eu, tA,D, Fu, tA,EGu,

which "does not satisfy any reasonable criterion for symmetry, nor does it
satisfy any strong form of connectedness" [ABK+

15]. Due to these limita-
tions it has been advanced the hypothesis that, "under suitable assumptions
of symmetry and connectedness of the cover, the cohomology obstruction is
a complete invariant for strong contextuality" (Conjecture 8.1 of [ABK+

15]).
Notice that the model depicted in Figure 2 is defined on a very simple
(2, 2, 4) scenario that has all sorts of nice symmetry and connectedness prop-
erties. We can therefore conclude that it is a counterexample to the conjec-
ture.

The existence of such badly behaved false positives deeply compromises
the accuracy of the cohomological approach to the detection of contextuality.
For this reason, we aim to understand whether the false positiveness of a
model can be detected elsewhere in the structure of its cohomology groups.
In Chapter 4 we will discuss this possibility by providing a generalisation
of the cohomological obstruction to higher cohomology groups.

3.4 the homomorphism γ

In this section we will introduce some new results and examples concern-
ing the properties of the connecting homomorphism γ. In particular, we will
give an answer to some recent hypothesis concerning the injectivity and sur-
jectivity of γ and consider their consequences on the structure of the first
relative cohomology group Ȟ1(M,FC̃0).
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In Section 3.2.1 we highlighted the importance of the first cohomology
group in detecing the contextuality of empirical models, yet a full under-
standing of the nature of its elements is still to be achieved. It was recently
advanced the hypothesis that cohomological obstructions to the existence
of global sections actually coincide with the elements of Ȟ1(M,FC̃0) [Abr15].
This result would give us an elegant characterisation of the first cohomol-
ogy group that could potentially be used to better understand other sheaf
cohomology-related domains.

Conjecture 3.4.1. The first relative cohomology group Ȟ1 (M , FC̃0 ) is exactly
the group of all cohomological obstructions to the existence of compatible families
extending sections of F(C0 ).

It is easy to see that this statement is equivalent to the surjectivity of γC

for each context C P M (cf. Remark 3.2.3 for notation).
Another hypothesis involving cohomological obstructions concerns on

the other hand the injectivity of γ. Proposition 3.2.7 shows that every section
that cannot be extended to a compatible family gives rise to a non-identity
cohomology class. The conjecture proposed is that these obstructions have
to be all distinct.

Conjecture 3.4.2. For any context C0 , every section s0 P F(C0 ) which cannot
be extended to a compatible family gives rise to a distinct non-identity cohomology
class γC0 (s0 ) in Ȟ1 (M , FC̃0 ).

Notice that this conjecture is trivially satisfied by cohomologically non-
contextual models since all their sections are extendable. On the other hand,
if F is contextual, it is easy to see that the statement of Conjecture 3.4.2 is
equivalent to the injectivity of γC for each context C P M.

Unfortunately, it turns out that none of these conjectures are true. In the
next sections we will provide explicit counterexamples which show that, in
general, γ is neither injective nor surjective. The discussion will nonetheless
bring to light some interesting implications of the injectivity/surjectiviy of
the connecting homomorphisms in terms of properties of the corresponding
empirical model.

3.4.1 The injectivity of the connecting homomorphisms γ characterises
CSC models.

In the following discussion we will use Definition 3.2.9 in a slighlty broader
sense in order to make our agrument more general. Given a presheaf of
abelian groups F relative to an empirical model S, we will call S cohomolog-
ically logically/strongly contextual (CLC/CSC) if it satisfies the conditions
of Definition 3.2.9 even in the case where F ‰ FRS.

We start our analysis by pointing out that Conjecture 3.4.2 holds for coho-
mologically strongly contextual models (CSC).

Proposition 3.4.3. Suppose we have a presheaf F of abelian groups relative to a
cohomologically strongly contextual model. Let C0 be a context. Then each section
F(C0 ) gives rise to a distinct non-identity cohomology class in Ȟ1 (M , FC̃0 ).

Proof. Since the model is cohomologycally strongly contextual, γC0 (s0 ) ‰
0 for all 0 ‰ s0 P F(C0 ). Thus ker(γC0 ) = 0, which means that γC0
is injective. In other words, every non extendable local sections in F(C0 )

gives rise to a distinct cohomology class.
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Therefore, in cohomologically strongly contextual models, γC is injective
for all C P M. It turns out that this last statement actually characterises CSC
models.

Proposition 3.4.4. The empirical model underlying F is cohomologically strongly
contextual if and only if, for each context C P M, the connecting homomorphism
γC is injective.

Proof. The first implication has been proved in Proposition 3.4.3. Now, sup-
pose γC is injective for every context C. This means that ker(γC ) = 0 for
all contexts C P M. In other words, every nonzero local section of F has a
nonzero cohomological obstruction. This is equivalent to the cohomological
strong contextuality of the empirical model.

Remark 3.4.5. It is clear from the proof of this proposition that γC is injective
if and only if every local section at C is non-extendable to a compatible
family.

We conclude that Conjecture 3.4.2 is true if and only if the model in ques-
tion is either cohomologically strongly contextual or cohomologically non-
contextual. In particular, this means that CLC ^  CLC models always have
at least one context in which different non-extendable sections give rise to
the same cohomology class.

We can give a more explicit proof of this fact.Consider a presheaf F rel-
ative to a CLC ^  CLC model. Since the model is CLC, there exists a
context C0 and a section s0 P F(C0 ) which is not extendable to a compati-
ble family. By Proposition 3.2.7 this implies γ(s0 ) ‰ 0.
On the other hand, since the model is not cohomologically strongly contex-
tual, we can find a

0 ‰ r0 P F(C0 ) such that γ(r0 ) = 0 .

Let t0 := s0 + r0 . Then t0 ‰ s0 since r0 ‰ 0. However

γ(t0 ) = γ(s0 + r0 ) = γ(s0 ) + γ(r0 )
loomoon

0

= γ(s0 ) .

Therefore, we can find two different non-extendable sections that give rise to
the same cohomology class, showing that Conjecture 3.4.2 is indeed false.
We will now apply this general argument to find a concrete example of a
model violating Conjecture 3.4.2.

Example 3.4.6. Consider the following model on a bipartite Bell-type sce-
nario with set of outcomes O := t0 , 1 , 2u (i.e. the scenario is (2 , 2 , 3)).
Table 7 shows the possible sections and Figure 5 gives a graphically repre-
sentation of the model.

00 01 10 11 02 20 22 12 21

C0 := (a1 , b1 ) 1 0 0 1 0 0 1 0 0

C1 := (a1 , b2 ) 1 0 0 0 0 0 1 1 0

C2 := (a2 , b1 ) 1 1 0 0 0 0 1 0 0

C3 := (a2 , b2 ) 1 0 0 0 0 0 1 0 0

Table 7: Example model

We take F := FZS, where S is the presheaf of sets of all possible sections.
We can already see from the diagram that s0 := (a1 , b1 ) ÞÑ (1 , 1) P
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1

0
1

0
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a2

b1

b2

2

22

Figure 5: Graphical representation of the model

F(C0 ) is not contained in any compatible family (red path in Figure 6),
thus γ(s0 ) ‰ 0. On the other hand, r0 := (a1 , b1 ) ÞÑ (2 , 2) P F(C0 ) is
contained in the compatible family

tr0 , (a1 , b2 ) ÞÑ (2 , 2) , (a2 , b1 ) ÞÑ (2 , 2) , (a2 , b2 ) ÞÑ (2 , 2)u ,

(blue path in Figure 6). Thus r0 ‰ 0 and γ(r0 ) = 0 and we can apply the
argument above to conclude that the two distinct sections s0 and s0 + r0
give rise to the same non-identity cohomology class.

1

0
1

0

1

a1

a2

b1

b2

2

2
2

Figure 6: Model 7 is CLC but not CSC

We can prove the fact that γ(s0 ) ‰ 0 more formally, following the same
procedure as in Section 3.3. We display in the following table the coefficients
for a candidate compatible family tsiui containing s0 .

Notice that the coefficient relative to the section s0 is b.
The relations imposed by compatibility (i.e. si |CiXCj= sj |CiXCj ) are

b = f , a = d , c = e , a = g , b = h ,

c = i , d = l , e + f = m , g + h = l , j = m .
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00 01 10 11 02 20 22 12 21

C0 := (a1 , b1 ) a 0 0 b 0 0 c 0 0

C1 := (a1 , b2 ) d 0 0 0 0 0 e f 0

C2 := (a2 , b1 ) g h 0 0 0 0 i 0 0

C3 := (a2 , b2 ) l 0 0 0 0 0 m 0 0

Thus we have

a = d = l = g + h = a + h ñ h = 0 ñ b = 0

Therefore, we cannot find a compatible family that contains s0 , which
means γ(s0 ) ‰ 0.

Although this example clearly shows that different non-extendable sec-
tions of F can give rise to the same cohomological obstruction, we have to
keep in mind that F is a mere abelian counterpart to an original empirical
model S. The general argument used to prove that CLC ^  CSC models
violate Conjecture 3.4.2 constructs the second section t0 from a sum of two
other sections (recall t0 := s0 + r0 in the discussion). This is only allowed
because F is a presheaf of abelian groups and does not have any meaning
in the empirical model underlying F. In other words, the section t0 does
not exist in the original empirical model. The reader might wonder whether
Conjecture 3.4.2 is true if we only consider sections of the original empirical
model.

We give the following example specifically to show that it is not the case.

Example 3.4.7. Let us consider the following empirical model.

00 01 10 11 02 20 22 12 21

C0 := (a1 , b1 ) 1 0 1 1 0 0 1 0 0

C1 := (a1 , b2 ) 1 0 0 0 0 0 1 1 0

C2 := (a2 , b1 ) 1 1 0 0 0 0 1 0 0

C3 := (a2 , b2 ) 1 0 0 0 0 0 1 0 0

Table 8: Possible sections of the model
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Figure 7: Graphical representation of model 8



3.4 the homomorphism γ 50

Notice that this exactly the same model of Example 3.4.6, except we added
section (a1 , b1 ) ÞÑ (1 , 0) to the possible sections at C0 .

Now, consider sections s0 := (a1 , b1 ) ÞÑ (1 , 0) (blue in the left panel
of Figure 8) and t0 := (a1 , b1 ) ÞÑ (1 , 1) (red in the left panel of Figure
8). It is important to remark that these two sections are possible sections
of the empirical model 8. We will leave to the reader the verification of the
fact that neither s0 nor t0 are extendable to a compatible family (this can
be quite easily visually verified in the diagram of the model).

On the right hand side of Figure 8 we highlighted in blue a no-signaling
family s for the section s0 and in red a no-signaling family t for t0 .
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Figure 8: No signaling families for the sections s0 (s in blue) and t0 (t in red).

Notice that both families are compatible everywhere with the exception
of the intersection C1 X C3, thus δ0(s)(σ) = δ0(t)(σ) = 0 whenever σ ‰
(C1,C3) or σ ‰ (C3,C1). In the case where σ = (C1,C3) we have

δ0(s)(C1,C3) = s1 |C1XC3 ´s3 |C1XC3= t1 |C1XC3 ´t3 |C1XC3
= δ0(t)(C1,C3).

and similarly for σ = (C3,C1). We conclude that δ0(s) = δ0(t).
Therefore, using the concrete definition of cohomological obstruction of

[AMSB12] discussed in Remark 3.2.6,

0
3.2.7
‰ γ(s0) = [δ0(s)] = [δ0(t)] = γ(t0)

3.2.7
‰ 0.

We thus showed the existence of two distinct local sections of an empirical
model that give rise to the same non-identity cohomology class.

The following proposition gives us a sufficient condition for the strong
contextuality of an empirical model using the injectivity property of the
connecting homomorphisms γ.

Proposition 3.4.8. Let R be a ring and suppose F := FRS is the presheaf of abelian
groups relative to an empirical model S on a cover M. If there exists a context
C0 PM such that γC0 is injective, then S is strongly contextual (SC(S)).

Proof. Suppose there exists a C0 PM such that γC0 is injective and suppose
by contradiction that S is not strongly contextual. Then, there exists a context
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Ci P M and a section si P S(Ci) that is extendable to a compatible family
tsi P S(Ci)u

n
i=0. Consider the element s0 P S(C0) of this family. It is an

extendable local section at C0. Thus, the model is not logically contextual at
s0. By Proposition 3.2.10, this implies that the model is not cohomologically
logically contextual at s0 either. Therefore, γC0(s0) = 0. Since s0 P S(C0), it
is nonzero in F(C0). We conclude that ker(γC0) ‰ 0, and this implies that
γC0 is not injective, which is a contradiction.

Remark 3.4.9. Note that the assumption F := FRS is only needed to make
sure that a section s0 P S(C0 ) is nonzero in F(C0 ). We can actually relax
it and simply suppose that F is such that a local section at a context C0 of
the original empirical model is never the zero section of F(C0 ).

Not only this proposition gives us a useful method of detecting the strong
contextuality of an empirical model, but it highlights the difference between
CSC models and SC in a rather concrete way, showing more conceptually
the strictness of the implications of Proposition 3.2.10.

‚ We need all the connecting homomorphisms tγCuCPM to be injective
in order to conclude that a model is CSC.

‚ It is sufficient to have one injective connecting homomorphisms γC to
conclude that a model is SC.

3.4.2 The connecting homomorphism γ is not surjective in general

In this section we will disprove Conjecture 3.4.1 showing that some mod-
els admit non-surjective connecting homomorphisms γ. The most simple
case to study is a non-contextual empirical model. If Conjecture 3.4.1 was
valid, such a model would have trivial first cohomology group Ȟ1 (M , FC̃0 ).
We will show that this is not true. In order to prove it, we will firstly need
to enumerate the characterising properties of the elements of Ȟ1 (M , FC̃0 ).

A straightforward description of Ȟ1 .

We will give here the most straightforward interpretation to the elements
of Ȟ1 (M , F), i.e. the one directly inferred by the definition of the Čech
cohomology groups for a presheaf F relative to an empirical model on a
cover M := tCiu

n
i=0 . First of all, we need to understand what 1-cocycles

are. A 1-cocycle z P Z1 (M , F) is characterised by the equation

δ1 (z)(Ci , Cj , Ck ) = z(Cj , Ck ) |Ci ,j ,k ´z(Ci , Ck ) |Ci ,j ,k

+ z(Ci , Cj ) |Ci ,j ,k , @1 ď i , j , k ď n .
(3.6)

where Ci ,j ,k := Ci X Cj X Ck . Notice that this implies

z(Ci , Ci ) = 0 @0 ď i ď n , (3.7)

in fact,

z(Ci , Ci ) = z(Ci , Ci ) ´ z(Ci , Ci ) + z(Ci , Ci ) = δ1 (z)(Ci , Ci , Ci ) = 0 .

As a consequence, we also have

z(Ci , Cj ) = z(Cj , Ci ) @0 ď i , j ď n , (3.8)
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in fact

z(Ci , Cj ) ´ z(Cj , Ci ) = z(Ci , Cj ) |CiXCj ´ z(Cj , Cj )
looomooon

0

|CiXCj

´ z(Cj , Ci ) |CiXCj
= δ1 (z)(Ci , Cj , Ci ) = 0 .

Remark 3.4.10. It is important to note that, if we consider special cases of
equation (3.6) (e.g. cases where i , j , k are not distinct like δ0 (z)(Ci , Ci , Cj ) =
0), the only conditions we obtain on z are (3.7) and (3.8).

We can see that two 1-cocycles z and z 1 are such that [z] = [z 1 ] P

Ȟ1 (M , F) (i.e. they are cohomologous) if and only if there exists a fam-
ily g := tgi P F(Ci )u

n
i=0 such that δ0 (g) = z ´ z 1 , i.e.

gi |CiXCj ´gj |CiXcj= z(Ci , Cj ) ´ z 1 (Ci , Cj ) .

Thus, Ȟ1 (M , F) is simply the group of cohomology classes of elements
of C1 (M , F) satisfying (3.6).

We can now introduce the counterexample to Conjecture 3.4.1.

Example 3.4.11. Consider the model S on a (2 , 2 , 2) scenario presented
in Table 9. Let R := Z2 and let F := FRS (we can construct a vimilar
counterexample with R = Z but the argument is more complicated).

1

0
1

0
0

1

a1

a2

b1

b2

(0 , 0) (1 , 0) (0 , 1) (1 , 1)
C0 := (a1 , b1 ) 1 0 0 1

C1 := (a1 , b2 ) 1 0 0 1

C2 := (a2 , b1 ) 1 0 0 1

C3 := (a2 , b2 ) 1 0 0 1

Table 9: A non-contextual empirical model on a (2, 2, 2) scenario.

The model S is clearly non-contextual since every possible section is a
member of a compatible family. We will show that Ȟ1(M,FC̃0) ‰ 0, disprov-
ing Conjecture 3.4.1. We start by defining a relative 1-cocycle z P Z1(M,FC̃0)
as follows

z(Ci,Cj) :=

$

’

&

’

%

(b2 ÞÑ 1) P F(C1 XC3) if ti, ju = t1, 3u
(a2 ÞÑ 0) P F(C2 XC3) if ti, ju P t2, 3u
0 otherwise.
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Let us verify that z is indeed a relative 1-cocycle. First of all, notice that

z(Ci,Cj) |CiXCjXC0= 0 @0 ď i, j ď 3,

showing that
z(Ci , Cj ) P FC̃0

@0 ď i , j ď 3 .

Now, if i , j , k are all distinct, equation (3.6) is always verified since Ci X
Cj X Ck = H. Moreover, z satisfies (3.7) by definition, since z(Ci , Ci ) = 0

for all i. Finally, (3.8) is also verified since

$

’

&

’

%

z(C1 , C3 ) = (b2 ÞÑ 1) = ´(b2 ÞÑ 1) = ´z(C3 , C1 )
z(C2 , C3 ) = (a2 ÞÑ 0) = ´(a2 ÞÑ 0) = ´z(C3 , C2 )
z(Ci , Cj ) |CiXCj= 0 = ´z(Cj , Ci ) |CiXCj if ti , ju ‰ t1 , 3u , t2 , 3u

By Remark 3.4.10 these are the only conditions we need to check to conclude
that z is indeed a member of Z1 (M , FC̃0 ).

Our claim is that [z] ‰ 0 P Ȟ1 (M , FC̃0 ). In other words, z ‰ δ0 (t)

for any t P C0 (M , FC̃0 ). To show this, suppose that there exists a family
t P C0 (M , FC̃0 ) such that δ0 (t) = z. We will denote the possible sections
of S as follows

s
j
i := (Ci ÞÑ (j , j) , @0 ď i ď 3 , @j = 0 , 1 .

Since ti P FC̃0
(Ci ), we have t0 = 0. Moreover, if we write ti P F(Ci )

in its general form

ti := λ0i ¨ s
0
i + λ

1
i ¨ s

1
i , λ0i , λ1i P Z2 ,

it is clear that the condition ti P FC̃0
(Ci ) imposes λ0i , λ1i = 0 for all i ‰ 3.

This means that t3 is the only non-zero ti . Therefore,

δ0 (t)(Ci , Cj ) =

$

’

&

’

%

t3 |tb2u if ti , ju = t1 , 3u
t3 |ta2u if ti , ju = t2 , 3u
0 otherwise.

The condition δ0 (t) = z imposes the following equations

t3 |tb2u = (b2 ÞÑ 1)

t3 |ta2u = (a2 ÞÑ 0) ,

which cannot be both true since the first one forces t3 = (C3 ÞÑ (1 , 1))
and the second one gives t3 = (C3 ÞÑ (0 , 0)). We conclude that such a
t P C0 (M , FC̃0 ) cannot exist. Therefore,

0 ‰ [z] P Ȟ1 (M , FC̃0 ) ,

contradicting Conjecture 3.4.1.

Unfortunately, due to time constraints, unlike the previous section, we
were not able to give a full explanation of what the surjectivity of the con-
necting homomorphism actually means for an empirical model. We could
not find with any concrete example of a model with this feature. We hope
to study this property in more details in future research.
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3.5 an alternative description of the first
cohomology group

The failure of Conjecture 3.4.1 has left unanswered the question of under-
standing the elements of the first cohomology group. Solving this problem
would significantly improve our grasp of the cohomological structure of em-
pirical models. In the following paragraphs, we will introduce an alternative
description of the first cohomology group in terms of F-torsors. Although
this approach is still at a developing stage, we are confident it will help us
understand in detail what sort of information the first cohomology group
can give us on the contextuality of empirical models. The following gen-
eral discussion is inspired and readapted to fit the study of contextuality
from [Sko01, Chap. 2] and [GW10, Chap. 11].

3.5.1 F-torsors and their relation to Ȟ1 .

Let F : Open(X)op Ñ Ab be a presheaf of abelian groups relative to a
topological space X.

Definition 3.5.1.

‚ An F-presheaf is a presheaf

T : Open(X)op Ñ Ab

equipped with a map of presheaves (i.e. a natural transformation)

φ : F ˆ T ñ T ,

such that, for each open U Ď X, the map

F(U) ˆ T (U) Ñ T (U) : : (g , t) ÞÑ g ‚ t

is a left action of F(U) on T (U).

‚ Given two F-presheaves T and T 1 , a morphism of F-presheaves from T

to T 1 is a morphism of presheaves (i.e. a natural transformation)

ψ : T ñ T 1

such that ψU is equivariant for all open U Ď X. Explicitly,

g ‚ ψU (t) = ψU (g ‚ t) , @g P F(U) , @t P T (U) .

These notions define the category F-PSh of F-presheaves.

It is easy to verify that F-PSh is indeed a category. The identities are
given by the identity natural transformations T ñ T (which are clearly
equivariant). The composition law is induced by the usual composition of
natural transformations. In fact, suppose we have two morphisms of F-
presheaves.

T
ψ
=ñ T 1

ψ 1

=ñ T 2 ,

then ψ 1 ˝ ψ P PSh(T , T 2 ), in fact, given a g P F(U) and a t P T (U), we
have

g ‚ (ψ 1 ˝ ψ)U (t) = g ‚ ψ 1U (ψU (t)) = ψ 1U (g ‚ ψU (t)) = ψ 1U (ψU (g ‚ t))

= (ψ 1 ˝ ψ)U (g ‚ t)

We can now define the notion of F-torsor.
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Definition 3.5.2. Let T P F-PSh, we say that T is an F-torsor if

1. For all open U Ď X, we have T (U) ‰ H.

2. The action φU is simply transitive for each open U Ď X. Explicitly,
for each pair of elements t , t 1 P T (U), there exists a unique element
g P F(U) such that g ‚ t = t 1 .

We define the category F-Tor of F-torsors on X as the subcategory of F-PSh
containing only F-torsors.

Example 3.5.3. A very simple example of an F-torsor is the presheaf UF

(where U : Ab Ñ Set denotes the forgetful funcor). The actions φU are
simply given by left multiplication

φU : F(U) ˆ UF(U) −Ñ UF(U)

(g , U(h)) ÞÑ g ‚ U(h) = U(g ¨ h) ,

where g , h P F(U). Given two elements h , k P F(U), g := k ¨ h´1 is
clearly the unique element in F(U) such that g ‚ U(h) = U(k), in fact

g ‚ U(h) = U(g ¨ h) = U(k ¨ h´1 ¨ h) = U(k) .

This torsor is called the trivial F-torsor.

Proposition 3.5.4. An F-torsor T is isomorphic to the trivial F-torsor if and only
if T (X) ‰ H.

Proof.

‚ Suppose there exists a t P T (X). Then, for each open U Ď X we have
an isomorphism

f : UF
–−Ñ T (U) : : U(g) ÞÑ g ‚ t |U .

In fact, given g , h P F(U), such that f(U(g)) = f(U(h)) we have
g ‚ t |U= h ‚ t |U , and this forces g = h by simple transitivity of the
action.

‚ Suppose for all U there is an isomorphism UF
–−Ñ T (U). Then, in

particular, H ‰ UF(X) – T (X).

Definition 3.5.5. Given a cover an open U, we say that U trivialises an F-
torsor T it T (U) ‰ H for all U P U.

Now we will adapt these general definitions to our discussion on empir-
ical models. Suppose we have a set of measurements X, and a presheaf of
abelian groups F relative to an empirical model on a cover M := tCiu

n
i=0 .

We denote by T rsF the set of isomorphism classes of F-torsors. Let

T rs(M , F) := tT P T rsF | T is trivialised by Mu .

We can see T rs(M , F) as a pointed set, where the distinguished element is
the trivial F-torsor.

Theorem 3.5.6. We have a bijection of pointed sets

T rs(M , F) – Ȟ1 (M , F) ,

where the distinguished elements of Ȟ1 (M , F) is obviously its neutral elements 0.
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Proof. Let T P T rs(M , F). We start by arbitrarily choosing a collection
tti P T (Ci )u

n
i=0 (this is possible since M trivialises T ). Since T is an F-

torsor, by simple transitivity, there exists a unique gij P F(Ci X Cj ) such
that gij ‚ tj |CiXCj= ti |CiXCj , for all 0 ď i , j ď n. We have

(gkj + gji ) ‚ ti |CiXCjXCk = gkj ‚
(
gji ‚ ti |CiXCj

)
|CiXCjXCk

= gkj ‚
(
tj |CiXCj

)
|CiXCjXCk

=
(
gkj ‚ tj |CjXCk

)
|CiXCjXCk

= tk |CiXCjXCk

= gki ‚ ti |CiXCjXCk ,
(3.9)

for all 0 ď i , j , k ď n. By simple transitivity, (3.9) implies

gkj + gji = gki ,

Thus, if we define f(T )(Ci , Cj ) := gij , by (3.6) we know that f(T ) is a
1-cocycle. Let us define

f : T rs(M , F) −Ñ Ȟ1 (M , F)

T Þ−Ñ f(T ) .

In order to show that this map is well-defined, we need to prove that
f(T ) is independent of the choice of the family ttiu. Suppose we choose
tt 1i P T (Ci )u

n
i=0 instead, then we obtain a family tg 1ij P F(Ci X Cj )u

like before. By simple transitivity, for each 0 ď i ď n there exists an
element gi P F(Ci ) such that gi ‚ t 1i = ti . We thus obtain a family
g := tgi P F(Ci )u

n
i=0 . We have

(
gi |CiXCj +g

1
ij

)
‚ t 1j |CiXCj = gi |CiXCj ‚

(
g 1ij ‚ t

1
j |CiXCj

)

= gi |CiXCj ‚t
1
i |CiXCj= ti |CiXCj

On the other hand,
(
gij + gj |CiXCj

)
‚ t 1j |CiXCj = gij ‚

(
gj |CiXCj ‚t

1
j |CiXCj

)

= gij ‚ tj |CiXCj= ti |CiXCj .

Again, by simple transitivity, we must then have

gi |CiXCj +g
1
ij = gij + gj |CiXCj ,

and this is equivalent to say

δ0 (g)(Ci , Cj ) = g 1ij ´ gij ,

and, consequently, that it does not matter whether we define f(T )(Ci , Cj ) :=
gij or f(T )(Ci , Cj ) := g 1ij since these two 1-cocycles are cohomologous.

We now have to show that the map f is indeed a bijection. We will define
an inverse map g : Ȟ1 (M , F) Ñ T rs(M , F). Given a [z] P Ȟ1 (M , F), we
define the presheaf g([z]) as follows: given an open set U Ď X, we define
g([z])(U) as

#

(ti )
n
i=0 P

n
à

i=0

F(Ci X U) | ti |Ci ,jXU ´tj |Ci ,jXU= z(Ci , Cj ) |Ci ,jXU

+
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The restriction maps are defined as follows

g([z])(U Ď U 1 ) : : (t 1i )
n
i=0 ÞÑ (t 1i |UXU 1 )

n
i=0 .

We define the F-action on g([z]) as follows: given a g P F(U),

g ‚ (ti )
n
i=0 := (ti ´ g |UXCi )i .

For any context Cj P M, there exists an isomorphism of F |Cj -presheaves
F |Cjñ T |Cj . To see this, take an open U Ď Cj , then the map

h
j
U : F(U) −Ñ g([z])(U)

g Þ−Ñ
(
z(Ci , Cj ) ´ gCiXCj

)n
i=0

is an isomorphism with inverse

k
j
U : g([z])(U) −Ñ F(U)

(ti )
n
i=0 Þ−Ñ ´tj .

In fact, hjU is equivariant since

g ‚ h
j
U (h) = g ‚

(
z(Ci , Cj ) ´ hCiXCj

)n
i=0

=
(
z(Ci , Cj ) ´ hCiXCj ´ gCiXCj

)

= h
j
U (g + h) = h

j
U (g ‚ h) .

and kjU is indeed the inverse of hjU since

h
j
U

(
k
j
U ((ti )

n
i=0 )

)
= hU (´tj ) =

(
z(Ci , Cj ) + tj |CiXCj

)n
i=0

=
(
ti |CiXCj ´tj |CiXCj +tj |CiXCj

)n
i=0

= (ti )
n
i=0

,

and

k
j
U (hjU (g)) = kU

((
z(Ci , Cj ) ´ gCiXCj

)n
i=0

)

= ´ z(Cj , Cj )
looomooon

0

+g = g .

Thanks to this observation, we now that g([z]) is an F-torsor trivialised
by M.

Finally, we show that the definition of g is independent of the choice of
the representative z of the 1-cocycle [z]. Suppose we take a cohomologous
1-cocycle z 1 . Then there exists a family h := thi P F(Ci )u

n
i=0 such that

z 1 (Ci , Cj ) ´ z(Ci , Cj ) = δ0 (h) .

Then we can define an isomorphism of F-torsors g([z]) – g([z 1 ]) induced
by the maps

ψU : g([z])(U) −Ñ g([z 1 ])(U) : : (ti )
n
i=0 Þ−Ñ (hi + ti )

n
i=0 .
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In fact, this map is equivariant since

g ‚ ψU ((ti )
n
i=0 ) = g ‚ ((hi + ti )

n
i=0 )

=
(
hi + ti ´ g |UXCi

)n
i=0

= ψU

((
ti ´ g |CiXCj

)n
i=0

)

= ψU (g ‚ (ti )
n
i=0 ) ,

and its inverse is clearly

g([z 1 ])(U) −Ñ g([z])(U) : : (t 1i )
n
i=0 Þ−Ñ (t 1i ´ hi )

n
i=0 .

We can actually go further and show that this bijection induces a group
structure on T rs(M , F. The addition of two F-torsors is defined compo-
nentwise at each subset U Ď X as follows. Given z , t P Z1 (M , F |C0 ), we
have

g([z])(U) + g([w])(U) := g([z] + [w])(U) ,

which clearly verifies all the necessary conditions for the composition law
of a group. Moreover, with this definition it is straightforward to see that g
is a homomorphism of groups. Thus we have proved

Theorem 3.5.7. We have an isomorphism of groups

T rs(M , F) – Ȟ1 (M , F) ,

i.e. we can see the elements of the first cohomology group as F-torsors trivialised
by the cover M.

.

Due to time constraints, we were not able to develop this viewpoint any
further. We are confident it can be a valuable alternative to the conventional
study of contextuality via cohomological obstructions, and we aim to study
it in more details in future work.

3.6 discussion
We successfully introduced cohomological obstructions as a valuable meth-

od of detecting contextuality. However, we also showed that cohomology is
not a full invariant for contextuality since we can find false positives such
as the Hardy model. We actually contributed to make the situation even
worse with our new example of a strongly contextual but cohomologically
non-contextual model on a simple bipartite Bell-type scenario, which seems
to put a definite end to the efforts on finding suitable conditions of the cover
that would make cohomology a full invariant for strong contextuality. How-
ever, a limit of this example is that it is most likely not realisable in quantum
mechanics. Therefore, it remains an open question to understand whether
Conjecture 8.1 of [AMSB12] is still true for quantum-realisable models.

Another interesting open question is the following

‚ Can we give a better refinement of the abelian counterpart of the set-
presehaf of an empirical model S than the canonical FRS?
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It may be possible that such a refinement could end up giving us a full
invariant for contextuality.

Our results on the injectivity of the connecting homomorphisms have
helped us better understand these properties and their implications on the
contextuality of empirical models. On the other hand, even though we
proved Conjecture 3.4.1 false, we did not achieve a full grasp of the meaning
of the surjectivity of γ.

‚ What does it mean for an empirical model to have all surjective homo-
morphisms γC?

Moreover, the failure of Conjecture 3.4.1 has left unanswered the follow-
ing question

‚ How can we concretely describe the elements of the first cohomology
group Ȟ1 (M , F)?

Our alternative decription of this group via F-torsors is a first partial an-
swer to this question. However, it is still unclear how this approach can
be more satisfactory than the most straightforward one of Section 3.4.2. Al-
though it is definitely a more compact and elegant definition, the nature of
F-torsors does not appear to be more easily understandable in the terms we
need for the study of empirical models.
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In this chapter, we will propose a generalisation of the cohomological
obstruction to higher cohomology groups and shed light on the information
they can provide on the contextuality of empirical models. More specifically,
we will show that, for each q ě 0, to every section s0 P F(C0 ) we can
associate a well-defined q-obstruction γq (s0 ) P Ȟ2q+1 (M , FC̃0 ), and that
these obstructions can be organised in a hierarchy of logical implications.

A first attempt to generalise the cohomological obstruction to higher co-
homology groups has been made by Ji [Ji13]. We will essentially introduce a
more natural and compact way to define higher obstructions. This approach
will lead us to establish a hierarchy between different levels of contextual-
ity. Eventually, we will show that this method cannot be used to collect
additional information on the properties of no-signaling empirical models.

4.1 defining higher cohomology obstruc-
tions

In this section we introduce the definition of higher cohomological ob-
structions. The construction is essentially inspired by the base case dis-
cussed in Section 3.2.1. Each step is simply the most natural way to gen-
eralise the corresponding passage in the base case, making this definition
arguably the most natural way to describe higher obstructions.

First of all we need to generalise Lemma 3.2.2 to the higher case in order to
obtain a representation of a section s0 P F(C0 ) inside higher groups of co-
cycles Zq (M , FC0 ), q ą 0. This procedure is analogous to the q = 0 case,
where we used the isomorphism ψ0 to obtain a cocycle in Z0 (M , F |C0 )

representing s0 P F(C0 ).
Let q ě 0 be an integer. To each section s0 P F(C0 ) we associate a

q-relative cochain cqs0 P C
q (M , F |C0 ) defined as follows:

cqs0 (ω) := s0 |C0X|ω| , @ω P N(M)q

This determines the following homomorphism

ψq : F(C0 ) −Ñ Cq (M , F |C0 )
s0 Þ−Ñ c

q
s0

(4.1)

Notice that, if q = 0, this definition coincides with the one of ψ0 given
in Lemma 3.2.2.

Lemma 4.1.1. For each q ě 0, the homomorphism ψq is injective.

Proof. Let s0 P ker(ψq ). Then cqs0 = 0, thus in particular

0 = cqs0 (C0 , . . . , C0
lo oo omo oo on

q+1 times

) = s0 .

Therefore Ker(ψq ) = 0 and the homomorphism is injective.

60
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We showed that the image of ψ0 is contained in Z0 (M , F |C0 ) (it actually
coincides with Z0 (M , F |C0 )). We will now prove that this fact remains
true for ψq only in the case where q is even.

Lemma 4.1.2.
For each q ě 0, the image of ψ2q is contained in Z2q (M , F |C0 ). If q = 0 the
inclusion is an equality, thus ψ0 is an isomorphism.

Proof. Let c2qs0 P im(ψ2q ). For any ω P N(M)2q+1 we have

δ2q
(
c2qs0

)
(ω) =

2q+1
ÿ

k=0

(´1)kρ
|Bkω|

|ω|

(
c2qs0 (Bkω)

)

=

2q+1
ÿ

k=0

(´1)kρ
|Bkω|

|ω|

(
s0 |C0X|Bkω|

)

=

2q+1
ÿ

k=0

(´1)ks0 |C0X|ω|= 0 ,

where the last equality comes from the fact that it is a alternating sum with
an even number of terms (here we can see the importance of having to
distinguish in parity). The fact that ψ0 is an isomorphism has already been
proved in Lemma 3.2.2.

Given an integer q ě 0, we can now apply the same arguments used
in Section 3.2.1 to define the higher cohomological obstructions. Recall the
general exact sequence of presheaves (3.1) at the base of the definition of the
relative cohomology of F with respect to C0 .

0
0

==ñ FC̃0
incl .
===ñ F

pC0
====ñ F |C0

For each σ P N(M)2q , it yields an exact sequence on objects

0
0−−Ñ FC̃0

(|σ|) := ker(pC0
|σ|

)
incl .|σ|−−−−−Ñ F(|σ|)

p
C0
|σ|−−−−Ñ F |C0 (|σ|)

We can sum these morphisms for every σ P N(M)2q and "lift" exactness to
the chain level:

0
0−−Ñ C2q (M , FC̃0 )

À

σ incl .|σ|−−−−−−−Ñ C2q (M , F)

À

σ p
C0
|σ|−−−−−−−Ñ C2q (M , F |C0 )

(4.2)
Once again, by flaccidity beneath the cover of the presheaf F, we know

that pC0
|σ|

is surjective for all σ P N(M)2q . Thus

à

σPN(M)2q

p
C0
|σ|

is also surjective. Hence, (4.2) is in fact a short exact sequence

0 −Ñ C2q (M , FC̃0 ) −Ñ C2q (M , F) −Ñ C2q (M , F |C0 ) −Ñ 0

We can now use the boundary correstriction

δ̃2q : C2q (M , F) −Ñ Z2q+1 (M , F)

of the boundary maps δ2q (and their relative versions) in the same way as
in the q = 0 case and obtain the following commutative diagram



4.1 defining higher cohomology obstructions 62

0 C2q (M , FC̃0 ) C2q (M , F) C2q (M , F |C0 ) 0

0 Z2q+1 (M , FC̃0 ) Z2q+1 (M , F) Z2q+1 (M , F |C0 )

δ̃2q δ̃2q δ̃2q

Eventually, we apply the snake lemma again to obtain the connecting
homomorphism γ̃q : Z2q(M,F |C0)Ñ Ȟ2q+1(M,FC̃0).

F(C0)

Z2q(M,FC̃0) Z2q(M,F) Z2q(M,F |C0)

0 C2q(M,FC̃0) C2q(M,F) C2q(M,F |C0) 0

0 Z2q+1(M,FC̃0) Z2q+1(M,F) Z2q+1(M,F |C0)

Ȟ2q+1(M,FC̃0) Ȟ2q+1(M,F) Ȟ2q+1(M,F |C0)

ψ2q

γ̃q

(4.3)

Definition 4.1.3 (Higher cohomological obstruction). Let s0 P F(C0). We
define the q-th cohomological obstruction of s0 to be the element

γq(s0) := γ̃
q(ψ2q(s0)) P Ȟ

2q+1(M,FC̃0).

Notice that, due to the parity arguments needed to achieve this defini-
tion, the cohomological obstruction is generalisable only to odd-dimensional
cohomology groups.

In the case q = 0, Proposition 3.2.7 tells us that the vanishing of the
cohomological obstruction of a local section s0 is equivalent to the existence
of a compatible family containing s0. The analogous higher case result is
given in the following proposition.

Proposition 4.1.4. Given a q ě 0, a context C0 P M and a local section s0 P
F(C0), γq(s0) = 0 if and only if there exists a family s P Z2q(M,F) such that

p
C0
|σ|

(s(σ)) = c2qs0 (σ) = s0 |C0X|σ| . (4.4)

Proof. Since γq(s0) = 0, we know that γ̃(c2qs0 ) = 0. Therefore c2qs0 P ker(γ̃q).
Now, γ̃q is defined using the snake lemma, thus it is part of a long exact
sequence. Hence there exists a family s P Z2q(M,F) such that (4.4) is veri-
fied.
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We can see from this proposition that the higher analogous of a compati-
ble family is a member of the group Z2q(M,F).

An alternative, more concrete definition.

Note that, in analogy with the case q = 0, we can achieve an equivalent
definition of the higher cohomology obstruction in a more concrete way
following the guidelines given in [AMSB12] and already discussed in the
previous sections.

Given an integer q ě 0 and a section s0 P F(C0), we can find, by flaccidity,
a cochain c P Cq(M,F) such that

c(σ) |C0X|σ|= p
C0
|σ|

(c(σ)) = cqs0(σ) = s0 |C0X|σ| @σ P N(M)q. (4.5)

Let us denote by z := δq(c) the q-coboundary of the cochain c. We prove
here the counterpart Proposition 4.1 of [AMSB12] for the general q ě 0 case.
Note that, as we would expect, the proposition is generalisable only in the
case where q is even.

Proposition 4.1.5. Suppose q is even. Then the q-coboundary z of c vanishes
under restriction to C0, and hence is a q-cocycle in the relative cohomology with
respect to C0.

Proof. It is sufficient to show that

p
C0
|ω|

(z(ω)) = z(ω) ||ω|XC0= 0 @ω P N(M)q+1.

We have

z(ω) ||ω|XC0 = ρ
|ω|

|ω|XC0
(δq(c)(ω))

= ρ
|ω|

|ω|XC0

(
q+1
ÿ

k=0

(´1)kρ
|Bkω|

|ω|
(c(Bkω))

)

=

q+1
ÿ

k=0

(´1)kρ
|ω|

|ω|XC0
˝ ρ
|Bkω|

|ω|
(c(Bkω))

=

q+1
ÿ

k=0

(´1)kρ
|Bkω|

|ω|XC0
(c(Bkω))

=

q+1
ÿ

k=0

(´1)kc(Bkω) ||ω|XC0

=

q+1
ÿ

k=0

(´1)k
(
c(Bkω) ||Bkω|XC0

)
||ω|

(4.5)
=

q+1
ÿ

k=0

(´1)k
(
s0 ||Bkω|XC0

)
||ω|

=

q+1
ÿ

k=0

(´1)k
(
s0 ||ω|XC0

)
= 0,

where the last equality is due to the fact that the sum is alternating and has
an even number of terms since q is even.

We can eventually formulate the concrete definition of cohomological ob-
struction
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Definition 4.1.6 (Alternative definition of higher cohomological obstruction).
Given an integer q ě 0 and a section s0 P F(C0) we define the q-th cohomolog-
ical obstruction γq(s0) of s0 to be the cohomology class [z] P Ȟ2q+1(M,FC̃0).

We still need to check that this alternative definition of γq is independent
of the choice of the cochain c.

Proposition 4.1.7. Definition 4.1.6 is independent of the choice of c.

Proof. Let c 1 be such that

c 1(σ) |C0X|σ|= : pC0
|σ|

(c 1(σ)) = c 1qs0 (σ) := s0 |C0X|σ| @σ P N(M)q.

Consider c´ c 1 P C2q(M,F). We have

(c´ c 1)(σ) |CX|σ| = c(σ) |CX|σ| ´c
1(σ) |CX|σ|= s0 |C0X|σ| ´s0 |C0X|σ|

= 0 @σ P N(M)q.

Thus, c´ c 1 P C2q(M,FC̃0), which implies

δ2q(c)´ δ2q(c 1) = δ2q(c´ c 1) P B2q+1(M,FC̃0),

which means [δ2q(c)] = [δ2q(c 1)] and thus γq is well-defined.

The same argument used to show the equivalence of Definition 3.2.4 and
the one of [AMSB12] in Section 3.2.1 can be applied here to show the equiv-
alence of Definition 4.1.3 and Definition 4.1.6.

4.2 a hierarchy of cohomological obstruc-
tions

We will now show the main result of this chapter: the existence of a
hierarchy of different types of contextuality, based on the order of the first
vanishing higher cohomological obstruction.

Theorem 4.2.1. Let q ě 0 and s0 P F(C0). If γq(s0) = 0, then γq
1
(s0) = 0 for

all q 1 ě q.

Proof. Since γq(s0) = 0, by Proposition 4.1.4 there exists a family s P Z2q(M,F)
such that

à

σPN(M)2q

p
C0
|σ|

(s(σ)) = c2qs0 . (4.6)

We will now show that we can find a family f(s) P Z2q+1(M,F) such that
à

σPN(M)2q+2

p
C0
|σ|

(f(s)(σ)) = c2q+2s0
. (4.7)

By Proposition 4.1.4, this will imply that γq+1(s0) = 0 and, by recursion,
the final result.

Let us start by defining, for all τ P N(M)2q+2,

f(s)(τ) := ρ
|B2q+1B2q+2τ|

|τ|
(s(B2q+1B2q+2τ))

= s(B2q+1B2q+2τ) ||τ| .
(4.8)
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Notice that f(s)(τ) P F(|τ|), thus f(s) P C2q+2(M,F). We can actually show
that f(s) P Z2q+2(M,F) as follows. Given an arbitrary ν P N(M)2q+3, we
have

δ2q+2(f(s))(ν) :=

2q+3
ÿ

k=0

(´1)kρ
|Bkν|

|ν|
(f(s)(Bkν))

(4.8)
=

2q+3
ÿ

k=0

(´1)kρ
|Bkν|

|ν|
ρ
|B2q+1B2q+2Bkν|

|Bkν|
(s(B2q+1B2q+2Bkν))

=

2q+3
ÿ

k=0

(´1)kρ
|B2q+1B2q+2Bkν|

|ν|
(s(B2q+1B2q+2Bkν))

=

2q+1
ÿ

k=0

(´1)kρ
|B2q+1B2q+2Bkν|

|ν|
(s(B2q+1B2q+2Bkν))

+ ρ
|B2q+1B2q+2B2q+2ν|

|ν|
(s(B2q+1B2q+2B2q+2ν))

´ ρ
|B2q+1B2q+2B2q+3ν|

|ν|
(s(B2q+1B2q+2B2q+3ν))

(4.9)

Notice that the last two terms cancel out, in fact

B2q+1B2q+2B2q+2ν = B2q+1B2q+2B2q+3ν (4.10)

since on the left we cancel the penultimate element of ν, then the last one,
and finally the third to last, while on the right hand side we cancel the last
element, then the penultimate and finally the third to last, obtaining the
same result. Explicitly,

B2q+1B2q+2B2q+2ν = B2q+1B2q+2(ν0, . . . ,ν2q,ν2q+1, ν̂2q+2,ν2q+3)

= B2q+1(ν0, . . . ,ν2q,ν2q+1, ν̂2q+2, ν̂2q+3)

= B2q+1B2q+2(ν0, . . . ,ν2q,ν2q+1,ν2q+2, ν̂2q+3)

= B2q+1B2q+2B2q+3ν

Thus we have

δ2q+2(f(s))(ν)
(4.9)(4.10)

=

2q+1
ÿ

k=0

(´1)kρ
|B2q+1B2q+2Bkν|

|ν|
(s(B2q+1B2q+2Bkν))

=

2q+1
ÿ

k=0

(´1)kρ
|BkB2q+1B2q+2ν|

|ν|
(s(BkB2q+1B2q+2ν)),

(4.11)

where the last equality is valid since now 0 ď k ď 2q + 1 and therefore
it is unimportant whether we cancel the k-th term before or after having
canceled the (2q+ 2)-th and the (2q+ 1)-th, explicitly

B2q+1B2q+2Bkν = B2q+1B2q+2(ν0, . . . , ν̂k, . . . ,ν2q+1,ν2q+2,ν2q+3)

= (ν0, . . . , ν̂k, . . . , ν̂2q+1, ν̂2q+2,ν2q+3)

= Bk(ν0, . . . ,νk, . . . , ν̂2q+1, ν̂2q+2,ν2q+3)

= BkB2q+1B2q+2ν.

We can now relabel

B2q+1B2q+2ν := σ̃ P N(M)2q+1, (4.12)
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and obtain

δ2q+2(f(s))(ν)
(4.11)(4.12)

=

2q+1
ÿ

k=0

(´1)kρ
|Bkσ̃|

|ν|
(s(Bkσ̃)) = δ

2q(s)(σ̃) = 0,

where the last equality is due to the fact that s P Z2q(M,F).
Now we need to check that f(s) actually satisfies (4.7). Let σ P N(M)2q+2.

We have

p
C0
|σ|

(f(s)(σ)) = f(s)(σ) ||σ|XC0=
(
s(B2q+1B2q+2σ) ||σ|

)
||σ|XC0

= s(B2q+1B2q+2σ) ||σ|XC0
(4.12)
= s(σ̃) ||σ|XC0

= s(σ̃) ||σ̃| X |σ|
looomooon

=|σ|

XC0
=
(
s(σ̃) ||σ̃|XC0

)
||σ|

=
(
p
C0
|σ̃|

(s(σ̃))
)
||σ|

(4.6)
=
(
c2qs0 (σ̃)

)
||σ|=

(
s0 ||σ̃|XC0

)
||σ|

= s0 ||σ̃|X|σ|XC0= s0 ||σ|XC0= c
2q+2
s0

(σ).

By proposition 4.1.4 this implies γq+1(s0) = 0. We just proved

γq(s0) = 0ñ γq+1(s0) = 0,

and, by recursion, we obtain the statement of the theorem.

This theorem suggests the existence of an infinite amount of types of
contextuality organised in a strict hierarchy. Inspired by Definition 3.2.9, we
are naturally driven to generalise it as follows.

Definition 4.2.2. Let S be an empirical model.

‚ If there exists a local section s0 P S(C0) such that γqFRS(s0) ‰ 0 we say
that S is cohomologically logically (or possibilistically) q-contextual at s0,
or CLCqR(S, s0).

‚ We say that S is cohomologically strongly q-contextual (or SCqR(S)) if
CLC

q
R(S, s) for all s.

The base case of Definition 3.2.9 then coincides with the case where q = 0.
By Proposition 4.1.4, a model S is cohomologically logically q-contextual

at s0 P S(C0) if and only if it is impossible to find a family s P Z2q(M,F)
that restricts to s0.

In the light of this definition, Theorem 4.2.1 would result in the following
diagram of logical implications
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CSCR(S) CLCR(S)

CSC1R(S) CLC1R(S)

...
...

CSC
q
R(S) CLC

q
R(S)

CSC
q+1
R (S) CLC

q+1
R (S)

...
...

4.2.1

3.2.10

4.2.1

3.2.10

4.2.1 4.2.1

4.2.1 4.2.1

4.2.1

3.2.10

4.2.1

3.2.10

4.2.1 4.2.1

However, it turns out that this hierarchy is not applicable to further clas-
sify the contextuality of no-signaling empirical models. In fact, we will show
in the following section that we cannot find any example of a no-signaling
model which is cohomologically logically q-contextual for any q ą 0.

4.3 no-signaling models are q-noncontextual
for q ŋ 0 .

Consider a presheaf of abelian groups F relative to an empirical model
S on a scenario xX,M,Oy (e.g. F := FRS). To simplify notation we rewrite
the cover as M := tCiu

n
i=0. Let us call C0 P M an arbitrary context, and let

sC0 P F(C0) be an arbitrary section. By no-signaling, there exists a family
tsCi P F(Ci)u

n
i=0 such that

sCi |CiXC0= sC0 |CiXC0 @0 ď i ď n. (4.13)

We define z P C2(M,F) by the expression

z(ω) := sB0B2ω ||ω| P F(|ω|) @ω P N(M)2

More explicitly, given an ω := (Ci,Cj,Ck) P N(M)2, we define

z(Ci,Cj,Ck) := sCj |CiXCjXCk P F(Ci XCj XCk). (4.14)

Given a general σ := (Ci,Cj,Ck,Cl) P N(M)3, we have

δ2(z)(σ) = z(Cj,Ck,Cl) ||σ| ´z(Ci,Ck,Cl) ||σ|
+ z(Ci,Cj,Cl) ||σ| ´z(Ci,Cj,Ck) ||σ|
(4.14)
= sCk ||σ| ´sCk ||σ| +sCj ||σ| ´sCj ||σ|= 0,
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thus z P Z2(M,F). Moreover, for any general ω = (Ci,Cj,Ck) P N(M)2 we
have

p
C0
|ω|

(z(ω)) = z(ω) ||ω|XC0
(4.14)
= sCj |CiXCjXCkXC0

=
(
sCj |CjXC0

)
|CiXCjXCkXC0

(4.13)
=
(
sC0 |CjXC0

)
||ω|XC0

= sC0 ||ω|XC0= : c2sC0
(ω).

By Proposition 4.1.4, this result implies γ1 (sC0 ) = 0, and by Theorem 4.2.1,
we conclude

γq (sC0 ) = 0 @q ą 0 .

Since sC0 has been chosen arbitrarily, we conclude

 CLC
q
R (S) @q ą 0 .

In other words, the image of ψ2q is always included in ker(γq ) in the
case of no-signaling models, making the whole higher cohomology groups
machinery effectively useless in the study of empirical models. This gives a
definite answer to the question of whether higher cohomology groups can
provide additional information on empirical models.

4.4 discussion
Motivated by Section 3.2.1 and particularly by Proposition 3.2.7, we suc-

cessfully generalised the notion of cohomological obstruction to the context
of higher cohomology groups. The proposed definition of higher obstruc-
tion is arguably the most natural and compact way to generalise the base
case. The definition we gave ultimately coincides with the one given in [Ji13],
but it is obtained using a completely different approach, which closely fol-
lows the outline of the base case and is independent of any ad hoc intro-
duced definition (cf. joint/separate compatibility in [Ji13]). Thanks to the
clear analogies with the 0-dimensional case, we were able to acquire a full
understanding of the vanishing of the higher obstructions (cf. Proposition
4.1.4), and obtain a much stronger hierarchy result (cf. Theorem 4.2.1).

Nevertheless, our definition gives rise to some open questions that we
aim to answer in future work.

‚ Is there a physical reason why the higher cohomological obstruction
can be naturally generalised only to odd-dimensional cohomology
groups?

‚ Is there an even-dimensional counterpart of the cohomological ob-
struction? Does it satisfy similar properties? What kind of information
can it provide?

In Section 4.3, we showed that our natural generalisation cannot be used
to further classify empirical models, giving a definite answer to previous
attempts to generalise the cohomological obstruction to higher cohomology
groups. However, we still believe this machinery is interesting in its own
right, as a mathematical entity. We aim to contemplate the possibility of
applying it to different contexts, possibly to explain the relation between
multiple models on the same scenario. We also have a number of interesting
questions that remain unanswered and that we hope to solve in future work.
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‚ Does the failure of the higher obstruction method in the scope of
empirical models implies that higher odd-dimensional cohomology
groups cannot help us refining our classification of contextuality?

‚ What information can even-dimensional cohomology groups provide?



5 C O H O M O LO GY A N D AV N
A R G U M E N T S

In this final chapter we will describe the relation between the two meth-
ods of detecting contextuality studied so far: cohomological obstructions
and All vs Nothing arguments. Although the two approaches seem to be
completely unrelated, they can actually be organised in a precise sequence
of logical implications. In particular, the main result of this chapter tells us
that if an empirical model admits an AvN argument, then the cohomological
obstructions witness its contextuality [ABK+

15].

5.1 a generalisation of avn arguments
In conventional proofs of contextuality involving AvN arguments like the

one we proposed in Chapter 2, we typically associate to every context of
the empirical model a Z2-linear equation. We then proceed to prove that
such a system is inconsistent. A natural generalisation of this idea is to use
R-linear equations, where R is a general ring. We will here implement this
viewpoint. It will be convenient to consider scenarios of the form xX , M , Ry
for an arbitrary ring R.

Definition 5.1.1. Let R be a ring and S an empirical model on a scenario
xX , M , Ry. An R-linear equation is a triple φ := xC := Vφ , a , by, where
C P M, a : C Ñ R and b P R. We say that an event s P E(C) satisfies φ, or
s |= φ, if

ÿ

mPC

a(m)s(m) = b .

We can consider an R-linear equation associated to a context C as a logic
formula concerning the outcomes of the measurements in C (exactly like
in the usual case, where each equation can be seen as a statement about
the parity of the outcomes). This allows us to consider the model from a
model-theoretical point of view.

Definition 5.1.2. Consider a scenario xX , M , Ry.

‚ To every system of R-linear equations Γ associated to a context C P M

we can associate its model

M(Γ ) := ts P E(C) | s |= φ @φ P Γ u ,

which is the set of all the events that satisfy all the equations in the
system.

‚ To every set of events S Ď E(C) we can associate its R-linear theory

TR (S) := tφ | s |= φ @s P Su ,

which is the set of all the equations satisfied by all its events.

Notice that Definition 5.1.2 does not involve empirical models.

70
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Definition 5.1.3. Let S be an empirical model. We define its R-linear theory
to be

TR (S) :=
ď

CPM

TR (S(C)) = tφ | s |= φ , @s P S(Vφ )u .

We say that S is AvNR (denoted by AvNR (S), if TR (S) is inconsistent, i.e.
there is no global assignment g : X Ñ R such that g |Vφ |= φ @φ P TR (S).

Proposition 5.1.4. Let S be an empirical model. We have

AvNR (S) ñ SC(S) .

Proof. We will show the opposite statement. Suppose  SC(S). Then there
exists a g P S(X). Then g |Vφ P S(Vφ ) for each φ P TR (S), thus g |Vφ |=
φ. We conclude that TR (S) is consistent, hence the model is not AvNR .

5.2 affine closures
Consider a subset U Ď X (where X can be seen as the usual set of mea-

surements). We denote by Theories the poset containing all logical theories,
ordered by inclusion. Consider the power set of events PE(U), seen as a
poset, also ordered by inclusion. We have two order reversing poset-maps
(i.e. controvariant functors between poset categories)

TR : PE(U) −Ñ Theories
S Ď EU = RU Þ−Ñ TR (S) ,

and
M : Theories −Ñ PE(U)

Γ Þ−Ñ M(Γ ) ,

Proposition 5.2.1. The maps TR and M form an antitone Galois connection (cf.
Definition 2.1.4).

Proof. For each theory Γ , we have Γ Ď TR (M(Γ )). In fact

TR (M(Γ )) = TR (ts P E(U) | s |= φ , @φ P Γ u)

= tφ | s |= φ , @s P ts P E(U) | s |= φ , @φ P Γ uu

= tφ | s |= φ , @s P E(U) : (s |= φ , @φ P Γ )u ,

and Γ is clearly included in this set. On the other hand we have S Ď

M(TR (S)) for each S Ď E(U), in fact

M(TR (S)) = M(tφ | s |= φ , @s P Su)

= ts P E(U) | s |= φ , @φ P tφ | s |= φ , @s P Suu

= ts P E(U) | s |= φ , @φ : (s |= φ , @s P S)u ,

and clearly S is contained in this set.

We consider the closure operator M ˝TR . When applied to a set of events,
this operator gives us the largest set of events whose theory is still the same,
in fact, we already showed that S Ď M ˝ TR (S) and we also have TRM ˝

TR (S) = TR (S). To see this, notice that, since TR is order reversing, we
get TRM ˝ TR (S) Ď TR (S). Moreover, let φ P TR (S). Then s |= φ for
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each s P S. Let t P E(U) be such that t |= ψ for each ψ satisfied by any
s P S, then in particular t |= φ. Thus φ P TRM ˝ TR (S).

Note that E(U) = RU is a (free) R-module (it is even an R-vector space
if R is a field), it thus make sense to take R-linear combinations of events.
Now, suppose we have solutions s1 , . . . , sn to an R-linear equation φ =

xC , a , by. We claim that any affine linear combination of them, i.e. any

n
ÿ

i=1

risi s.t.
n
ÿ

i=1

ri = 1 ,

is still a solution of the linear equation. In fact

si |= φ , @1 ď i ď n ñ
ÿ

mPC

a(m)si (m) = b , @ ď i ď n

ñ
ÿ

mPC

a(m)
n
ÿ

i=1

risi (m) =
n
ÿ

i=1

ri
loomoon

=1

ÿ

mPC

a(m)si (m)

loooooooomoooooooon

=b

= b ñ

n
ÿ

i=1

risi |= φ .

This means that the set of solutions M(Γ ) to a system Γ is an affine sub-
module of E(U), which implies that

aff ď M ˝ TR ,

where aff is defined as follows.

Definition 5.2.2. Let S Ď E(U). We define the affine closure of S as the set

affU S :=

#

n
ÿ

i=1

risi

ˇ

ˇ

ˇ

ˇ

ˇ

si P S , ri P R ,
n
ÿ

i=1

ri = 1

+

.

Lemma 5.2.3. The affine operator aff : PE ñ PE is natural.

Proof. Given two subsets U Ď U 1 Ď X, we denote by S |U the set S |U :=

ts |U | s P Su, and by ρ̂U
1

U := PE(U Ď U 1 ) : : S ÞÑ S |U . Naturality for aff
corresponds to the commutativity of the following diagram.

PE(U) PE(U)

S |U affUS |U

PE(U 1 ) PE(U 1 )

S© affU 1 S

affU

ρ̂U1

U

affU1

ρ̂U1

U

We can prove that this diagram commutes by starting from the bottom left
corner with a subset S Ď E(U 1). A the top right corner we obtain affUS |U



5.3 cohomology detects the contextualiy of AvN models 73

coming from the left and (affU 1S) |U coming from the bottom right. These
two results coincide, in fact

affUS |U =

#

n
ÿ

i=0

risi

ˇ

ˇ

ˇ

ˇ

ˇ

si P S |U,
n
ÿ

i=0

ri = 1

+

=

#

n
ÿ

i=0

risi |U

ˇ

ˇ

ˇ

ˇ

ˇ

si P S,
n
ÿ

i=0

ri = 1

+

=

#(
n
ÿ

i=0

risi

)
|U

ˇ

ˇ

ˇ

ˇ

ˇ

si P S,
n
ÿ

i=0

ri = 1

+

=

#

s |U

ˇ

ˇ

ˇ

ˇ

ˇ

s P

#

n
ÿ

i=0

risi

ˇ

ˇ

ˇ

ˇ

ˇ

si P S,
n
ÿ

i=0

ri = 1

++

=

#

s |U

ˇ

ˇ

ˇ

ˇ

ˇ

s P affU 1(S)

+

= (affU 1S) |U .

We use the affine operator to define the affine closure of an empirical
model.

Definition 5.2.4. Let S be an empirical model on a scenario xX,M,Ry. We
define its affine closure Aff S, as the empirical model given, at each C PM by

(Aff S)(C) := aff S(C).

Note that, since TR(S) is defined as the union of all the theories at each
context, the Galois connection of Proposition 5.2.1 can be lifted to the level
of empirical models. We also clearly have Aff ď M ˝TR (with equality if R
is a field).

Proposition 5.2.5. Let S be an empirical model on a xX,M,Ry scenario. We have

AvNR(S)ñ SC(Aff S).

If R is a field, then the converse is also true.

Proof. Since Aff ď M ˝TR, which is the closure operator, the R-linear theory
of S coincides with the R-linear theory of Aff S. Therefore, if S is AvNR,
then Aff S is also AvNR, thus strongly contextual by Proposition 5.1.4. Now,
suppose R is a field and that TR(S) is consistent. Then there is a global event
g : XÑ R such that it satisfies all the equations in TR(S). But g P (Aff S)(X),
since M ˝TR(S) = Aff S (since R is a field). Therefore, Aff S is not strongly
contextual.

5.3 cohomology detects the contextualiy of
AvN models

Consider again the functor (3.4) FR that constructs the free R-module on
a given set X previously used in practice to define the presheaf of abelian
groups associated to an empirical model. Since FRX is the free R-module
generated by X, we know that the functor FR is the left adjoint of the for-
getful functor U : R´Mod Ñ Set. The adjunction is defined by the unit
η : IdSet ñ U ˝ FR given by

ηX : XÑ U(FRX) :: xÑ 1 ¨ x,
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and by the counit ε : FR ˝Uñ IdR´Mod defined as

εM : FRU(M)ÑM :: r ÞÑ
ÿ

xPM

r(x) ¨ x. (5.1)

Now, let M be an R-module and let S Ď U(M). Notice that FRS, being
the set of all formal linear combinations of elements in S, can be seen as the
linear span of the set im(ηS ) = t1 ¨ s | s P Su inside FRU(M), denoted by
spanFRU(M) im(ηS ). Since ε is a homomorphism of R-modules, it maps
spanFRU(M) im(ηS) to spanMS, i.e. the linear span of S in M. Moreover,
it also maps formal affine combinations FaffR (S) = affFRU(M) im(ηS ) to
the affine closure affMS.

The specific scenarios we are studying have R as an outcome set. There-
fore, all the events in each E(U) are in fact R-modules. This allows us to
rewrite the sheaf of events as E : P(X)op Ñ R ´Mod. Therefore, we can
construct a map of presheaves IdE ˚ ε : FR ˝ U ˝ E ñ E, given at each con-
text by the counit (5.1) εE(U) . If we have an empirical model S, we exploit
this fact to subsets of the module at every context. Note that if U is beneath
the cover, then affE(U)S(U) = (Aff S)(U) by definition, thus summa-
rizing the whole discussion, we conclude that the map IdE ˚ ε restricts as
shown in the following diagram.

FaffR US FRUS FRUE

Aff S Span S E

ε

We can finally formulate that cohomological obstructions witness the con-
textuality of AvN models by providing a chain of logical implications that
bring together these two methods.

Theorem 5.3.1. Let S be an empirical model on a scenario xX,M,Ry. Then

AvNR(S)ñ AC(Aff S)ñ CSCR(S)ñ SC(S).

Proof. The first implication has already been proved in Proposition 5.2.5,
and the third in Proposition 3.2.10. We will prove the second implication by
showing the converse. If S is not CSCR, then there exists a context C0 and
a section s0 P FRS(C0) such that γFRS)(s0) = 0. By Proposition 3.2.7, this
means that there exists a compatible family tsC P FRS(C)uCPM extending
s0 (i.e. sC0 = s0). Each sC is a formal linear combination of elements in
S(C), thus the presheaf map FaffR US ñ Aff S of the diagram above maps
this compatible family to a compatible family of Aff S, showing that Aff S
cannot be strongly contextual.
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6.1 some more details on the galois corre-
spondence S Ø VS

We have seen in Section 2 that there is an antitone Galois correspondence
between (SG(P),Ď) and (tVS | S P SG(Pn)u,Ď). We will show here that this
correspondence is in fact induced by an antitone Galois connection between
(SG(P),Ď) and (SS(Cn),Ď), i.e. the set of all sub-vector spaces of Cn.

Proposition 6.1.1. Let

F : SG(P) −Ñ SS(Cn) :: S Þ−Ñ VS
G : SS(Cn) −Ñ SG(P) :: V Þ−Ñ Ş

|ψyPV (Pn)|ψy,

where (Pn)|ψy := tA P Pn | A ‚ |ψy = |ψyu denotes the isotropy group of |ψy.
Then F and G form a Galois connection between (SG(P),Ď) and (SS(Cn),Ď).
Explicitly, this means that F and G are order-reversing and satisfy

S Ď G(F(S)) W Ď F(G(W)),

for all S P SG(P) and W P SS(Cn).

Proof. We have already shown that F is order reversing. Let V Ď W be two
subspaces of Cn. We have

G(W) :=
č

|ψyPW

(Pn)|ψy Ď
č

|ψyPV

(Pn)|ψy = : G(V),

thus, G is also order-reversing. Now, let S P SG(P), we have

G(F(S)) = G(VS) =
č

|ψyPVS

(Pn)|ψy,

and

A P Sñ A ‚ |ψy = |ψy, @|ψy P VS ñ A P (Pn)|ψy, @|ψy P VS

ñ A P
č

|ψyPVS

(Pn)|ψy, (6.1)

thus S Ď G(F(S)). On the other hand, let W Ď Cn be a subspace. We have

F(G(W)) = F


 č

|ψyPW

(Pn)|ψy


 = V(Ş

|ψyPW(Pn)|ψy

)

=

$

&

%

|ψy P Cn

ˇ

ˇ

ˇ

ˇ

ˇ

A ‚ |ψy = |ψy, @A P
č

|ψyPW

(Pn)|ψy

,

.

-

=

#

|ψy P Cn

ˇ

ˇ

ˇ

ˇ

ˇ

A ‚ |ψy = |ψy, @A :
(
A P (Pn)|ψy, @|ψy PW

)+

=

#

|ψy P Cn

ˇ

ˇ

ˇ

ˇ

ˇ

A ‚ |ψy = |ψy, @A : (A ‚ |ψy = |ψy, @|ψy PW)

+

,
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and clearly W is a subset of this set. Thus F and G form indeed a Galois
connection.

Remark 6.1.2. Notice that this connection is not a correspondence, in fact
(for instance) we don’t necessarily have S = G(F(S)) for every S. To see this
we can observe that, although every other logical implication of (6.1) can be
reversed, the first one is strict in general:

A ‚ |ψy = |ψy, @|ψy P VS ñ A P S

We will use the following general result concerning Galois connections
(the proof is quite simple and left in exercise, cf. [EKMS92] for deeper in-
sights)

Proposition 6.1.3. Any antitone Galois connection f : AÑ B, g : BÑ A induces
an antitone Galois correspondence between im(f) and im(g).

Thus, the Galois connection of Proposition 6.1.1 induces a Galois corre-
spondence

im(F) = tVS | S P SG(Pn)u ÐÑ

$

&

%

č

|ψyPV

(Pn)|ψy

ˇ

ˇ

ˇ

ˇ

ˇ

V P SS(C)n

,

.

-

= im(G).

Since we have proved in the project that we have an antitone Galois cor-
respondence SG(Pn) „ im(F) and we have just shown that im(F) „ im(G),
we infer, in particular, that im(G) is in bijection with SG(Pn). Since SG(Pn)

is a finite set and im(G) Ď SG(Pn), we conclude that im(G) = SG(Pn), i.e.
$

&

%

č

|ψyPV

(Pn)|ψy

ˇ

ˇ

ˇ

ˇ

ˇ

V P SS(C)n

,

.

-

= SG(Pn)

This is a interesting result: it tells us that every subgroup of Pn can be
written as an intersection of isotropy groups for the action on Cn. It also
implies that the Galois connection of Proposition 6.1.1 induces the corre-
spondence of Proposition 2.1.5.
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