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To provide a tool for performance evaluation of IEEE 802.15.4 with sleep mode enabled, a novel model 

based on real time queueing analysis is proposed in this paper. A low-rate wireless personal area network 

(LR-WPAN), composed of multiple nodes which send packets to the coordinator, is considered. The queue- 

ing behaviour of IEEE 802.15.4 node with sleep mode enabled differs from others because the packet ar- 

rivals in sleep period accumulate at the beginning of the active period, which makes a heavier load in 

the beginning than at any other time. This model analyses this behaviour by dividing the active portion 

of the superframe into backoff slots and then using an embedded discrete-time Markov chain model. The 

concept of virtual service time is introduced into this model which makes the proposed queueing model 

novel and different from typical ones. The accuracy of the proposed model is validated by Monte Carlo 

simulations in existing typical application scenarios, which indicates that the proposed queueing model 

can accurately evaluate the performance of IEEE 802.15.4 in the context of the application scenarios de- 

scribed in the simulations. 

© 2018 Elsevier B.V. All rights reserved. 
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1. Introduction 

ZigBee has gained significant attention in recent years, espe-

cially in ultra low power, low complexity and low data rate appli-

cations. Example applications range from building/home automa-

tion, remote control and smart energy management to home as-

sisted health care. On the protocol design front, the MAC proto-

cols that ZigBee relies on – IEEE 802.15.4 have gone through sev-

eral major revisions [1,2] and amendments [3–5] since the first re-

lease in 2003. These revisions and amendments have significantly

expanded the application of IEEE 802.15.4 in every aspect of our

lives. However, the efficient use of ZigBee networks still hinges on

the ability to predict and tune their performance in terms of key

metrics, such as energy consumption and throughput. In this paper

we advocate the need for analytical models for ZigBee networks,

which are essential not only for performance estimation, but also

for assisting in multiple facets of network operation, from protocol

design to network topology setup and follow-on tuning. 
∗ Corresponding author. 
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However, accurate modelling of the protocol given arbitrary

etwork conditions is extremely challenging for dynamic wireless

etworks. The most challenging problem is queueing analysis. It is

he foundation of the whole network system and is closely corre-

ated with all events in the network such as packet transmissions,

ollisions, and so on. The modelling of the protocol without taking

he queueing behaviour into account makes the model inaccurate

nd less reliable in practice. In addition, due to the sleep mech-

nism introduced in the protocol for energy saving, the queue of

ach node in the network is time varying and thus cannot be sim-

ly modelled as a distribution. The real time queuing analysis in-

tead of a simple distribution is essential for making the model

ufficiently accurate for real time performance evaluation. 

Although many models have been proposed for IEEE 802.15.4,

one of these models provide a real time queueing analysis for

erformance evaluation, as discussed in Section 2 . In this paper,

 novel queueing model is proposed for IEEE 802.15.4 MAC with

leep mode enabled. We use an embedded discrete-time Markov

hain to analyse the impact of real time load due to sleep mode on

he performance of an IEEE 802.15.4 network. The proposed model

onsists of three submodels, including: (1) an embedded discrete-

ime Markov chain queueing model, which analyses the queueing

https://doi.org/10.1016/j.adhoc.2018.01.006
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ehaviour of IEEE 802.15.4 with sleep mode; (2) a virtual service

ime model, which provides an accurate virtual service time dis-

ribution using the backoff stage distribution; and (3) a CSMA/CA

odel, which studies the backoff mechanism of an IEEE 802.15.4

ode and derives the backoff stage distribution. 

The remainder of this paper is organized as follows.

ection 2 provides an overview of related work. Section 3 presents

he proposed queueing model and two related sub-models in

etail, and derives important performance metrics. Section 4 com-

ares numerical results from model derivation with simulation

esults and Section 5 concludes the paper. 

. Related works 

In the literature, there are several works focused on the mod-

lling and performance evaluations of IEEE 802.15.4 networks. The

erformance analysis by means of simulations and real experi-

ents with IEEE 802.15.4 networks have been carried out in [6–

] and [9,10] , respectively. But other studies, as described below,

ry to describe the behaviour of IEEE 802.15.4 networks with math-

matical models which are used to evaluate the various perfor-

ance metrics of this protocol. 

A lot of good work has focused on analysing the CSMA/CA

echanism of IEEE 802.15.4 so far [11–14] . However, [11] and

12] use the same assumptions and formulations as the exist- 

ng Bianchi’s for IEEE 802.11 DCF [17] which is different from

he mechanisms of IEEE 802.15.4. The accuracy of the model in

13] is not satisfactory because the authors simplify the analysis

y approximating the uniform distribution for the random backoff

ounter in CSMA/CA process of IEEE 802.15.4 with a geometric dis-

ribution. Park et al. [14] proposed a novel way of approximating

he probabilities of the two-slot sensing of CSMA/CA, where the

uccess rate of the first CCA and second coupled with each other.

owever, this approximation did not take into account the differ-

nce of success rate at the beginning and end of a superframe due

o different number of packets waiting to be sent. 

Yoo et al. [15] have proposed a distance-constrained real-time

essage-scheduling algorithm to schedule a large number of real-

ime messages to meet their timing constraints. However, this pa-

er does not present real-time analysis of the queuing behaviour

nd the derived performance of the whole network, as we do in

his paper. Koubaa et al. [16] have analysed the performance of the

uaranteed time slot (GTS) allocation mechanism in IEEE 802.15.4.

he analysis gives a full understanding of the behaviour of the

TS mechanism with regards to delay and throughput metrics. GTS

echanism makes real-time guarantees possible for real-world ap-

lications. In comparison, the proposed model can analyse the FTS

echanism in a more comprehensive way. 

Models in [18–23] have given accurate performance evaluations

or the CSMA/CA mechanism of IEEE 802.15.4. Based on the pre-

ious work in [19] , the model proposed in [21] analyses the slot-

ed CSMA/CA of IEEE 802.15.4 in saturated condition, using embed-

ed states to analyse the behaviour of nodes and the channel. Bu-

atti has mentioned in [22] a similar modelling approach as ours

y dividing the superframe into slots and analysing the behaviour

f the node in each slot in order to evaluate the performance

f both star-based and tree-based topologies in IEEE 802.15.4 LR-

PAN. [23] assumes that the number of pending packets waiting

or transmission is no more than 1. All the above works model only

he CSMA/CA process without queueing analysis and [18–21] even

o not take the inactive period into account. 

More recent research focuses on the performance modelling

f IEEE 802.15.4 in specific applications [24–32] . For example,

arowski et al. [25] discuss the asynchronous multichannel discov-

ry of IEEE 802.15.4. Zhu et al. [26] evaluate the performance of the

rotocol in large-scale wireless multi-hop sensor networks. Anbagi
t al. [27] propose the model for IEEE 802.15.4 in cyber physical

ower grid monitoring systems. Striccoli et al. [31] provide a model

ith a complete characterization of the frame-error-rate process.

ovindan et al. [32] use Markov chain analysis for low data rate

nsaturated traffic. 

Only few work [33–35] take into consideration the queueing

nalysis and optional sleep mode. The queueing model based on

n M/G/1/K system with vacations, proposed by Miši ́c et al., anal-

ses the beacon enabled mode of an IEEE 802.15.4 cluster [33] .

owever, the assumption that every node enters sleep mode for a

eometrically distributed time after its buffer becomes empty dif-

ers from the actual mechanism and makes the analytical results

iverge from the simulation results. Another recent work [34] de-

cribes the queueing behaviour of IEEE 802.15.4 taking the optional

leep mode into account. But this work only considers single-slot

hannel sensing. Besides, it does not analyse the influence of inac-

ive period on the queue length. 

Our paper provides a novel analytical queueing model, taking

he queueing details of an IEEE 802.15.4 node with sleep mode into

ccount. Unlike models in [33] and [34] , our study not only tell

hat the contention is intensive at the start of the superframe due

o packet arrivals in the inactive period, but also provide quantita-

ive results of the number of nodes competing for channel and the

ueue length of each node at any time of the superframe by divid-

ng time into backoff slots and then using an embedded discrete-

ime Markov chain to model the queueing behaviour. 

. Analytical model formulation 

.1. IEEE 802.15.4 

IEEE 802.15.4 is designed especially for ultra-low power net-

orks consisting of battery-powered nodes. To address the energy

onsumption requirements, a simple and effective solution is to

ake nodes work in sleep/wakeup cycle. The sleep mode in IEEE

02.15.4, which enables nodes to enter a low-power mode period-

cally, is optional but crucial. Nodes do not listen to the channel in

leep mode. A detailed description of the benefits of sleep mode is

rovided in [36] . 

Two basic types of topology are supported by IEEE 802.15.4:

tar topology and peer-to-peer topology. The latter allows com-

unications between two non-coordinator nodes, which makes it

ossible for a node to maintain multiple links with different nodes.

he redundancy of links makes it possible for a node to deliver

ts packets to another node using different routes. On the other

and, the star topology is composed of several end nodes around

 coordinator which serves as the center of the star topology. Each

nd node can only establish a single link and communicate with

he coordinator, while communications between two end nodes

re not supported. Compared with the peer-to-peer topology, the

tar topology is more effective in small area networks. Since it

s widely accepted that IEEE 802.15.4 has difficulty in supporting

arge area networks, the star topology which is both simple and

ffective in small area networks is preferable in various applica-

ions such as wireless body area networks (WBAN) [37] . Moreover,

t can be used as a construction unit to build other much more

omplicated network topologies such as the cluster tree topology.

herefore, in this research we consider a single-hop star topology

ith N identical end nodes and a coordinator. 

Two types of channel access mode are supported in the MAC

ayer: the beacon and non-beacon mode. In the non-beacon mode,

he unslotted CSMA/CA mechanism is used to wait for a random

eriod and sense the channel before a packet is transmitted. The

ode can transmit the packet only when the channel is detected to

e idle. Otherwise, it waits for another random period and senses

he channel again. The key mechanisms of the beacon mode, in-
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Active Period Inactive period

beacon beacon

superframe duration (SD)

beacon interval (BI)

Fig. 1. Superframe structure of IEEE 802.15.4. 
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cluding superframe structure and slotted CSMA/CA, are both dis-

cussed together with the analytical model in Section 3 . 

As shown in Fig. 1 , the superframe structure consists of an

active period and an optional inactive period. The superframe is

bounded by network beacons periodically transmitted by the PAN

coordinator. The beacon interval BI and superframe duration SD are

determined by the macBeaconOrder ( BO , 0 ≤ BO ≤ 14) and macSuper-

frameOrder ( SO , 0 ≤ SO ≤ BO ≤ 14), respectively. 

( BI , SD ) = aBaseSuper f rameDuration × (2 

BO , 2 

SO ) (1)

where aBaseSuperframeDuration is the minimum duration of a su-

perframe, or numerically 15.32 ms. 

Then, the duty cycle as a percent D which plays a pivotal role

in the performance evaluation can be determined by the value of

BI and SD , as 

D = 

SD 

BI 
· 100 = 100 · 2 

SO −BO . (2)

3.2. Model assumptions 

In this study, we consider the single-hop star topology with a

PAN coordinator which serves as the center of the star network,

and N nodes which can only communicate with the coordinator in

active period using slotted CSMA/CA. All nodes with pending pack-

ets start the CSMA/CA algorithm in the active period of superframe

to detect the channel in order to send the packet. Packets that can-

not be transmitted in the current superframe will be transmitted

in the next one. 

The active period of the superframe is divided into backoff slots

(denoted as slots hereafter) each of which has a duration of 20

symbols (or equivalently T B = 0 . 32 ms ). The number of slots in the

active and inactive period of superframe are denoted with T A and

T I , respectively. Since O-QPSK modulation is used, with a bit rate

of 250 kb/s, 10 bytes can be transmitted each slot. Therefore, the

number of slots for a packet, denoted with T P , may range from 1

to 13 because the maximal length of the packet is restricted to be

no more than 133 bytes including the PHY and MAC headers in

IEEE 802.15.4. 

The hidden terminal problem is not taken into account; there-

fore, all nodes in the star network can hear each other. Similar

assumptions are implemented in many studies [11,14,19–23] . Col-

lisions may occur when two or more nodes detect a free chan-

nel and transmit the packet at the same time. No acknowledgment

mechanism is implemented in this study for the sake of energy ef-

ficiency. 

This model can accommodate a general traffic distribution on

condition that the number of packets arriving in any two slots are

independent of each other. We denote the arriving probability of k

packets and no less than k packets during t slots with q ( k, t ) and

Q ( k, t ), respectively. 

Before we discuss the three sub-models in detail, we first give

a whole picture of the three sub-models and their interactions, as

shown in Fig. 2 . In general, the embedded discrete-time Markov

queueing model (or queueing model in short) uses both the vir-

tual service time distribution ( p(T b , t) ) and the success probability

of accessing the channel ( p s (T , t) ) from the virtual service time
b 
odel to determine the state transition matrix of Markov queuing

odel, which helps to generate the probability distribution of the

umber of competing nodes ( N c (t) ). The probability of number of

ompeting nodes ( N c (t) ) is used in CSMA/CA model to determine

he steady state probabilities of the CSMA/CA Markov chain which

elps to calculate the distribution of backoff stages ( p b ( i, t )). In the

irtual service time model, the distribution of backoff stages ( p b ( i,

 )) is the key to both the virtual service time distribution and the

uccess probability of accessing the channel. 

.3. Queueing model 

To the best of our knowledge, the queueing behaviour of an

EEE 802.15.4 node is different from most existing typical queue-

ng models due to the periodic sleeping. Since in practical applica-

ions the inactive period of the superframe is much longer than the

ctive period, packets accumulate at the beginning of each super-

rame. With the subsequent transmissions, the buffer length grad-

ally decreases and reaches its bottom at the end of the active pe-

iod before it regains its maximum at the start of the next super-

rame. Therefore, the queue length here is time-varying and the

eriodic fluctuations in queue length affect the number of nodes

hat currently contend for the channel, which imposes significant

nfluence on the service time of each packet. 

To fully describe the dynamic queueing features of an IEEE

02.15.4 node, we implement the concept of virtual service time in

ur analysis. If some node in the network is transmitting, all other

odes with pending packets have to wait until the current trans-

ission ends. If we define this wait as some kind of service, then

very node is a virtual server for packets from all other nodes in

he network (and a real server for its own packets of course). Then

e define the wait time of a certain node for some packet in the

etwork as the virtual service time. To make this concept clear, we

ag a certain node in the network and study its behaviour in the

est of the paper. 

The virtual service time T v consists of three parts: T b slots for

ackoff mechanism, 2 slots for clear channel assessment (CCA), and

 P slots for packet transmission. Let p(T b , t) denote the probability

hat from the (t + 1) th slot of the superframe it takes T b slots for

ome node in the network to firstly detect the channel and then

tart a new transmission. p s (T b , t) represents the probability that

t is the tagged node that senses the channel in the (t + T b + 1) th

lot provided it has packets waiting for transmission. 

Let ( n, t ) stand for the state that the tagged node buffers n pack-

ts in the t th slot of the superframe where n takes value from 0 to

 m 

(the maximum queue length) and t ranges from 1 to T A . De-

ending on whether the buffer of the node is empty and whether

he remaining time in the current superframe is sufficient to com-

lete the incoming backoff process and transmission, we have four

istinct cases, namely, (1) empty buffer and sufficient time; (2)

on-empty buffer and sufficient time for transmission; (3) non-

mpty buffer and sufficient time for backoff only; (4) non-empty

uffer and insufficient time. 

.3.1. Empty buffer and sufficient time 

The buffer of the node is empty in this situation. As a result,

he node shall not contend for the channel and only transit to one

f the states in the next slot of the superframe. Since no channel

ompetition occurs, the state transition probabilities of this cate-

ory are only determined by packet arrival probabilities q ( k , 1) and

 ( k , 1) (See Table 1 of notations). When t = T A , the packet arrival

uration is T I + 1 and the next state is ( k , 1). 

.3.2. Non-empty buffer and sufficient time for transmission 

From Fig. 3 a which describes this situation, we can see that

he tagged node has pending packets and meanwhile the remain-
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Fig. 2. Sub-models and their interactions. 

Fig. 3. Slot timing for virtual service time. 
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ng time is sufficient for the incoming transmission, or mathe-

atically t + T v < T A . Therefore, the node shall transit from ( n, t )

o (n + k, t + T v )(k = −1 , 0 , . . . , L m 

− n ) . However, in this situation,

hether the node is idle in the t th slot makes a difference in the

etermination of virtual service time and should be treated sep-

rately. Details of the calculation of virtual service time are dis-

ussed in Section 3.4 . 

The state transition probabilities in this situation has two parts.

f the tagged node succeeds in competing the channel, the tran-

ition probability is the product of the virtual service time dis-

ribution p(T b , t) , the conditional probability of the tagged node

ucceeds given the virtual service time period p s (T b , t) , and the

acket arrival probability q (k + 1 , T v ) . Similarly, if the tagged node

t

ails, the transition probability is (1 − p s (T b , t)) p(T b , t) q (k, T v ) .
herefore, the transition probability from state ( n, t ) to (n + k, t +
 v ) is given by 

p((n + k, t + T v ) | (n, t)) 

= p s (T b , t) p(T b , t) q (k + 1 , T v ) 
+ (1 − p s (T b , t)) p(T b , t) q (k, T v ) . (3) 

The above equation holds only when the buffer is not full, or

 + k < L m 

. Besides, when the buffer is full ( n + k ≥ L m 

), the transi-

ion probability is derived by replacing q ( k, t ) with Q ( k, t ). 
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Table 1 

Notations used in this paper. 

Notation Description 

D The duty cycle 

L m The buffer length 

T v The virtual service time 

T P The transmission time 

T b The backoff time 

T B The duration of a backoff slot 

T A Number of slots in active period 

T I Number of slots in inactive period 

M The maximum number of backoff stage 

W i The length of the i th backoff stage 

L t The queue length in the t th slot 

S Throughput (number of bits per second) 

E (X ) The expectation of random variable X
q ( k, t ) The probability of k packet arrivals within t slots 

Q ( k, t ) The probability of k packet arrivals at least within t slots 

( n, t ) The Markov states defined in Queueing model 

π ( n, t ) The steady state probability of state ( n, t ) 

p(T b , t) The probability of first channel sensing 

p s (T b , t) The success channel access probability of the tagged node 

p o ( t ) The idle probability of nodes in the t slot 

p b ( i, t ) The probability of backoff stages 

p d (T b , t) The probability that node performs CCA for the first time 

p r (T b , t) The probability that node firstly senses the channel 

p f (T b , t) The probability that node finds channel busy 

( s ( t ), w ( t )) The Markov states defined in CSMA/CA model 

ϕ( s ( t ), w ( t )) The steady state probability of state ( s ( t ), w ( t )) 

N c (t) The number of competing nodes in the t th slot 

α The probability that the channel is busy during the first CCA 

β The probability that the channel is busy during the second CCA 

E Energy consumption (mJ per bit) 
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d b b b  
p((L m 

, t + T v ) | (n, t)) 

= p s (T b , t) p(T b , t) Q(L m 

− n + 1 , T v ) 
+ (1 − p s (T b , t)) p(T b , t) Q(L m 

− n, T v ) (4)

3.3.3. Non-empty buffer and sufficient time for backoff only 

In IEEE 802.15.4, the MAC layer ensures that, after the random

backoff, the remaining CSMA-CA operations can be undertaken and

the entire transaction can be transmitted before the end of the ac-

tive period. Therefore, if the remaining time in the active period

is only sufficient to finish the concurrent backoff stage but insuf-

ficient to handle the subsequent steps, i.e., CCA and transmission,

the MAC layer will start a new backoff process in the next super-

frame, which is illustrated in Fig. 3 b. 

This situation is equivalent to the situation that the tagged

node delays T b = T A − t slots and then detects a busy channel

(p s (T b , t) = 0) . According to the CSMA/CA process, it restarts the

random delay process again in the ((t + T b ) = T A + 1) th slot, which

is the first slot of the next superframe. Therefore, nodes should

transit from ( n, t ) to the first slot of the superframe (n + k, 1) ,

which means the time duration between the two states is τ =
T A + T I − t . Since in this case p s (T b , t) = 0 , referring to Eqs. (3) and

(4) , the transition probabilities can be determined as follows: 

p((n + k, 1) | (n, t)) = p(T b , t) q (k, τ ) , n + k < L m 

, (5)

p((L m 

, 1) | (n, t)) = p(T b , t) Q(L m 

− n, τ ) , n + k ≥ L m 

. (6)

3.3.4. Non-empty buffer and insufficient time 

If the remaining number of slots in the active period is not suf-

ficient to complete the backoff process, then the MAC layer freezes

the backoff counter when it comes to the last slot in the active

period and continues the counter from the first slot of the next

superframe, as described in Fig. 3 c. The transition probabilities in

this situation are just the same as the ones discussed in Section

3.3.2 except for a greater buffer length caused by packet arrivals
n the inactive period. Taking the inactive period into account, the

ime duration of packet arrival in this situation is τ = T v + T I . Then

imilar to Eqs. (3) and (4) we have 

p((n + k, T v − T A + t ) | (n, t )) 

= p s (T b , t) p(T b , t) q (k + 1 , τ ) 

+ (1 − p s (T b , t)) p(T b , t) q (k, τ ) , n + k < L m 

, (7)

p((L m 

, T v − T A + t ) | (n, t )) 

= p s (T b , t) p(T b , t) Q(L m 

− n + 1 , τ ) 

+ p s (T b , t) p(T b , t) Q(L m 

− n + 1 , τ ) . (8)

To determine p(T b , t) and p s (T b , t) in the virtual service time

odel, we need the number of nodes competing for channel in the

 th slot of the superframe given that the tagged node has pending

ackets, denoted by N c (t) . Assume in this study that each node in

he network is independent of each other, the probability distribu-

ion of N c (t) is 

p(N c (t) = i ) = 

(
N − 1 

i − 1 

)
(1 − p o (t)) i −1 (p o (t)) N−i , i = 1 , 2 , . . . , N, 

(9)

here p o ( t ) is the idle probability of nodes in the t th slot, which is

etermined as p o (t) = T A π(0 ,t) . In this paper, we denote the steady

tate probability of state ( n, t ) in the queueing model with π ( n, t ) . 

.4. Virtual service time model 

As stated, the virtual service time consists of three parts: the

ackoff time T b , the transmission time T P , and the CCA time. 

 v = T b + T P + 2 (10)

ince T P is a constant which can be easily determined by the data

acket length and the transmission rate, the probability distribu-

ion of service time p(T v , t) is only determined by the distribution

f backoff time p(T b , t) . According to different states of the tagged

ode (in backoff state or not, at the start of the superframe or

ot), three situations are discussed and correspondingly different

pproximations are made. 

.4.1. Backoff state, not the start 

In this situation we make the FIRST APPROXIMATION that if

he tagged node is already in backoff state and some other node

as been transmitting before the t th slot of the superframe, the

SMA/CA process of the tagged node has reached the steady state

n the t th slot. Suppose the current transmission ends in the t th

lot of the superframe, then the steady state probability of the

ast CCA performed by the tagged node in any slot ranging from

he (t − W M−1 + 1) th slot (M is the maximum number of backoff

tages and W M−1 is the maximum backoff window length of all

ackoff stages) to the t th slot follows the uniform distribution with

 probability of P t in each slot. Let p b ( i, t ) denote the probability

istribution of backoff stages when the CSMA/CA process starts in

he t th slot of the superframe, P t is the reciprocal of the average

ackoff length. 

 t = 

[ 

M−1 ∑ 

i =0 

W i −1 ∑ 

j=0 

jp b (i, t) /W i 

] −1 

= 

[ 

1 

2 

M−1 ∑ 

i =0 

(W i − 1) p b (i, t) 

] −1 

(11)

Then after the t th slot, the probability that the tagged node per-

orms CCA for the first time in the (t + T b + 1) th slot, denoted by

p d (T b , t) , can be determined as follows 

p (T , t) = P t (W M−1 − T ) /W M−1 , T = 0 , 1 , . . . , W M−1 − 1 . (12)
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Since we have assumed that each node in the network is in-

ependent of each other, after the t th slot, the probability that

he tagged node in the network firstly senses the channel in the

(t + T b ) th slot, denoted with p B r (T b , t) , is equal to the probability

hat all other nodes delay at least T b slots. 

p B r (T b , t) = p d (T b , t) E 

[ ∑ 

i ≥T b 

p d (i, t) 

] N c (t) 

(13)

he superscript ′ B ′ means the variable is the result of situation dis-

ussed in this subsection and so does the superscript ′ I ′ for the

ext subsection. 

The probability that the tagged node finds the channel busy in

ither of the two CCA slots is the same as the probability that

ome other node finishes backoff process in the (t + T b ) th slot

hile the tagged node completes the first backoff stage in some

lot after the (t + T b ) th slot, denoted with p B 
f 
(T b , t) , which is pre-

ented as 

p B f (T b , t) = 

W 0 −1 ∑ 

i = T b +1 

p d (i, t) E 

×

⎧ ⎨ 

⎩ 

[ ∑ 

i ≥T b 

p d (i, t) 

] N c (t) −1 

−
[ ∑ 

i ≥T b +1 

p d (i, t) 

] N c (t) −1 
⎫ ⎬ 

⎭ 

. 

(14) 

Then p(T b , t) of this situation, denoted with p B (T b , t) , is the

ummation of the two probabilities. 

p B (T b , t) = p B r (T b , t) + p B f (T b , t) (15)

According to the Bayes formula, provided that some node starts

 transmission from the (t + T b + 3) th slot, then p s (T b , t) in this

ituation, denoted with p B s (T b , t) , is given by 

p B s (T b , t) = 

p B r (T b , t) 
p B r (T b , t) + p B 

f 
(T b , t) 

. (16)

.4.2. Not backoff state, not the start 

When a packet arrives in the t th slot of the superframe when

he tagged node is idle, the tagged node begins to backoff in

he (t + 1) th slot. Meanwhile, if the tagged node finishes the last

ransmission in the t th slot and there are still pending packets, the

agged node also starts a new CSMA/CA process in the (t + 1) th

lot. For these situations, the probability that the tagged node per-

orms CCA in (t + T b ) th slot, p ′ 
d 
(T b , t) can be determined as 

p ′ d (T b , t) = 1 /W 0 . (17)

It is reasonable here to make the SECOND APPROXIMATION that

ther nodes competing for the channel have reached steady state

n the backoff process till the t th slot. Referring to Eq. (13) , the

robability that the tagged node first senses the channel in the

(t + T b + 1) th slot, denoted with p I r (T b , t) , is determined by 

p I r (T b , t) = p ′ d (T b , t) E 

[ ∑ 

i ≥T b 

p d (i, t) 

] N c (t) −1 

, (18)

here p d ( i, t ) is defined in Eq. (12) . 

Similar to Eq. (14) , the failure probability of the tagged node is

iven by 

p I f (T b , t) = 

W 0 −1 ∑ 

i = T b +1 

p ′ d (i, t) E 
×

⎧ ⎨ 

⎩ 

[ ∑ 

i ≥T b 

p d (i, t) 

] N c (t) −1 

−
[ ∑ 

i ≥t b +1 

p d (i, t) 

] N c (t) −1 
⎫ ⎬ 

⎭ 

. 

(19) 

.4.3. Not backoff state, at the start 

The behaviour of the node at the start of the superframe is dif-

erent from those discussed in the above two situations. Since the

uration of the inactive period is far longer than that of the active

eriod in practical applications, packets accumulating at the begin-

ing of the superframe are mostly those which arrive in the inac-

ive period. Therefore, it is not reasonable to adopt the first and

econd approximations in this situation. We make our THIRD AP-

ROXIMATION that if the tagged node has pending packets at the

tart of the superframe, all other nodes with pending packets start

he CSMA/CA process in the first slot of the superframe. As a re-

ult of this approximation, the backoff length of every node is uni-

ormly distributed in the interval [0 , W 0 − 1] , as shown in Eq. (17) .

hen the probabilities that the tagged node succeeds and fails in

ccessing the channel after T b slots are similar to Eqs. (18) and

19) with p d ( i, t ) substituted by p ′ 
d 
(i, t) . 

Then p(T b , t) and p s (T b , t) can be determined in the same way

s in Section 3.4.1 . 

The probabilities p(T b , t) and p s (T b , t) in this situation are used

eparately in the queueing model while the two probabilities in

ections 3.4.1 and 3.4.2 should be merged according to the idle

robability of the t th slot and the packet arrival probability. If the

agged node is idle in the t th slot and at least one packet ar-

ives during that slot, then the case fits the situation described in

ection 3.4.2 . Otherwise, it belongs to the situations described in

ection 3.4.1 . Therefore, we can merge the probabilities in these

wo situations as 

p(T b , t) = [ 1 − p o (t) Q(1 , 1) ] p B (T b , t) + p o (t) Q(1 , 1) p I (T b , t) , 
(20) 

nd p s (T b , t) can be determined in the same way. 

By putting p(T b , t) and p s (T b , t) into equations from (3) to (8) ,

e can calculate the steady state probabilities of the queueing

odel iteratively. 

.5. CSMA/CA model 

To determine the virtual service time distribution of a data

acket, we need to obtain the distribution of backoff stages in

he CSMA/CA mechanism of IEEE 802.15.4. Fig. 4 shows the flow

hat of the CSMA/CA mechanism. Five steps are involved includ-

ng: (1) initializing parameters including the number of backoff

tages, contention window length, and backoff exponent, and lo-

ating the backoff boundary; (2) backoff – delaying for a random

umber of backoff slots from [0 , 2 BE − 1] ; (3) requiring physical

ayer to perform CCA; (4) if the channel is busy, increasing the

umber of backoff stage and going back to step (2) on condi-

ion that NB < macMaxNB ; if the channel is free, reducing the con-

ention window length by one; (5) reporting success if the con-

ention window length is zero. 

The Markov-chain-based CSMA/CA model for a single node in

he network under saturated condition is shown in Fig. 5 . The rea-

on why we study saturated condition is that by using the distri-

ution of number of competing nodes from the queueing model,

e can study the unsaturated condition through the behaviour of

odes in saturated networks. 

Let s ( t ) be the backoff stage counter and transmission indica-

or and w ( t ) be the backoff window length counter and transmis-

ion slots counter provided that the CSMA/CA process starts in the
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Fig. 4. CSMA/CA mechanism of IEEE 802.15.4. 
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(t + 1) th slot of the superframe. Then ( s ( t ), w ( t )) (s (t) = 0 , . . . , M −
1 ; w (t) = 0 , 1 , . . . , W M−1 − 1) represents the w ( t )th backoff state

in the s ( t )th backoff stage while ( s ( t ), w ( t )) (s (t) = 0 , 1 , . . . , M −
1 ; w (t) = −1 , −2) stands for the w ( t )th CCA state in the s ( t )th

backoff stage. Meanwhile, denote the w ( t )th transmission state

with ( s ( t ), w ( t )) (s (t) = −1 ; w (t) = 1 , 2 , . . . , L ) . 
Fig. 5. Markov model for CSMA/CA
Let α and β stand for the probabilities that the channel is as-

essed to be busy during the first CCA and during the second one

rovided that the first reported an idle channel, respectively. Obvi-

usly, α is the probability that there is at least one node transmit-

ing in the network when the tagged node performs its first CCA.

erived in a similar way as [20] , α is given by 

= L E 

[
1 − (1 − φ) N c (t) −1 

]
(1 − α)(1 − β) , (21)

n which φ = 

∑ M−1 
i =0 ϕ (i, 0) . In this study, ϕ( s ( t ), w ( t )) is the steady

tate probability of state ( s ( t ), w ( t )) in CSMA/CA model. 

Meanwhile, β is the probability that at least one node carries

ut the second CCA when the tagged node performs the first one.

= E 

[ 
1 − ( 1 − φ) 

N c (t) −1 
] [ 

2 − ( 1 − φ) 
N c (t) 

] −1 

(22)

Notably, α and β here is time-varying rather than time-stable.

rom Section 3.3 , the buffer of the tagged node reaches its peak at

he start of the superframe and its bottom at the end. The periodic

hange in the buffer length influences the number of nodes com-

eting for channel which determines α and β . Therefore, α and β
epend on the location of the current slot from the start of the su-

erframe. We take this crucial dependence which is not considered

n [17] and [20] into account by recalculating these two probabili-

ies in every CSMA/CA process. 

As a result, the steady state probabilities of states in the

SMA/CA process also vary with time, which is never considered

n any previous work to the best of our knowledge. This means we

eed to recalculate the steady state probability of each state every

ime the tagged node starts a new CSMA/CA process. 

However, since the change of the number of competing nodes

s a slow process within a superframe, we can make our FOURTH

PPROXIMATION that α and β of all backoff stages in the same

SMA/CA process are the same. Therefore, although the steady

tate probabilities of all states in this CSMA/CA model vary with

ime, we can also obtain the steady state probabilities of this

odel in each CSMA/CA process. 

Therefore, given that the tagged node is in backoff state, the

robability that it currently stays in its i th backoff stage if current

SMA/CA process starts in the (t + 1) th slot of the superframe, de-

oted by p b ( i, t ), can be easily obtained from the steady state prob-
 mechanism of IEEE 802.15.4. 
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Table 2 

Parameters for the simulation. 

Parameter Unit 

Energy consumption(E) mJ per bit 

Duty cycle(D) percent 

Throughput bits per second 

Delay slot 

Queue length / 

Number of competing nodes( N c (t) ) / 

Number of nodes(N) / 

Packet arrival rate( λ) packets per second 

b

E

w  

s  

a  

d  

p

E

E

E

E

i  

t

4

 

C  

w  
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8  
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g  

m  

c  

P  

T  
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d  

p  

i  

P  

u  

a  

u  

f  

a  

w

bilities of the CSMA/CA Markov chain π ( i, j ) . 

p b (i, t) = 

∑ W i −1 
j= −2 

π(i, j) ∑ M−1 
i =0 

∑ W i −1 
j= −2 

π(i, j) 

(23) 

This mathematic model for CSMA/CA can also fit other data

voidance model with similar back-off mechanism. For instance,

irtual-Multi-Channel (VMC-) CSMA [38] can dramatically reduce

elay without sacrificing the high capacity and low complexity of

SMA. The key idea of VMC-CSMA to avoid the starvation prob-

em is to use multiple virtual channels to emulate a multi-channel

ystem and compute a good set of feasible schedules simultane-

usly (without constantly switching/re-computing schedules). Q-

SMA [39] is a distributed implementation of the basic scheduling

lgorithm which develops a distributed randomized procedure to

elect a (feasible) decision schedule in the control slot by further

ividing the control slot into control mini-slots. The P-persistent

SMA algorithm [40] is dedicated for control applications, which

n general operate on short data packets in bursty traffic load con-

itions. It splits the time axis into slots and all nodes are syn-

hronized and forced to start transmission only at the beginning

f a slot. When two packets conflict, they will overlap completely

ather than partially, which greatly reduces the probability of col-

ision and provides an increase of channel efficiency. 

.6. Performance metrics 

Based on the analysis of the model, we can derive the perfor-

ance metrics including average number of nodes competing for

hannel, queue length, throughput and energy consumption in this

ection. 

The number of nodes competing for channel in the t th slot, de-

oted with N c ( t ), follows the Binomial distribution with the idle

robability of nodes. Therefore, N c ( t ) can be given by 

 c (t) = E 

[
i 

(
N 

i 

)
(1 − p o (t)) i (p o (t)) N−i 

]
, i = 0 , 1 , 2 , . . . , N. (24)

As stated, our aim of the model is to study the time-varying

haracteristic of the queue length. To determine the queue length,

e first suppose the queue lengths of slot t 1 and t 2 are n 1 and

 2 , respectively. Then we can make reasonable approximation of

he queue length in the t th slot with n 1 and n 2 as n q (t) = (n +
t−t 1 
t 2 −t 1 

(n 2 − n 1 )) , (t 1 < t ≤ t 2 ) . Considering the impact of each state

ransition in the queueing model to the queue length, the queue

ength of the t th slot can be obtained as follows 

 (t) = T A 
∑ 

t 1 <t≤t 2 

π(n 1 ,t 1 ) p((n 2 , t 2 ) | (n 1 , t 1 )) n q (t) . (25)

According to the preceding queueing model analysis in

ection 3.3 , we can see only the second category of state transi-

ions represents packet transmissions, from which we can obtain

he throughput S , i.e., average number of bits transmitted in a sec-

nd. Similar to the derivation of queue length, we can also obtain

he throughput by considering the impact of each state transition

n the queueing model on the throughput. Denoting the average

umber of bits transmitted per state transition and average time

onsumed per state transition with S p and T d , respectively, we have

 = 

S p 

T d 
= 

l P ·
∑ 

t,n, T b π(n,t) p(T b , t) p s (T b , t) 
T B ·

(∑ 

t,n T b π(n,t) p(T b , t) T v + 

∑ 

t π(0 ,t) 

) , (26) 

here l P is the number of bits per packet, t = 1 , . . . , T A ; n =
 , . . . , L m 

; T b = 1 , . . . , W M 

. 

As to the energy consumption E , it can be derived using the

nergy consumption per state transition E p and average number of
its transmitted per state transition S p . 

 = 

E p 

S p 
= 

E s + E f + E i + E p 

S p 
, (27) 

here E s , E f , E i , and E p are the amount of energy consumed per

tate transition when the node successfully accesses the channel in

 state transition, fails to start a transmission in a state transition,

oes not contend for the channel, and comes across an inactive

eriod, respectively. 

 s = T B 

T A ∑ 

t=1 

L m ∑ 

n =1 

E 

[
π(n,t) p s (T b , t)(T P P tx + 2 P rx + T b P idle ) 

]
, (28) 

 f = T B 

T A ∑ 

t=1 

L m ∑ 

n =1 

E 

[
π(n,t) (1 − p s (T b , t )) ( P rx w (t ) + P idle ( T P + T b + 2 − w (t) ) ) 

]
, 

(29) 

 i = T B 

T A ∑ 

t=1 

π(0 ,t) P idle , (30) 

 p = T B 

T A ∑ 

t= T A −W M−1 +1 

L m ∑ 

n =0 

E 

[
π(n,t) P slp | t+ T b >T A 

]
, (31) 

n which P tx , P rx , P idle , and P slp are the power consumption for

ransmitting, receiving, idle, and sleep states, respectively. 

. Numerical results 

The model is validated in this section by adopting a Monte

arlo simulator developed on Matlab. In the simulation scenario

ith a coordinator and N end nodes, all functions of the slot-

ed CSMA/CA mechanism and the superframe structure in IEEE

02.15.4 are taken into account except for the optional contention

ree period. The data packets are generated by a Poisson traffic

enerator with the packet arrival rate λ. BO is set to be 5 and the

aximum queue length is 5. According to Eq. (2) , the duty cycle

an be tuned by SO . The packet payload, MAC header length, and

HY header length are 107 bytes, 7 bytes and 6 bytes, respectively.

he transmission rate is 250 kb/s. The initial and maximum back-

ff exponent are set to be 3 and 5, respectively. Each simulation

ata item is generated from simulation over 20,0 0 0 s. The energy

arameters are set to be the same as the Chipcon CC2420 [13] ,

n which P tx = 31 . 25 mW, P rx = 35 . 28 mW, P idle = 0 . 712 mW, and

 slp = 0 . 144 uW. The TX/RX mode transition time of CC2420 is 196

s and the corresponding energy consumption is also taken into

ccount. Other simulation parameters are set to be the default val-

es defined in the IEEE 802.15.4 unless specified. The parameters

or the simulation are in Table 2 . Two types of metrics are evalu-

ted in this section, including the essential model metrics and net-

ork performance metrics. 
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Fig. 6. Number of competing nodes versus time within the active period ( λ = 0 . 5 ). 

Fig. 7. Number of competing nodes versus time within the active period ( N = 10 , D = 12 . 5 ). 
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4.1. Essential model metrics 

Number of nodes competing for channel and queue length in

each slot of the superframe are essential in the determination of

the comprehensive network performance because most other net-

work performance parameters, such as the contention intensity

and packet drop rate, can be derived from these two. Therefore,

the model accuracy of the number of competing nodes and queue

length is most significant. 

4.1.1. Number of nodes competing for channel 

Figs. 6 and 7 compare the number of nodes competing for chan-

nel from both model derivations and simulations via different traf-

fic load and number of nodes, which shows a good match. In gen-

eral, the number of competing nodes becomes smaller with packet

transmissions during the active portion of the superframe. Three

typical features can be observed from these curves and accurately

explained by our model. (1) The number of competing nodes is

close to the maximum at the start of the superframe and remains

nearly unchanged before it slightly goes up to its peak in the 14th

slot. According to Eq. (10) , the shortest virtual service time should

be 14 slots (0 backoff slot, 2 CCA slots, and 12 transmission slots),
hich indicates that no packets can be sent until the 15th slots.

herefore, no packet transmissions but only packet arrivals happen

rom the start of the inactive portion of the last superframe until

he 15th slot of the current superframe, which explains the slight

ncrease in the curve during the first 14th slots. (2) The down-

ard trends of the curves in both figures are staged and the stages

radually fade at the end of the superframe. This can be easily ex-

lained with our virtual service time concept which has divided

he superframe with virtual service time period. At the start of the

uperframe the virtual service time period of different nodes align

ith each other and thus the number of competing nodes starts

ecreasing sharply at the end of each virtual service time period,

.g. the 15th slot. Afterwards the staged downward trends disap-

ear because virtual service time periods in different superframes

annot align with each other any more. (3) The number of compet-

ng nodes is smaller for a larger duty cycle. The reason lies on the

act that when the active period gets longer, each node has more

ime to send its packets. With the increase of number of nodes or

he packet arrival rate, the number of competing nodes will appar-

ntly increase. 
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Fig. 8. Queue length versus time within the active period ( λ = 0 . 5 ). 

Fig. 9. Queue length versus time within the active period ( N = 10 , D = 12 . 5 ). 
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.1.2. Queue length: 

From Figs. 8 and 9 , the queue length experiences similar trend

s in Figs. 6 and 7 because the arrival and transmission of packets

n the network have similar impact on the queue length of a sin-

le node and the number of nodes competing for channel in the

etwork. 

.2. Network performance metrics 

Three indispensable performance metrics, including energy con-

umption, packet delivery delay and throughput, are evaluated in

his section. 

.2.1. Energy consumption 

As shown in Figs. 10 and 11 , the energy consumption goes

own inversely proportionally from the start of the superframe

s the growth of λ, followed by a plain till λ reaches the max-

mum value. From Eq. (28) , the energy consumption of one bit

s composed of four components including energy consumed in

he transmission of the bit, CCA, idle states, and sleep states. The

leep energy only constitutes a tiny proportion due to the ultra-

ow sleep power consumption. Meanwhile, the transmission energy
onsumption is the same for every bit. Therefore, the main factors

hat determine the trend of the curve are energy consumed in idle

tates and CCA. At the start period of the curve when λ is small

nd almost all packets of the node can be transmitted, the energy

onsumed in idle states is allocated to every bit, the number of

hich is directly proportional to λ. Therefore, before the start of

he plain, the energy consumption is approximately inversely pro-

ortional to λ. But after the network gets saturated, the change of

does not make a remarkable difference in the energy consump-

ion of idle states any longer, which explains the plain in the curve.

From Fig. 10 , a larger duty cycle guarantees a longer active pe-

iod, so more energy is consumed in idle states when fewer pack-

ts are transmitted with a small λ. From Fig. 11 , a larger number of

odes in the network lead to more intense competition for chan-

el, thus apparently more energy consumption in CCA. With the

rowth of λ, the energy consumed in CCA increases slightly when

uty cycle is small because competitions for channel only happen

n a short period of time at the start of the superframe. Similarly,

he increase in the number of nodes also lead to little more en-

rgy consumed in CCA, which explains the slightly increasing but

lmost plain trend in the curve. When duty cycle becomes larger
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Fig. 10. Energy consumption ( N = 10 ). 

Fig. 11. Energy consumption ( D = 12 . 5 ). 
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or number of nodes smaller, the competitions for channel become

less intense, so the curves keep decreasing slightly. 

4.2.2. Packet delivery delay 

Figs. 12 and 13 shows the average service delay with different

duty cycles and number of nodes in the network. As we can see,

when λ is small, few competitions between nodes happen in each

slot so the average service delay is basically the same in different

duty cycles. With the growth of λ, competitions between nodes

increase accordingly, resulting in a longer average service delay. 

A smaller duty cycle indicates fewer slots for transmission,

leading to more intense competitions between nodes and thus

larger average service delay. The network gets saturated when λ
grows to a certain point, e.g. the network gets saturated when

λ = 1 . 2 and D = 3 . 125 . After this point the average service delay

gets plain. It can also be observed that the delay becomes appar-

ently larger with the increase of number of nodes in the network. 
.2.3. Throughput 

Figs. 14 and 15 shows the throughput of the network. It can

e observed that the throughput from model analysis matches

ery well with the simulations. As expected, with the growth of

he packet arrival rate, the throughput of the network goes up

moothly until the network gets saturated. Once the network gets

aturated with a certain packet arrival rate, the throughput lev-

ls out. For a larger duty cycle, the network capacity is also much

arger because nodes in the network have more time to send their

ackets. With the increase of nodes, the number of pending pack-

ts grows, leading to more packet transmission failure and thus a

maller throughput. 

Fig. 16 shows the impact of queue size on throughput. When λ
s small, the throughput is the same for every queue with different

ueue size because the buffer is rarely full. But when λ is large

nough to get the buffer full, some packets has to be dropped. Ap-

arently the queue with a smaller size has to drop more packets.

o with the same packet arrival rate, smaller queue size leads to

maller throughput. 
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Fig. 12. Delay ( N = 10 ). 

Fig. 13. Delay ( D = 12 . 5 ). 

Fig. 14. Throughput ( N = 10 ). 
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Fig. 15. Throughput ( D = 3 . 125 ). 

Fig. 16. Throughput ( N = 10 , D = 12 . 5 ). 
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There is a notable trend in our simulations and model deriva-

tions that the model cannot precisely predict the performance pa-

rameters with an error rate as high as 10% when the payload of the

network is so large that the nodes can never empty their buffers.

We can see this error rate from Figs. 15 and 16 . The error comes

from our THIRD APPROXIMATION because in this case when the

nodes are always in CSMA/CA process, we can no longer assume

that all nodes start the CSMA/CA process from the first slot of the

superframe. 

5. Conclusions 

We have proposed a novel queueing model to analyse the time-

varying characteristics of the queueing behaviour and to evalu-

ate the performance of single-hop IEEE 802.15.4 networks. The ac-

curacy of the model can be guaranteed because (1) the embed-
ed discrete-time Markov chain analysis of the queueing behaviour

akes into account the time-varying characteristics of the service

ime; and (2) we derive a virtual service time distribution instead

f a service time distribution which has never been used in other

tudies. The analytical performance results are observed to well

atch the simulation results, which show that the proposed model

an accurately evaluate the performance of IEEE 802.15.4. 
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