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The Term of “Knowledge Graph”

• The Knowledge Graph is a knowledge 
base used by Google and its services to 
enhance its search engine's results with 
knowledge gathered from a variety of 
sources.
• Proposed around 2012
• Knowledge ≈ Instances + Facts
• KG ≈ Linked Structured Data (can be 

regarded as a multi-relational graph)

example



A Semantic Web Perspective

● RDF (Resource Description 
Framework)

○ Triple: <Subject, Predicate, Object>
○ Representing facts:

■ E.g., <Jayson Tatum, playsFor, Boston 
Celtics> 
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A Semantic Web Perspective

● RDF (Resource Description 
Framework)

○ Triple: <Subject, Predicate, Object>
○ Representing facts:

■ E.g., <Jayson Tatum, playsFor, Boston 
Celtics> 

● RDF Schema
○ Meta data (schema) of instances and 

facts
■ E.g., class, property domain and range
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A Semantic Web Perspective
● Web Ontology Language (OWL)

○ Schema, constraints and logical relationships
■ E.g., ‘food material’ ≡ ‘environmental material’ and (‘has role’ some ‘food’)
■ E.g., the cardinality of “playsFor” is 1

○ Taxonomies and vocabularies
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obo:RO_0001000 (derives from), 
some obo:NCBITaxon_3847 

(“Glycine max”))

rdfs:subClassOf
rdfs:subClassOf (some intermediate classes have been omitted)

obo:      prefix of FoodOn

obo:FOODON_03305013 
(“gluten soya bread”)

obo:FOODON_00002266
(“soybean food product”)

obo:FOODON_00001635
(“been food product”)

obo:FOODON_00001015
(“plant food product”)

obo:FOODON_03302389
(“soybean beverage”)

obo:FOODON_03305289
(“soybean milk”)

A segment of the food ontology FoodOn



What is KG?
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RDF facts? 

RDF facts + schema? 

Ontology?



Why use a Knowledge Graph?

ü  Intuitive (e.g., no “foreign keys”)
ü  Data + schema (ontology)
ü  IRI/URI not strings
ü  Flexible & extensible
ü  Rule language

• Location + capital à location
• Parent + brother à uncle

ü  Other kinds of query
• Navigation
• Similarity & Locality
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(This slide is from Prof. Ian Horrocks)



KG Construction

• Crowdsourcing (Encyclopedias) & Domain Experts
• DBpedia, Wikidata, Zhishi.me (中文), LinkedGeoData, GeoName

• The Web Mining
• NELL (Never-ending Language Learning)

• Natural Language Text 
• Open Information Extraction

• Tabular data
• DBs, Web Tables, Excel Sheets, CSV files, etc.

• KG Alignment (Integration)
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Knowledge Graph Construction



Table for KG Population (Example)

● Table to KG matching (cell to entity, column type to class, inter-
column relation to property):
○ Sebastian Ferrari = dbp:Ferrari

● New knowledge extraction and population
○ Hamilton  races-for  Mercedes ?
○ Hamilton  lives-in  England ?
○ Hamilton  rdf:type  Racing Driver ?
○ …...

Alonso McLaren Spain

Hamilton Mercedes England

Sebastian Vettel Ferrari Germany

dbp:Vettel

dbp:Ferrari

races-for

dbp:Germany

lives-in

dbp:RacingDriver

rdf:type
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Table on F1 Existing KG on F1
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Some works on tabular data to KG matching



Ontology Alignment

• Discover equivalence or subsumption mappings 
between classes across two ontologies (often 
taxonomies)
• E.g., Canned Mushroom in HeLis vs mushroom 

(canned) in FoodOn

• Traditional Solutions
• Lexical index, lexical matching
• Structure matching
• Logical reasoning (post-checking and repair)

• Emerging Solutions
• Machine learning 

• Features (name similarity, neighbor similarity, etc.)
• Embedding (deep learning)

Thing

Food

Mushrooms

Nutrient

Caesar's 
Mushrooms

Thing

Food Product 
Type

Chemical 
Entity

Mushroom 
Vegetable 

Food

mushroom 
(canned)

Salt

fructose

Sugar
Canned 

Mushroom

mushroom 
(home canned)

Healthy Lifestyles 
Ontology (HeLiS)

Food Ontology 
(FoodOn)
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Casesar 
Mushroom



LogMap and its Extensions

• LogMap: lexical index/matching, structure matching, logics-based repair

• Online service: http://krrwebtools.cs.ox.ac.uk/logmap/

• Software: https://github.com/ernestojimenezruiz/logmap-matcher
• Extensions: LogMap-ML (ESWC’21), Distributed LogMap (ECAI’20), etc.
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LogMap Architecture

LogMap

http://krrwebtools.cs.ox.ac.uk/logmap/
https://github.com/ernestojimenezruiz/logmap-matcher


BERTMap (Framework)

14

Make predictions based on 
the ensemble results of class 
label (text) classification

Refine mappings through 
extension & repair



BERTMap (Corpora for Fine-tuning)
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Synonyms: An ontology class 
could have multiple aliases
defined by some annotational
properties, e.g., rdfs:label, 
oboInOwl:hasExactSynonym.

Note: We considered both 
reversed and identity synonyms

Ontologies Synonyms & 
Non-synonyms

Text Semantics 
Corpora

Non-synonyms are retrieved 
from either label pairs of two 
random classes (soft) or label 
pairs of logically disjoint 
classes (hard). 



BERTMap (Corpora for Fine-tuning)
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(from within an ontology)Intra-ontology
• As described in the previous slide.

(from a small portion of given mappings)Cross-ontology



Entity Alignment
• KG entity alignment

• Equivalent entities/instances across 
KGs composed of large-scale facts

• E.g., Victoria vs Queen Victoria in 
the right figure

• Traditional solutions
• Lexical index and matching
• Structure matching
• Machine learning feature 

engineering
• Deep learning solutions

• Learning embeddings in the same 
vector space

• See [Su, Zequn et al. VLDB’20] for a  
survey and benchmarking study

Queen Victoria

VICTORIA

Victoria

Royalty

ORG

Agent

Politician

Person

KG1 KG2

e1

e2

e3

William IV

predecessor

John Brown

employer

Frogmore Estate

sépulture

Édouard VII

successeur

Lovan Ho rector

Hong Kong locationCity

wrong entity mapping

Educational 
Organization

Organisation

University

right entity mapping
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Entity Alignment

• Some recent works:
• OntoEA: utilize the ontology to 

distinguish entity alignment 
[Findings of ACL’21]

• PARSE: combing probabilistic 
reasoning with KG embeddings 
[IJCAI’21]
• E.g., utilizing relation functionality 

to identify equivalent objects

• New industrial benchmarks and 
benchmarking study with Tencent’s 
medical KGs [COLING’20]
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OWL2Vec*
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• Target
• OWL ontology embedding: represent entities (classes, individuals and 

properties) in a vector space, with their semantics (e.g., relationships) kept

• Follow the pipeline paradigm of KG embedding (another pipeline is 
end-to-end like TransE)
• Segments are transformed into sentences (document) with semantics “kept”
• Train sequence embedding models e.g., continuous skip-gram and continuous 

Bag-of-Words
• E.g., node2vec for undirected graphs, RDF2Vec for graphs of RDF triples

Chen, Jiaoyan, et al. "Owl2vec*: Embedding of owl 
ontologies." Machine Learning 110.7 (2021): 1813-1845.



OWL2Vec*
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Random Walks (with WL Subtree Kernels) 

& Axioms

Lexical Information 

(e.g., by rdfs:label and rdfs:comment)

From OWL Ontology to RDF Graph

Structure Document:
Sentences of Entity URIs Lexical Document:

Sentences of Words

Combined Document:
Sentences of Entity URIs and Words

Language Model

TrainingPre-training and Corpus

IRI Vector + Word Vector

Embedding

OWL Ontology & Reasoning

Word2vec is  adopted



OWL2Vec*
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• Ontology completion 
• Class membership and subsumption prediction

• Input: the OWL2Vec* embeddings of two entities (as learned features)
• Classifiers e.g., Random Forest and Logistic Regression

• Learn from the known axioms
• Output: a score in [0, 1]

• Others
• Ontology clustering[1], ontology alignment[2], neural-symbolic AI e.g., 

ontology-based Low-resource Learning[3], etc.

[1] Ritchie, Ashley, et al. "Ontology Clustering with OWL2Vec." DeepOntoNLP – ESWC Workshop, 2021.
[2] Chen, Jiaoyan, et al. "Augmenting ontology alignment by semantic embedding and distant supervision." ESWC. Springer, Cham, 2021.
[3] Chen, Jiaoyan, et al. "Knowledge-aware Zero-Shot Learning: Survey and Perspective." IJCAI Survey Track (2021).



BERTSubs
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Segments from the healthy lifestyle ontology HeLiS (Left) and the food ontology FoodOn
(Right) with examples of inter-ontology and intra-ontology class subsumptions

Chen, Jiaoyan, et al. "Contextual semantic embeddings for ontology 
subsumption prediction." World Wide Web (2023): 1-23.



BERTSubs
• Fine-tune a BERT model with subsumptions in the given ontologies
• Different templates for utilizing the context

• Class label alone
• Class path
• Class context (breadth first search)
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The DeepOnto Library
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https://github.com/KRR-Oxford/DeepOnto



Applications

• Search engines (e.g., Google KG)
• Search, browse and recommendation in e-Commerce (e.g., Amazon 

Product Graph)
• Personal assistants (e.g., Apple Siri, Amazon Alex)
• Clinical AI (e.g., *online doctor*)
• Smart City (e.g., Cities Knowledge Graph)
• …
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Applications



Knowledge-driven Zero-shot Learning (ZSL)

• What is ZSL? 
• Predict samples with new classes that have never appeared in training
• Seen classes vs unseen classes

Zero-shot Image Classification Zero-shot Knowledge Graph Completion

Michael Jordan

Basketball Player

work as

Chicago Bulls

Chicago

locate in

Michael Jordan

?

nationality…

Knowledge Graph

Kobe Bryant

play for
?

nationality
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• External knowledge (a.k.a. side information) 
model the relationship between classes, thus 
enabling the transfer of the model from seen 
classes to unseen classes.

• Attribute descriptions, e.g., visual properties of animals

Knowledge-driven Zero-shot Learning

• Textual description: 
“Zebras are white animals with black stripes, 
they have larger, rounder ears than horses ...”
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“Zebra ⊑ Equine ⊓ ∃hasTexture.Stripes ⊓
∃hasHabitat.Meadow … ”

“hasUncle ≡	hasParent ∘ hasBrother”
• Logics & rules

imgc:Equine

imgc:Zebraimgc:Horse

imgc:solid_color

imgc:hairy_tail
imgc:stripe

rdfs:subClassOfrdfs:subClassOf

imgc:hasDecoration
imgc:hasBodyPart

imgc:coloredIn

Zebras are white animals 
with black stripes …

rdfs:comment • Knowledge 
Graph

(Relational Facts 
+ Categories + 

Literals)

• Taxonomy 
(category)



Knowledge-driven Low-resource Learning

• More readings …
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IJCAI’21 Survey Track
Proceedings of the IEEE (minor revision)



Conclusions

• What are knowledge graphs and why?

• How to construct knowledge graphs?
• From tabular data
• Alignment
• Correction
• Embedding and refinement

• Knowledge graph applications
• Zero-shot learning
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Thanks!
jiaoyan.chen@Manchester.ac.uk
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