
Università degli Studi di Padova

Scuola Galileiana di Studi Superiori

Classe di Scienze Naturali

Tesi di Diploma Galileiano

A GENERALIZED APPROACH

TO RESOURCE THEORIES

Relatore Diplomando

Prof. Pieralberto Marchetti Carlo Maria Scandolo



Contents

Introduction 4

1 Introduction to GPTs 6

1.1 Basic notions . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.1 Systems and tests . . . . . . . . . . . . . . . . . . . . . 8
1.1.2 Sequential and parallel composition . . . . . . . . . . . 10
1.1.3 Operational theories and category theory . . . . . . . . 16
1.1.4 Probabilistic theories . . . . . . . . . . . . . . . . . . . 20

1.2 Purity and coarse-graining . . . . . . . . . . . . . . . . . . . . 26
1.3 Causality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

1.3.1 Operational norms . . . . . . . . . . . . . . . . . . . . 34

2 A general framework for resource theories 39

2.1 Resource theories . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.2 A hierarchy among resources . . . . . . . . . . . . . . . . . . . 47

2.2.1 Some phenomenology . . . . . . . . . . . . . . . . . . . 51
2.2.2 Resource monotones . . . . . . . . . . . . . . . . . . . 57

2.3 The general structure of resource theories in GPTs . . . . . . . 61

3 Examples of resource theories in quantum mechanics 64

3.1 The resource theory of quantum entanglement . . . . . . . . . 65
3.1.1 Mixedness relation . . . . . . . . . . . . . . . . . . . . 72
3.1.2 Duality between entanglement and mixedness . . . . . 79
3.1.3 Entanglement monotones . . . . . . . . . . . . . . . . . 84

3.2 The resource theory of purity . . . . . . . . . . . . . . . . . . 86
3.2.1 Purity monotones . . . . . . . . . . . . . . . . . . . . . 91

3.3 Other examples . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.3.1 Quantum resource theory of asymmetry . . . . . . . . 92

2



CONTENTS 3

3.3.2 Quantum resource theory of athermality . . . . . . . . 93

4 Examples of resource theories in GPTs 96

4.1 The resource theory of entanglement . . . . . . . . . . . . . . 97
4.2 An operational Lo-Popescu theorem . . . . . . . . . . . . . . . 100

4.2.1 Two operational requirements . . . . . . . . . . . . . . 100
4.2.2 Inverting the direction of classical communication . . . 106
4.2.3 Reduction to 1-way LOCC protocols . . . . . . . . . . 109

4.3 The resource theory of purity . . . . . . . . . . . . . . . . . . 110
4.3.1 A resource theory of dynamical control . . . . . . . . . 110
4.3.2 From dynamical control to purity . . . . . . . . . . . . 112
4.3.3 Maximally mixed states . . . . . . . . . . . . . . . . . 115

4.4 Entanglement-thermodynamics duality . . . . . . . . . . . . . 117
4.4.1 Puri�cation . . . . . . . . . . . . . . . . . . . . . . . . 118
4.4.2 One-way LOCC protocols transforming pure states into

pure states . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.4.3 The more entangled a pure state, the more mixed its

marginals . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.4.4 The more mixed a state, the more entangled its puri-

�cation . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
4.4.5 The duality . . . . . . . . . . . . . . . . . . . . . . . . 126

4.5 Consequences of the duality . . . . . . . . . . . . . . . . . . . 127
4.6 Entanglement and purity monotones . . . . . . . . . . . . . . 129

4.6.1 Information erasure and entanglement generation . . . 131
4.7 Symmetric puri�cation . . . . . . . . . . . . . . . . . . . . . . 136

Conclusions 140

Acknowledgements 142

A Some mathematical results 143

A.1 A proposition . . . . . . . . . . . . . . . . . . . . . . . . . . . 143



Introduction

In physical theories where the (human) observer plays a crucial role, i.e. the-
ories where physical systems do not arise as external and objective entities, a
sensible question we can ask ourselves is up to what extent the observer can
control a physical system. Related to this, we have the notion of resource,
of which the observer can take advantage to perform some tasks. This is
particularly important in a scienti�c theory having some technological im-
pact. In fact, we can adopt a perspective focused on resources to address
a broad class of di�erent scienti�c theories, encompassing various scienti�c
disciplines.

On of the most paradigmatic examples of a theory of resources is chem-
istry, especially its industrial branch. Indeed, in this �eld one wishes to trans-
form �raw� chemical products into useful products (fertilizers, dyes, etc.),
which are more valuable resources.

Another theory in which the observer plays a important role is thermody-
namics [1, 2]. Here we can distinguish between processes the observer is able
to control, which give rise to work, and processes on which the observer has
no control, which lead to heat. According to this perspective, the di�erence
between work and heat is solely in the ability one has to control a process.
Consequently, work is a more valuable resource than heat in the framework of
thermodynamics. Accordingly, heat cannot be completely turned into work
(Kelvin's postulate [3]), while the converse can happen. This is because a
less valuable resource cannot be transformed for free into a more valuable
one. Several approaches to thermodynamics based on resource theories have
been proposed so far [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17], especially
from the angle of quantum information, and at the moment this seems to
be one of the most promising approaches for an extension of thermodynamic
concepts outside the realm of large numbers of particles. In particular, this
is signi�cant for a thermodynamic description of systems at the nanoscale,
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INTRODUCTION 5

a topic which has been attracting a lot of attention as a result of recent
technological development in the �eld of nanotechnologies.

However, if there is a theory where the observer plays a crucial role, this
is de�nitely quantum mechanics. This fact has become clear since its founda-
tion and early developments. Therefore, it is interesting to address quantum
mechanics from a resource-theoretic viewpoint, and one may expect to �nd
several resource theories related to the quantum world. As an example,
consider entanglement, which is a precious resource for communication pur-
poses, in the sense that it enables us to perform communication protocols
that would be impossible in classical mechanics (teleportation, dense coding,
etc. [18, 19, 20, 21, 22, 23]).

Given that the descriptive power of resource theories encompasses so
many di�erent �elds, it is a natural question why this happens. There must
be an underlying framework common to all resource theories, irrespective to
their speci�c �elds. Understanding it is particularly interesting, for it enables
one to grasp the similarities between di�erent theories of resources and even
to develop new ones.

The aim of this thesis is to understand this common underlying formalism
of resource theories and to see how it is realized concretely in some examples
taken from quantum information theory. The key methodology of this work
is abstraction, and one of the �rst necessary steps in this direction is to
abstract the notion of physical theory itself, in order to understand the com-
mon features and the basic structure of physical theories. To this end, we will
move to physical theories more general than quantum or classical mechanics,
known as general probabilistic theories [24, 25, 26, 27, 28, 29, 30, 31, 32]. By
working on such a framework, it will be easier to proceed in our search for
a common structure of resource theories, which is given by category theory
[33].

Therefore, after presenting the basic notions of the formalism related to
general probabilistic theories in chapter 1, we move directly to analyse the
general structure of the theories of resources in chapter 2, and we will see
that this basic structure arises in a great number of instances. To better
understand the abstract formalism for resource theories, we study some in-
teresting examples taken from quantum mechanics in chapter 3. Following
our generalization scheme, in chapter 4 we extend these examples to the
framework of general probabilistic theories. This extension will enable us to
gain a deeper understanding of the structure of the corresponding resource
theories in the quantum case.



Chapter 1

Introduction to general

probabilistic theories

We begin this thesis with an introduction to general probabilistic theories
(GPTs), which are one of the most important approaches to the foundations
of quantum mechanics. GPTs are generic physical theories admitting a prob-
abilistic structure, with quantum mechanics and classical mechanics as two
instances thereof. However, one can devise other examples of such theor-
ies, which are neither classical nor quantum, such as the box world theory
[25, 34], arising as a generalization of the setting of Bell inequalities (see
example 4.2.4 for further details in this respect). GPTs describe what sets
of experiments one can do with physical devices, and how to assign probab-
ilities to their outcomes. Therefore, they are a useful framework in which to
address a broad class of possible physical theories.

In the past, foundational questions were related essentially to the meas-
urement problem, giving rise to di�erent interpretations of quantum mech-
anics [35]. However, recently the �elds of quantum foundations and quantum
information have started to merge, positively in�uencing each other [36, 37],
and GPTs have proved to be a response to the new tendency to focus on the
informational content of a theory.

Clearly, one might wonder why we study probabilistic theories more gen-
eral than quantum mechanics if quantum theory is the theory describing
Nature. We can identify some reasons [38].

1. We want to understand quantum mechanics better.
Indeed, what are the features that single out quantummechanics among
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CHAPTER 1. INTRODUCTION TO GPTS 7

all the other possible probabilistic theories?

2. We want to study extensions of quantum mechanics.
Suppose that some day quantum mechanics or some of its axioms will
be proved to be wrong. An analysis of more general theories will show
how we can modify quantum mechanical axioms to make the theory
�t the experiments. Proposals to modify quantum theory have already
been presented in the �eld of quantum gravity [39].

3. We want to study restrictions of quantum mechanics.
Suppose we are not able to prepare all the states allowed by quantum
mechanics. Then, what is our theory like?

In our treatment of general probabilistic theories, we will use a high-level
language, borrowed from category theory. The same formalism will be used
also in the following chapters, because it is particularly suitable to capture
the operational background of a theory, namely, loosely speaking, the way
�information is processed� [40]. In this vein, we will carry out our analysis
in an abstract way, without resorting to the speci�c formalism of a certain
theory.

Nevertheless, one should not think that our high-level language is com-
pletely unrelated to experiments. In fact, it is even closer to an experimental
set-up in a laboratory, as we will see presently.

Suppose we have an experimenter in a laboratory. She can build up exper-
iments by connecting devices, and this can be done either sequentially or in
parallel. Every device has an input and an output system and possibly some
(classical) outcomes that can be read by the experimenter. Each outcome
identi�es a process which occurred between the input and the output systems
when a particular device was applied. In some cases, the experimenter has
no control on the outcomes: this means that particular device implements a
random process. Some devices have no input: they simply prepare a state.
Other devices have no output: they are measurements.

This very simple experimental situation can be treated formally by using
a graphical language, in which each device is represented as a box.

Many works have been done on this subject (see for instance [24, 25, 26,
27, 28, 29, 30, 31, 32]); in the present treatment, we will follow the line of
reasoning of [28, 29, 41], and of the related works [31, 42]. We present the ba-
sic formalism in section 1.1, and in section 1.2 we concentrate on the amount
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of information carried by operations performed by an experimenter, de�ning
pure transformations as operations where the information is maximal.

In the study of GPTs is customary to introduce some axioms to restrict
our attention only to theories enjoying some reasonable properties. An almost
undeniable axiom is Causality, which sets an arrow of time, meaning that
operations performed in the �future� cannot have e�ects on the outcomes of
present experiments. Imposing Causality has some interesting consequences
for the structure of a probabilistic theory, which are explored in section 1.3.

1.1 Basic notions

A GPT has two main parts: the operational part and the probabilistic part.
In this section we introduce �rst the basic elements of operational formal-
ism and their graphical representation, and then we examine the additional
features that arise when we introduce the tool of probability theory.

1.1.1 Systems and tests

In an operational theory, there are two primitive notions: systems and tests.
We can have an intuition about their meaning by thinking of a concrete
experimental situation. A test represents a physical device (beam-splitter,
polarimeter, Stern-Gerlach magnet, etc.). Every device has an input and an
output, which will be called input and output system respectively. In this
way, somehow systems play the role of labels attached to input and output
ports of a device.

We denote systems by capital letters in Roman character: A, B, etc.
There is also a particular system, the trivial system, that simply means
�nothing�, and we will denote it by letter I. A device with trivial system
as input is simply a device with no input, and a device with trivial system
as output is simply a device with no output.

The application of some physical devices can yield various outcomes,
where each outcome corresponds to a particular event which occurred in
the laboratory and which can be identi�ed by the experimenter. Therefore,
we can give the following characterization of tests.

De�nition 1.1.1. A test with input system A and output system B is a
collection of events {Ci}i∈X , labelled by outcome i in some set X.

X is called outcome set.



CHAPTER 1. INTRODUCTION TO GPTS 9

We will often say that {Ci}i∈X is a test from system A to system B; if A
and B coincide, we say that {Ci}i∈X is a test on system A.

To clarify the role of outcome i better, we can regard it as what the
experimenter actually sees when she performs her experiment (a sequence of
digits, a spot in a photographic plate, etc.). The outcome set X is the set
containing all the possible outcomes for a given test.

We can represent a test graphically as a box with incoming and outgoing
wires representing input and output systems respectively.

A {Ci}i∈X B

When there is no ambiguity, we will omit the outcome set X. If we want to
express that the speci�c event Ci has occurred, we will write

A Ci B ,

without braces.
Whenever the trivial system I is involved, we omit the corresponding wire

and letter. Speci�cally, when we have no physical input1 for our device, we
have a preparation-test, which we represent as

{ρi} A := I {ρi} A ,

namely with a rounded box on its left side. Intuitively, preparation-tests pre-
pare a system in a particular �state�, although we will clarify this statement
later. We will sometimes use the Dirac-like notation |ρi)A for the preparation-
event ρi. The subscript A is intended to highlight the fact that ρi is related
to system A. Here we use a round bracket to stress the fact that this de�ni-
tion is di�erent and more general than the ket notion in quantum mechanics.
Similarly, when we have no physical output2 for our device, we have an
observation-test, which we represent as

A {ai} := A {ai} I ,

namely with a rounded box on its right side. Intuitively, observation-tests
destroy a system while acquiring some information from it, so they are related

1Recall that no physical input means the trivial system I as input.
2Again, no physical output means the trivial system as output.
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to demolition measurements. We will sometimes use the Dirac-like notation
(ai|A for the observation-event ai.

Finally, if we have a test {pi}i∈X from the trivial system to itself, we omit
both the wires and the box.

pi := I pi I

De�nition 1.1.2. We say that a test is deterministic if its outcome set has
one element.

If a test is deterministic, we omit the braces and simply write C instead
of {C}. In a non-deterministic test, we cannot predict which particular out-
come we will obtain. On the contrary, the outcome of a deterministic test is
completely determined. Since we are not able to predict the outcome of non-
deterministic tests, we would like to set up a probabilistic structure which
enables us at least to de�ne probabilities for the various outcomes. We will
address this issue soon, but �rst some other notions are needed.

1.1.2 Sequential and parallel composition

Since we are implementing a graphical language which has a direct link to ex-
perimental apparatuses, the next step is to describe how to connect devices.
Devices can be connected sequentially or in parallel. Let us start from se-
quential composition. Intuitively, two devices can be connected sequentially,
i.e. one after another, if the output system of the former is the input system
of the latter.

De�nition 1.1.3. If {Ci}i∈X is a test from A to B with outcome set X,
and {Dj}j∈Y is a test from B to C with outcome set Y , we can consider the
sequential composition {Dj ◦ Ci}(i,j)∈X×Y , which is a test from A to C and
has outcome set X × Y .

Note that sequential composition of tests works exactly as composition of
functions: the test {Dj}j∈Y follows the test {Ci}i∈X , therefore Dj is written
�rst.

The graphical representation is quite intuitive: suppose we want to com-
pose the event Dj after the event Ci; we simply write

A Dj ◦ Ci C := A Ci B Dj C .
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In this way, there is a natural ordering on tests, given by sequential compos-
ition. Indeed, some tests are performed �rst and other later. In graphical
language this ordering goes from left to right: every box follows all the oth-
ers on its left. However, we must not confuse this ordering with temporal
ordering. We will come back to this point in section 1.3.

Now let us see an example of sequential composition of tests.

Example 1.1.4. Consider the diagram

{ρi} A {Cj} B {bk} .

It gives instructions on how to build up the experiment: �rst, we initialize
system A with the preparation-test {ρi}, then we perform the test {Cj} from
A to B and �nally we acquire some information from B by destroying it with
the observation-test {bk}.

If we wish to express which events actually occurred, we write

ρi A Cj B bk .

This means that the preparation-event ρi, the event Cj and the observation-
event bk occurred. We can represent the whole sequence in Dirac-like notation
as (bk| Cj |ρi).

Let us now de�ne the identity test.

De�nition 1.1.5. The identity test for system A is a deterministic test IA

on A such that Ci ◦ IA = Ci for every event Ci from A to B, and IA ◦Di = Di
for every event Di from B to A.

Graphically, we have

A I A Ci B = A Ci B

for every Ci, and

B Di A I A = B Di A

for every Di. According to this de�nition, it is clear that for every system A
the identity test IA is unique.

Applying the identity test is just like doing nothing. For this reason we
will often omit the box for the identity test.
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We sometimes want to �identify� similar system, namely systems that
behave exactly in the same way from an operational point of view, yet they
are distinct. In quantum mechanics, we can consider the polarization of a
photon and the spin of an electron. Although they are completely di�erent
physical systems, they are described by the same Hilbert space3.

De�nition 1.1.6. We say that system A and system A′ are operationally
equivalent (and we write A ∼= A′) if there is a deterministic test U1 from A
to A′ and a deterministic test U2 from A′ to A, such that

A U1
A′ U2

A = A I A ,

where IA is the identity test on A, and

A′ U2
A U1

A′ = A′ I A′ ,

where IA′ is the identity test on A′.

If A ∼= A′, we can transform tests on system A into tests on system A′

by taking the sequential composition with the intertwining tests U1 and U2.
Indeed, if Ci is an event on system A, the corresponding event C ′i on system
A′ is

A′ C ′i A′ := A′ U2
A Ci A U1

A′ . (1.1.1)

Now we move to the other type of composition: parallel composition. If
we have two systems A and B, we can consider them together, forming the
composite system A⊗ B.

De�nition 1.1.7. If A and B are two systems, the corresponding composite
system is A⊗ B. Moreover, system composition has the following properties.

1. A⊗ I = I⊗ A = A for every system A;

2. A⊗ B ∼= B⊗ A for all systems A,B;

3. A⊗ (B⊗ C) = (A⊗ B)⊗ C for all systems A,B,C.

These properties have a fairly intuitive meaning.

1. When we combine a system with �nothing�, we still have the original
system.

3Or by isomorphic Hilbert spaces, to be precise
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2. The composition of systems does not depend on the order we compose
them.

3. This particular form of �associativity� allows us to write simply A⊗B⊗
C, without parentheses. Again, the order of composition is irrelevant.

We represent composite systems diagrammatically as a collection of wires one
under another. We will typically omit the wire for the trivial system. For
the sake of brevity, especially when subscripts are concerned, we will write
just AB in place of A⊗ B.

We can represent an event Ci from system A ⊗ B to system C ⊗ D as a
box with multiple wires, one for each system.

AB Ci CD =
A

Ci
C

B D

By property 2, it is completely irrelevant to write A rather than B on the
upper input wire, and the same holds for every wire. For composite systems
we depict preparation-events as

ρi
A

B
, (1.1.2)

and observation-events as
A

ai
B

. (1.1.3)

Now we can de�ne the parallel composition of tests.

De�nition 1.1.8. Let {Ci}i∈X be a test from A to B, and let {Dj}j∈Y be a
test from C to D. The parallel composition {Ci ⊗Dj}(i,j)∈X×Y is a test from
A⊗C to B⊗D with outcome setX×Y , and it is represented diagrammatically
as

A

Ci ⊗Dj
B

C D
:=

A Ci B

C Dj D
.

We can combine parallel and sequential composition in a straightforward
way. Suppose Ai is an event from A to B, Bj is an event from B to C; Dk is
an event from D to E and El is an event from E to F. Then we have

A

(Bj ◦ Ai)⊗ (El ◦ Dk)
C

D F
=

A Bj ◦ Ai C

D El ◦ Dk F
=
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=

A Ai B Bj C

D Dk E El F
. (1.1.4)

If we parallel-compose a test from A to B with the identity test IC on
another system C, we have a test from A⊗C to B⊗C that in fact acts only
on A.

De�nition 1.1.9. Consider a test {Ci}i∈X from the composite system A⊗C
to B ⊗ C. If {Ci}i∈X acts only on A (from A to B), we say that it is a local
test from A to B.

In other words a local test {Ci}i∈X from A ⊗ C to B ⊗ C is such that
Ci = Di ⊗ IC, for some test {Di}i∈X from system A to system B.

A

Ci
B

C C
=

A Di B

C I C
=

A Di B

C

We will write simply Di in formulas in place of Di ⊗ IC, for example we will
write DiρAC instead of (Di ⊗ IC) ρAC.

We can prove that local tests on di�erent systems commute, like in
quantum mechanics,

Proposition 1.1.10. Let {Ci}i∈X be a test from system A to system B, and
let {Dj}j∈Y be a test from system C to system D. Then we have

A Ci B

C Dj D
=

A Ci B

C Dj D
.

Proof. Recall that we can insert the identity test whenever we have a wire.
In this way,

A Ci B

C Dj D
=

A Ci B I B

C I C Dj D
.

Recall that every event commutes with the identity test.

A Ci B I B

C I C Dj D
=

A I A Ci B

C Dj D I D
,
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or, in other terms,

A Ci B

C Dj D
=

A Ci B

C Dj D
.

We are then entitled to write

A Ci B

C Dj D

in place of
A Ci B

C Dj D

or
A Ci B

C Dj D
,

since the order with which the two events take place is irrelevant. This also
shows that the parallel composition of two tests can be seen as a sequential
composition of two local tests on di�erent systems.

Note that we can compose preparation-tests only in parallel; the same
holds for observation-tests, so we will sometimes write simply |ρi)A |σj)B in
place of ρi,A ⊗ σj,B; and (ai|A (bj|B in place of ai,A ⊗ bj,B. Diagrammatically,

|ρi)A |σj)B =
ρi A

σj B
(1.1.5)

and

(ai|A (bj|B =

A ai

B bj
(1.1.6)

Remark 1.1.11. When there is no ambiguity in what kind of composition we
are considering, we will write it simply as a product. For instance, if Ci is
an event from A to B and Dj is an event from B to C, we will write Dj ◦ Ci
simply as DjCi.
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Now we can de�ne operational theories.

De�nition 1.1.12. An operational theory is given by a collection of systems,
closed under composition, and a collection of tests, closed under sequential
and parallel composition.

1.1.3 Operational theories and category theory

Although our graphical language can seem naive and not so sound, it has very
strong foundations in category theory [43, 44, 45, 40, 46, 47]. Therefore, we
are entitled to use graphical language to prove theorems in abstract scenarios
for operational theories.

At this point, although we do not wish to enter too much into mathem-
atical details of category theory, it is anyway worthwhile to give some basic
de�nitions [46, 48], which will turn out to be useful for the next chapters as
well. We will follow the approach of ref. [46].

De�nition 1.1.13. A category (C, ◦) is given by

1. a class4 |C| of objects ;

2. for any two objects A,B ∈ |C|, a set C (A,B) of maps from A to B,
called morphisms. Such maps can be composed, i.e. if f is a map from
A to B (f ∈ C (A,B)), and g is a map from B to C (g ∈ C (B,C)),
there is a map g ◦ f ∈ C (A,C) from A to C. Such composition is
associative and has an identity.

Requiring that ◦ : C (A,B)×C (B,C) −→ C (A,C) is associative means
that for all A,B,C,D ∈ |C| and for all f ∈ C (A,B), g ∈ C (B,C) and
h ∈ C (C,D), one has (h ◦ g) ◦ f = h ◦ (g ◦ f). If such a composition has an
identity, for every object A there exists a morphism 1A ∈ C (A,A) such that
if f ∈ C (A,B), then f = f ◦ 1A = 1B ◦ f .

We can see that an operational theory enjoys the properties in de�ni-
tion 1.1.13: physical systems are objects and the events from a system to
another are the morphisms between the two systems. Tests are nothing but
collections of morphisms labelled by the outcomes.

4A class is not exactly a set, but for all practical purposes one can think of |C| as a
set.
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Note that events can be composed in sequence and there is the identity
event I for such a composition. Therefore, a category captures the con-
cepts of physical systems, of tests performed between them and of sequential
composition of tests.

What about the other types of composition? We are still missing a math-
ematical description of the composition of systems and of the parallel com-
position of tests. Besides, the role of the trivial system is not completely
clear from a mathematical point of view. In other terms, if we know that the
trivial system I has the special meaning of �nothing� from a physical point
of view, so far we do not know what mathematical features make the trivial
system �special� among all the other systems. The answer to these questions
comes from the following de�nition.

De�nition 1.1.14. A strict monoidal category (C, ◦,⊗, I) is a category such
that

1. there is an operation ⊗ on the class of objects |C| such that (|C| ,⊗, I)
is a monoid with identity I ∈ |C|.

2. for all objects A,B,C,D ∈ |C|, there is an operation ⊗ : C (A,B) ×
C (C,D) −→ C (A⊗ C,B⊗D) on the morphisms between these ob-
jects such that (f, g) 7→ f ⊗ g, where f is a map from A to B and g is a
map from C to D. Moreover, ⊗ is associative and has 1I, the identity
over I, as its identity.

3. for all objects A,B,C,D,E,F ∈ |C|, if f ∈ C (A,B), g ∈ C (B,C),
h ∈ C (D,E), k ∈ C (E,F), we have (g ◦ f)⊗(k ◦ h) = (g ⊗ k)◦(f ⊗ h).

4. for all objects A,B ∈ |C|, one has 1A⊗B = 1A ⊗ 1B, where 1A⊗B is
the identity on A ⊗ B and 1A and 1B are the identities on A and B
respectively.

Let us better clarify the various points of the de�nition.

1. The fact that (|C| , I,⊗) is a monoid means that, for all objects A,B,C ∈
|C|, we have (A⊗ B)⊗C = A⊗ (B⊗ C), and A⊗ I = I⊗A = I. Some-
times ⊗ is called �tensor �.
Recalling that objects are physical systems, this is nothing but items 1
and 3 of de�nition 1.1.7, and I is the trivial system.
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2. If the tensor operation ⊗ between morphisms is associative, it means
that (f ⊗ g) ⊗ h = f ⊗ (g ⊗ h) for all A,B,C,D,E,F, and for all
f ∈ C (A,B), g ∈ C (C,D), h ∈ C (E,F). Moreover if 1I is the identity,
then f = f ⊗ 1I = 1I ⊗ f .
Since in operational theories events are morphisms, this is a property
of the parallel composition of events (and consequently of tests). Asso-
ciativity and the existence of the identity are trivially satis�ed in the
setting we have presented.

3. This means that �sequential� (◦) and �parallel� (⊗) compositions of
morphisms �commute�. In our presentation of operational theories, this
is nothing but eq. (1.1.4).

4. It is trivial in our setting: if we do nothing on both systems A and
B, we do nothing also on the two systems taken together, namely on
A⊗ B.

Now we see that we have almost completed our mathematical picture of
operational theories. But the last piece is still missing: the fact that A⊗B ∼=
B⊗ A. A couple of de�nitions will enable us to close the circle.

De�nition 1.1.15. Let (C, ◦) be a category. Two objects A,B ∈ |C| are
said to be isomorphic if there is an invertible morphism f between A and B.
f is called isomorphism.

An isomorphism corresponds to an invertible event, and such a notion
captures the previously explained idea of operationally equivalent systems.
Therefore, we are looking for isomorphisms to describe the equivalence A⊗
B ∼= B⊗ A.

De�nition 1.1.16. A strict symmetric monoidal category is a strict mon-
oidal category where for every pair of objects A,B ∈ |C| there exists an
isomorphism σA,B : A⊗ B −→ B⊗ A such that

1. σ−1
A,B = σB,A

2. for any A,B,C,D and for any f ∈ C (A,B) and g ∈ C (C,D), one has

σB,D ◦ (f ⊗ g) = (g ⊗ f) ◦ σA,C.
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This de�nition is better understood by making a reference to the opera-
tional setting in a laboratory. We can think of σA,B as a device implementing
the swapping between two physical systems. We represent it via the �univer-
sal� swapping operation SWAP.

A

SWAP

B

B A

SWAP takes A⊗B as input and has B⊗A as output. Let us see that the items
in de�nition 1.1.16 give us reasonable properties for the swapping operation.

1. σ−1
A,B = σB,A means that σB,A ◦ σA,B = 1A⊗B and σA,B ◦ σB,A = 1B⊗A. In

other words, by swapping two systems twice, we get the systems in the
original order. It is like applying the identity test.

A

SWAP

B

SWAP

A

B A B
=

A

B
,

and
B

SWAP

A

SWAP

B

A B A
=

B

A
.

2. We can rewrite σB,D◦(f ⊗ g) = (g ⊗ f)◦σA,C as g⊗f = σB,D◦(f ⊗ g)◦
σC,A, recalling that σC,A = σ−1

A,C. Thinking of f and g as events Ci and
Dj respectively, and using diagrams, one has

C Dj D

A Ci B
=

C

SWAP

A Ci B

SWAP

D

A C Dj D B
.

This is nothing but eq. (1.1.1), where in place of U1 and U2 we have
SWAP.

Now we are done with the formal de�nitions about categories. We see that
an operational theory is a strict symmetric monoidal category. The strong
point about diagrams is that they encode all the properties of strict symmet-
ric monoidal categories in a most apparent way, so that one does not have
to remember them, but can reconstruct them from the rules of diagrams.
Therefore, we are entitled to consider diagrams as a mathematical language
for all strict symmetric monoidal categories, abstracted from the physical
interpretation as operational theories in a laboratory.
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1.1.4 Probabilistic theories

Now we can add the probabilistic ingredient to our theory: basically, we want
to assign a number in the interval [0, 1] to every test from the trivial system
to itself.

De�nition 1.1.17. An operational-probabilistic theory (general probabilistic
theory (GPT) for short) is an operational theory where for every test {pi}i∈X
from the trivial system I to itself one has pi ∈ [0, 1] and

∑
i∈X pi = 1.

Moreover, the sequential and parallel compositions of two events from the
trivial system to itself are given by the product of probabilities: pi ◦ pj =
pi ⊗ pj = pipj.

This de�nition says that every event from I to itself can be interpreted as
a probability. As a consequence, we can associate a probability with every
diagram with no external lines.

Example 1.1.18. Let us consider again

ρi A Cj B bk .

This is a diagram without external lines; indeed the sequential composition
of the three events is an event from the trivial system I to itself (no input
and no output). So we have pijk := (bk| Cj |ρi), that is the joint probability of
having the preparation-event ρi, the event Cj and the observation-event bk.

Henceforth we will focus only on GPTs, namely on operational theories
with a probabilistic structure.

Sometimes it happens that we can obtain the same physical con�guration
with di�erent experimental procedures. For instance, in quantum mechanics,
we can consider the mixed state ρ = 1

2
1 of a q-bit. This state can be prepared

either by completely ignoring the state of the system, or by taking the partial
trace of one of the Bell states. The issue is now how to distinguish di�erent
situations or �nd out they are equivalent.

Let us consider, for instance, preparation-events. If we compose a preparation-
event with an observation-event, we get a probability. Indeed, suppose we
have

ρi A aj .

Then we have pij = (aj|ρi), which is the joint probability of having the
preparation-event ρi and the observation-event aj.



CHAPTER 1. INTRODUCTION TO GPTS 21

Remark 1.1.19. pij should not be confused with a conditional probability,
namely pij is not the probability of having the observation-event aj if the
preparation-event is ρi. Indeed, assuming this conditional interpretation
would imply that information �ows from the preparation-event to the observation-
event. This assumption is known as Causality, to which we will come soon
(section 1.3). In general, in a non-causal theory, the observation-event can
in�uence the preparation-event, so, in principle, we are not allowed to say
which event in�uenced the other.

If we have a preparation-event ρi on A, we can associate a real-valued
function ρ̂i with it. This function acts on observation-events aj on A and
yields the joint probability pij.

ρ̂i : (aj| 7−→ (aj|ρi) = pij

Similarly, if we have an observation-test aj on A, we can associate a real-
valued function âj with it. This function acts on preparation-events ρi on A
and yields the joint probability pij.

âj : |ρi) 7−→ (aj|ρi) = pij

From a probabilistic point of view, we cannot distinguish two preparations
of the system if they yield the same probabilities for all the observation-tests,
even if the preparations were obtained operatively in completely di�erent
ways. If we consider an experimenter, she can distinguish two unknown pre-
parations of the system by examining the statistics she gets from performing,
in principle, all the possible measurements on the system. If she �nds any
di�erence in the statistics, then she concludes the preparations were di�erent.
A very similar argument holds for observation-events.

In this vein, we can introduce an equivalence relation between preparation-
events (and similarly between observation-events). If ρi and σj are two
preparation-events on system A, we say that ρi ∼ σj if ρ̂i = σ̂j, namely
if for every observation-event ak on A we have (ak|ρi) = (ak|σj). Similarly, if
ai and bj are two observation-events on A, we say ai ∼ bj if âi = b̂j, namely
if for every preparation-event ρk on A we have (ai|ρk) = (bj|ρk).

De�nition 1.1.20. Equivalence classes of indistinguishable preparation-events
are called states. The set of states of system A is denoted as St (A).

Equivalence classes of indistinguishable observation-events are called ef-
fects. The set of e�ects of system A is denoted as Eff (A).
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In this way, states and e�ects are identi�ed with the corresponding func-
tions that yield probabilities, similar to the setting of Gleason's theorem in
quantum mechanics [49]. Therefore, two states ρ0 and ρ1 of system A are
equal if and only if (a|ρ0) = (a|ρ1) for every e�ect a ∈ Eff (A). Similarly, two
e�ects a0 and a1 of system A are equal if and only if (a0|ρ) = (a1|ρ) for every
state ρ ∈ St (A).

We can assume that equivalence classes were taken from the very begin-
ning, so from now on we will say that a preparation-test is made of states
and that an observation-test is made of e�ects. Speci�cally, when we have a
deterministic preparation-test, we will call it deterministic state; and when
we have a deterministic observation-test, we will call it deterministic e�ect.

Example 1.1.21. The trivial system has a unique deterministic state and a
unique deterministic e�ect: it is number 1.

Let us introduce some more terminology about states and e�ects.

De�nition 1.1.22. A state of a composite system A⊗ B is called bipartite
state.

An e�ect of a composite system A⊗ B is called bipartite e�ect.
A bipartite state (resp. e�ect) is called product state (resp. e�ect) if it is

obtained by parallel composition of states (resp. e�ects) of A and B.

Bipartite states are depicted as in (1.1.2), bipartite e�ects are depicted
as in (1.1.3). Product states are represented diagrammatically in (1.1.5),
product e�ects are represented diagrammatically in (1.1.6).

Let us see what states and e�ects are in quantum mechanics.

Example 1.1.23. In quantum mechanics, we can associate a Hilbert space
HA with every system A. Deterministic states are density operators, which
means trace-class positive operators with trace equal to 1. A non-deterministic
preparation-test is sometimes called quantum information source: it is a col-
lection of trace-class positive operators ρi, with tr ρi ≤ 1. This is essentially
a random preparation: a state ρi is prepared with a probability given by
trρi. Therefore in quantum mechanics St (A) is the set of trace-class positive
operators with trace less than or equal to one.

An e�ect is, instead, represented by a positive operator P , with P ≤ 1,
where 1 is the identity operator. Observation-tests are then POVMs. The
pairing between states and e�ect is given by trace: (P |ρ) = trPρ. In quantum
mechanics there is only one deterministic e�ect: the identity 1. This is not
a coincidence, but it follows from Causality (see section 1.3).
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According to de�nition 1.1.20, states and e�ects are in fact real-valued
functions; as a consequence we can take linear combinations of them with
real coe�cients; in other words they span real vector spaces. Let StR (A)
be the vector space spanned by states and let EffR (A) be the vector space
spanned by e�ects. These vector spaces can be �nite- or in�nite-dimensional.
In our treatment, to avoid mathematical subtleties, we will assume that
these vector spaces are �nite-dimensional. Clearly, EffR (A) is the dual vector
space of StR (A) and StR (A) is the dual vector space of EffR (A). For �nite-
dimensional vector spaces, we have dim StR (A) = dim EffR (A).

Example 1.1.24. Let us see what StR (A) and EffR (A) are in �nite-dimensional
quantum theory, namely when the Hilbert space is �nite-dimensional (H ≈
Cn, for n ≥ 2). StR (A) is the vector space of hermitian matrices of order n.
It is a real vector space with dimension n2. EffR (A) is again the vector space
of hermitian matrices of order n.

Remark 1.1.25. In general, St (A) and Eff (A) are not vector spaces. Indeed,
a state is a function which takes values in [0, 1] interval according to our
probabilistic interpretation. Clearly, a general linear combination of [0, 1]-
valued functions does not take values in [0, 1]. Instead, if we take a convex
combination5 of [0, 1]-valued functions, we get another [0, 1]-valued function.
This is the �rst hint to St (A) and Eff (A) being in fact convex sets.

Now we can de�ne the equivalence classes of indistinguishable events for
general tests, namely for tests from system A to system B.

First of all, note that every event Ci from A to B induces a linear operator
Ĉi from StR (A) to StR (B). We de�ne Ĉi via its action on the spanning set of
states St (A), as follows:

Ĉi : ρA 7→ CiρA, (1.1.7)

for every ρA ∈ St (A). Note that CiρA is a state of B. We want to check
whether the linear extension of (1.1.7) is well de�ned. Now, we know how
Ĉi acts on states, namely on the spanning set St (A). How can we de�ne its
action on all StR (A)? If v ∈ StR (A), we can express it as a linear combination
of states, v =

∑
j αjρj, where αj ∈ R for every j. The most obvious linear

extension of (1.1.7) is Ĉiv :=
∑

j αj Ĉiρj. The problem is that, in general,
v does not have a unique expression in terms of states. Suppose that v =

5Recall that a convex combinations of the points xi's is de�ned as
∑

i λixi, where λi ≥ 0
for every i and

∑
i λi = 1.
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∑
j αjρj and v =

∑
j βjσj, where βj ∈ R for every j. Our extension Ĉi

is well-de�ned if and only if
∑

j αj Ĉiρj =
∑

j βj Ĉiσj whenever
∑

j αjρj =∑
j βjσj. Using linearity of summations, this problem is equivalent to check

if
∑

j αj Ĉiρj = 0 whenever
∑

j αjρj = 0.
By de�nition of e�ects, we have

∑
j αjρj = 0 if and only if

∑
j αj (a|ρj) =

0 for every e�ect a ∈ Eff (A). Let b be an arbitrary e�ect on B. Then (b| Ĉi is
an e�ect on A, therefore

∑
j αj (b| Ĉi |ρj) = 0. Since b is arbitrary, this implies

that
∑

j αj Ĉiρj = 0. This proves that the linear extension is well-de�ned.
Our construction, and (1.1.7) in particular, basically say that events are

characterized by their action on states.
Likewise, for every system C, the event Ci⊗IC from A⊗C to B⊗C will

induce a linear operator from StR (A⊗ C) to StR (B⊗ C). We then give the
following de�nition.

De�nition 1.1.26. Two events Ci and C ′i from A to B are indistinguishable
if for all systems C the linear operators associated with Ci ⊗ IC and C ′i ⊗ IC

are the same.

This should remind the reader of the de�nition of complete positivity in
quantum theory [50, 51, 52].

Again, we take the quotient set of events modulo the indistinguishability
relation.

De�nition 1.1.27. Equivalence classes of indistinguishable events from A
to B are called transformations from A to B.

The set of transformations from A to B is denoted by Transf (A,B). The
set of transformations from A to itself is denoted simply by Transf (A).

Remark 1.1.28. One may wonder why we have given such a de�nition of
indistinguishable events, involving an ancillary system C. The most obvious
way of de�ning indistinguishability would have been to say that Ci and C ′i
are indistinguishable if Ciρ = C ′iρ for every ρ ∈ St (A). Actually, this is
not enough for general probabilistic theories. Indeed, Wootters provided
a counterexample concerning quantum mechanics with real Hilbert space
[53]. It can be shown that there exist two transformations that are locally
indistinguishable, but if we add an ancillary system, they produce orthogonal
output states.

The condition Ciρ = C ′iρ for every ρ ∈ St (A) is su�cient for indistin-
guishability if the theory satis�es Local Tomography (see [28] for further
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details). Quantum mechanics with real Hilbert space does not satisfy this
property.

We conclude that it is not enough to say that Ci and C ′i from A to B are
indistinguishable if they act in the same way on every state of system A.

Again, we will assume that equivalence classes have been taken from the
very beginning, so we will consider tests as collections of transformations.

De�nition 1.1.29. A deterministic transformation C ∈ Transf (A,B) is
called channel.

Channels deterministically transform states of system A into states of
system B.

Among all possible channels, reversible channels are particularly import-
ant.

De�nition 1.1.30. A channel U ∈ Transf (A,B) is said reversible if it is
invertible, namely if there is another channel U−1 ∈ Transf (B,A), called the
inverse, such that U−1 ◦ U = IA and U ◦ U−1 = IB.

Using diagrams, we have

A U B U−1 A = A I A

and
B U−1 A U B = B I B .

Clearly, reversible channels on A form a group, called GA.
Now, we can rephrase the de�nition of operationally equivalent systems:

two systems A and A′ are operationally equivalent if there exists a reversible
channel from A to A′.

Before moving on, let us see what transformations, channels and reversible
channels are in quantum mechanics.

Example 1.1.31. A test in quantum mechanics from HA to HB is a col-
lection of completely positive, trace non-increasing linear maps {Ck}, called
quantum operations [50], such that

∑
k Ck is a trace-preserving map. Each

quantum operation maps linear operators on HA into linear operators on HB.
A test is a quantum instrument, namely a collection of quantum operations
[50].

A channel is a completely positive trace-preserving map from linear op-
erators on n HA to linear operators on HB.
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Finally, reversible channels are unitary channels. They act on A as
U (ρ) = UρU †, where U is a unitary operator. It follows that two systems
are operationally equivalent if and only if their Hilbert spaces have the same
dimension, otherwise it would not be possible to de�ne unitary operators
from one space to the other.

1.2 Purity and coarse-graining

Even in an abstract probabilistic theory, it makes sense to de�ne pure and
mixed states, or, more generally, about pure and non-pure transformations.
The idea behind that is coarse-graining. Let us clarify this idea with the
example of the roll of a die [54]. In this random experiment, there are some
atomic events, which cannot be decomposed further: they are the numbers
from 1 to 6. So, an atomic event is, for example, �the outcome of the roll is
2�. However, we can consider the event �the outcome of the roll is odd�. This
event is the union of the atomic events relative to 1, 3, 5. We did a coarse-
graining: we joined together some outcomes, neglecting some information.
Indeed, if we know only that the outcome was �odd�, we cannot retrieve any
information about which number actually came out. In this vein, we give the
following de�nition.

De�nition 1.2.1. A test {Ci}i∈X is a coarse-graining of the test {Dj}j∈Y if
there is a partition6 {Yi} of Y such that Ci =

∑
j∈Yi Dj. In this case, we say

that {Dj}j∈Y is a re�nement of {Ci}i∈X .

As we can see, this de�nition gives a precise characterization of what we
mean by �joining together outcomes�. A test that re�nes another extracts
more information than the other. It is clear that if {Ci}i∈X is a coarse-graining
of the test {Dj}j∈Y , it has fewer outcomes.

By performing a coarse-graining, we can associate a deterministic trans-
formation with every test. Indeed, let us take a test {Ci}i∈X from A to B and
let us sum over the outcomes i. Then we obtain the channel C =

∑
i∈X Ci

from A to B, which is called the channel associated with the test {Ci}i∈X .
Similarly, we can obtain a deterministic state by summing all the states in
a preparation-test; and we can get a deterministic e�ect by summing all the
e�ects in an observation-test.

6Recall that a partition of a set Y is a collection of subsets Yi such that they are
non-empty, they are pairwise disjoint and their union is Y .
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We can consider also re�nements of single transformations.

De�nition 1.2.2. Let C be a transformation from system A to system B.
Consider a test {Di}i∈X from system A to system B and a subset X0 ⊆ X
such that C =

∑
i∈X0
Di. Each transformation Di, for i ∈ X0 is a re�nement

of C.

Some transformations cannot be re�ned further.

De�nition 1.2.3. A re�nement C ′ of a transformation C is called trivial if
we have C ′ = λC, for some λ ∈ (0, 1].

This type of re�nement is called trivial because a re�nement of any trans-
formation C can be always obtained by taking a subset of a test, made of
{piC}i∈X0

, with the property that pi ∈ (0, 1] for every i ∈ X0 and
∑

i∈X0
pi =

1. Then it is reasonable to give the following de�nition.

De�nition 1.2.4. A transformation C is pure (or atomic) if it has only trivial
re�nements.

In other words, it is not possible to extract further information from a
pure transformation.

Clearly, this de�nition applies also to states, which are particular trans-
formations from the trivial system I to a system A. Thus, we have pure
states, which admit only trivial re�nements. We will denote the set of pure
states of system A as PurSt (A). The non-pure states are called mixed. In
this way, a pure state represents maximal knowledge about the preparation
of a system, whereas a mixed state expresses some lack of information. Let
us see some examples in quantum mechanics.

Example 1.2.5. If we diagonalize a density operator ρ =
∑

j pj |ψj〉 〈ψj|,
each term pj |ψj〉 〈ψj| is a re�nement of ρ. More generally, a re�nement of
ρ is a state σ such that σ ≤ ρ. Indeed, in this way the di�erence ρ − σ is
a positive operator and can be interpreted as a state. This means that the
support7 of σ is contained in the support of ρ (see appendix A.1 of [55] for a
proof). A pure state is a density operator ρ proportional (with non-vanishing
proportional coe�cient) to a rank-one projector.

In quantum mechanics, we can associate Kraus operators {Mk} with every
quantum operation C, such that C (ρ) =

∑
kMkρM

†
k , for every state ρ [50].

A quantum operation is pure if and only it has only one Kraus operator.
7Recall the support of a matrix is the orthogonal complement of its kernel.
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Let us analyse the relationship between pure states and reversible chan-
nels.

Lemma 1.2.6. Let U be a reversible channel from A to B. Then ψ ∈ St (A)
is pure if and only if Uψ ∈ St (B) is pure.

Proof. Necessity. Let us write Uψ as a coarse-graining of other states.

Uψ =
∑
i

ρi (1.2.1)

Let us show that each re�nement ρi of Uψ is trivial, that is ρi = piUψ,
for some pi ∈ (0, 1], with

∑
i pi = 1. By applying U−1 to both sides of

eq. (1.2.1), we have ψ =
∑

i U−1ρi. Since ψ is pure, each re�nement U−1ρi is
trivial, namely

U−1ρi = piψ, (1.2.2)

for some pi ∈ (0, 1], with
∑

i pi = 1. By applying U to both sides of eq. (1.2.2),
we have ρi = piUψ. Since every re�nement Uψ is trivial, Uψ is pure.

Su�ciency follows from necessity, by applying the reversible channel U−1

to Uψ, which is pure by hypothesis.

This means that reversible channels do not alter the �purity� of a state:
they map pure states into pure states and mixed states into mixed states.

A similar statement holds also for e�ects.

Lemma 1.2.7. Let U be a reversible channel from A to B. Then b ∈ Eff (B)
is pure if and only if bU ∈ Eff (A) is pure.

Proof. The proof is analogous to that of lemma 1.2.6.

1.3 Causality

In this section we will examine the issue of Causality, namely the �direction�
in which information �ows in an experimental apparatus or in a diagram.
We have already mentioned that the order of sequential composition does
not correspond, in general, to temporal ordering, which is the ordering given
by information �ow. When these two ordering coincide, we say that the
theory is causal. Causality is a standard setting for any reasonable physical
description of Nature, therefore we will assume it in the present treatment
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as part of the framework of GPTs. However, there have been some proposals
of abandoning causality to formulate a quantum theory of gravity [56].

Let us begin with the formal de�nition of causal theory.

De�nition 1.3.1 (Causal theories). A theory is causal if for every preparation-
test {ρi}i∈X and every observation-test {aj}j∈Y on system A, the marginal
probability pi :=

∑
j∈Y (aj|ρi)A is independent of the observation-test {aj}j∈Y .

In other words, if {aj}j∈Y and {bk}k∈Z are two observation-tests, we have∑
j∈Y

(aj|ρi)A =
∑
k∈Z

(bk|ρi)A . (1.3.1)

Loosely speaking, the preparation of the system does not depend on the
choice of subsequent (or �future�) measurements (no-signalling from the fu-
ture). In this way, the direction in which information �ows, which we can
identify with temporal ordering, coincides with the ordering given by sequen-
tial composition. In general, this is not obvious, as the following example
shows [57].

Example 1.3.2. Consider a theory where the states of a system are quantum
operations on that system. Speci�cally, deterministic states are quantum
channels. Then we can consider the channels of this theory to be quantum
�supermaps�, which map quantum channels into quantum channels.

Let us consider a preparation of a state Ci followed by a measurement Aj,
which we represent as

Ci A Aj .

Note that the measurement follows the preparation in the composition order.
But if we recall that Ci is a quantum operation, namely a box with an input
and an output line, in quantum theory such a diagram will look like

ρj A Ci A aj .

Note that the e�ect Aj is split in two parts: one is before the quantum oper-
ation and the other is after, otherwise we could not have a diagram with no
external wires. Since this diagram is a diagram in quantum theory, which is
causal (see below), the order of sequential composition coincides with tem-
poral order. Therefore, in the theory in which states are quantum operations,
the preparation of a state is in�uenced by a subsequent measurement.
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We will restrict ourselves only to causal theories. This is essentially the
Causality requirement (or axiom).

Now it is possible de�ne conditional probabilities: pij = (aj|ρi) is the
probability of getting outcome j if the prepared state was i.

However, de�nition 1.3.1 is not so practical to work with, although it is
operational. We will mostly use the following characterization.

Proposition 1.3.3. A theory is causal if and only if for every system A
there is a unique deterministic e�ect trA.

Proof. Necessity. Suppose, by contradiction, that there are two deterministic
e�ects tr and tr′ for system A. Deterministic e�ects are particular examples
of observation-tests. Eq. (1.3.1) then states that trρi = tr′ρi for every ρi ∈
St (A). This means that tr = tr′.

Su�ciency. Suppose there is a unique deterministic e�ect trA for system
A, and consider the observation-test {aj}j∈Y . By doing a coarse-graining
over the e�ects, we obtain the deterministic e�ect tr′ =

∑
j∈Y aj. Since the

deterministic e�ect is unique, it must be tr′ = tr. Hence, for every state ρi,
we have ∑

j∈Y

(aj|ρi) = trρi,

and the right-hand side does not depend on the choice of the observation-test.
This means that the theory is causal.

We noticed that if we perform a coarse-graining over the e�ects in an
observation-test, we have a deterministic e�ect. By uniqueness of the de-
terministic e�ect, we have that if {ai}i∈X is an observation-test on system
A, then

∑
i∈X ai = tr, where tr is the deterministic e�ect of A. This is a

necessary condition for {ai}i∈X to be an observation-test.
We saw in example 1.1.23 that in quantum mechanics there is only one

deterministic e�ect, the identity operator. Hence quantum mechanics is a
causal theory.

Let us see a straightforward corollary of uniqueness of the deterministic
e�ect.

Corollary 1.3.4. Let A and B be two systems. In a causal theory, if trA

and trB are the deterministic e�ects of systems A and B respectively, then
the deterministic e�ect for system A⊗ B is trA ⊗ trB.
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Proof. The parallel composition of two single-outcome tests is clearly a single-
outcome test, hence the e�ect trA ⊗ trB is deterministic and acts on A⊗ B.
By the uniqueness of the deterministic e�ect, we conclude that trAB = trA⊗
trB.

In a causal theory, we can de�ne marginal states. Suppose we have a
bipartite state of system A⊗B and we are interested in the state of subsystem
A. We want to throw away all the information concerning system B. This
operation resembles marginalization in probability theory, whence the name.
In quantum mechanics, this operation is simply taking the partial trace over
B (whence the choice of the symbol for the deterministic e�ect).

De�nition 1.3.5. The marginal state (marginal for short) ρA on system A
of a bipartite state σAB is obtained by applying the deterministic e�ect to B:
ρA = trBσAB

ρ A = σ
A

B tr
.

In a causal theory, we have also useful characterizations of channels and
tests.

Proposition 1.3.6. Let C ∈ Transf (A,B). C is a channel if and only if
trBC = trA.

A C B tr = A tr

Proof. Necessity is straightforward. Since a channel is a deterministic trans-
formation, then trBC is a deterministic e�ect on system A. By uniqueness of
the deterministic e�ect, trBC = trA.

Su�ciency. Suppose we have a test {Ci}i∈X from system A to system B
such that C := Ci0 satis�es trBC = trA. We want to prove that {Ci}i∈X is
a deterministic test. Let us consider the channel C ′ associated with the test
{Ci}i∈X , namely C ′ =

∑
i∈X Ci. Since C ′ is a channel, we have trBC ′ = trA.

Recalling the expression of C ′, we have

trA = trBC ′ = trBCi0 + trB

∑
i 6=i0

Ci = trA + trB

∑
i 6=i0

Ci,

because trBCi0 = trA. This means trB

∑
i 6=i0 Ci = 0, namely

∑
i 6=i0 Ci = 0.

Therefore C = C ′, whence the test was in fact deterministic. Thus C is a
channel.
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Note that in quantum theory this is precisely the statement that a quantum
operation is a quantum channel if and only if it is trace-preserving.

Speci�cally, if A is the trivial system, we have that a state ρB is determ-
inistic if and only if trρ = 1. Moreover, for every test {Ci}i∈X from A to B,
we can consider the associated channel

∑
i∈X Ci. Therefore we have∑

i∈X

trBCi = trA.

This is a necessary condition. In quantum theory this is the statement
that the quantum channel associated with a quantum instrument is trace-
preserving.

Suppose we have two parties sharing a bipartite state. In a causal theory
it is impossible for a party to send a message to the other by acting locally
on her own physical system and relying on correlations she shares with the
other party. This form of instantaneous communication is called signalling.
In more precise terms, in a causal theory it is not possible for a party to
communicate the outcome of a local measurement on her system to the other
without exchanging physical systems, classical communication included, as
it is usually mediated by electromagnetic signals.

Theorem 1.3.7. In a causal theory it is impossible to have signalling without
the exchange of physical systems.

Proof. Suppose we have two distant parties, Alice and Bob, that share a
bipartite state σAB. Suppose Alice performs a local test {Ai}i∈X on A and
Bob performs a local test {Bj}j∈Y on B. Let us de�ne the joint probab-

ility pij := (tr|ABAi ⊗ Bj |σ)AB and the marginal probabilities as p(A)
i :=∑

j∈Y (tr|ABAi⊗Bj |σ)AB and p(B)
j :=

∑
i∈X (tr|ABAi⊗Bj |σ)AB. Each party

cannot acquire any information about the outcomes of the other based only
on its marginal probability. Indeed, let us examine Alice's marginal probab-
ility p(A)

i better. Let ρA be the marginal state of σAB on system A.

p
(A)
i =

∑
j∈Y

(tr|ABAi ⊗ Bj |σ)AB = (tr|A (tr|BAi ⊗
∑
j∈Y

Bj |σ)AB =

= (tr|AAi ⊗

(
(tr|B

∑
j∈Y

Bj

)
|σ)AB = (tr|AAi ⊗ trBσAB =
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= (tr| Ai |ρ)A

We see that Alice's marginal probability does not depend on the test per-
formed by Bob at all, so she cannot get any information about the outcome
of Bob's test based only on her system.

A similar reasoning applies to Bob's party: he cannot gain any informa-
tion about the outcome of Alice's test.

Since in a causal theory the order of composition coincides with the order
in which information �ows, we can choose a later test according to the result
of a previous test. Suppose we perform a test {Ci}i∈X from A to B �rst.

Depending on the outcome i, we then perform di�erent tests
{
D(i)
ji

}
ji∈Yi

from B to C. Here the superscript in round brackets is aimed at highlighting
the dependence of the test on the outcome of the previous test. Let us make
this concept more precise with the following de�nition.

De�nition 1.3.8. If {Ci}i∈X is a test from A to B and, for every i,
{
D(i)
ji

}
ji∈Yi

is a test from B to C, then the conditioned test is a test from A to C with
outcomes (i, ji) ∈ Z :=

⋃
i∈X {i} × Yi and events

{
D(i)
ji
◦ Ci
}

(i,ji)∈Z
.

The graphical representation is as usual.

A D(i)
ji
◦ Ci C := A Ci B D(i)

ji
C .

Conditioning expresses the idea of choosing what to do at later steps using
classical information about outcomes obtained at previous steps.

A particular case of conditioning is randomization.

De�nition 1.3.9. If {pi}i∈X is a set of probabilities8 and, for every i,{
C(i)
ji

}
ji∈Yi

is a test from A to B, we can construct the randomized test{
piC(i)

ji

}
i∈X,ji∈Yi

, which is a test from A to B whose events are de�ned as

pi
A C(i)

ji
B :=

A C(i)
ji

B

I pi I

.

8Recall that a set of probabilities can be regarded as a test from the trivial system to
itself.
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1.3.1 Operational norms

In this subsection we want to introduce norms for states, e�ects and trans-
formations. These norms have a direct relationship with the issue of distin-
guishing states, e�ects and transformations, like in quantum theory [50, 52].

De�nition 1.3.10. Let ρ ∈ St (A). We de�ne the norm of ρ as

‖ρ‖ := tr ρ.

It can be shown that this function is a norm on StR (A). Clearly we have
0 ≤ ‖ρ‖ ≤ 1, because of the probabilistic interpretation of the action of
e�ects on states. We have the following proposition.

Proposition 1.3.11. One has

‖ρ‖ = max
a∈Eff(A)

(a|ρ) .

Proof. Let us consider an observation-test {ai}i∈X on A, and let a := ai0 .
We have

∑
i∈X ai = tr, then

‖ρ‖ = tr ρ =
∑
i 6=i0

(ai|ρ) + (a|ρ) .

Since this is a sum of non-negative numbers (each term is a probability),
then (a|ρ) ≤ ‖ρ‖. Since a is arbitrary, the thesis follows.

De�nition 1.3.12. A state ρ such that ‖ρ‖ = 1 is called normalized.
We denote the set of normalized states of system A as St1 (A), and the

set of normalized pure states as PurSt1 (A).

Normalized states have an operational meaning, expressed by the lemma
below.

Lemma 1.3.13. In a causal theory, a state is normalized if and only if it is
deterministic.

Proof. It is a trivial corollary of proposition 1.3.6, as we have already noted.
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Example 1.3.14. In quantum mechanics, we have

‖ρ‖ = tr 1ρ = tr ρ.

Therefore normalized states are density operators (the trace is equal to 1).

For every state ρ of a causal theory we can consider the normalized state

ρ =
ρ

‖ρ‖
.

This means that we can perform a rescaled preparation. Suppose we have the
preparation-test {ρi}. Clearly ‖ρi‖ ≤ 1 and one has equality if and only if this
is a single-outcome preparation-test. Even in the case of multiple outcomes, if
we have the state ρi0 , we can promote it to a normalized state ρi0 . This means
that in a causal theory, each preparation-event can be promoted to a single-
outcome preparation-test, that is a deterministic state. This characterization
of causal theories in terms of rescaled preparations is so strong that it is a
su�cient condition for causality.

Lemma 1.3.15. A theory where every state is proportional to a deterministic
state, which in general depends on the particular state considered, is causal.

Proof. Let ρ be a generic state of system A. Suppose, by contradiction, there
are two deterministic e�ects tr and tr′ for system A. By hypothesis, ρ = kρ,
where ρ is a deterministic state and in general it depends on ρ. Since ρ is
deterministic, the composition of ρ with tr and tr′ is the deterministic e�ect
of the trivial system, which is 1. Then,

tr ρ = ktr ρ = k = ktr′ ρ = tr′ ρ.

Since ρ is arbitrary, tr = tr′, hence the theory is causal.

In a causal theory, every non-normalized state ρi can be written as ρi =
piρ, where pi ∈ [0, 1] and ρ is a normalized state. Clearly, pi = ‖ρi‖, and
since pi ∈ [0, 1], we can regard ρi as a randomization of the deterministic
state ρ. Indeed, the norm of a state is the probability of preparing that state
in a given preparation-test, as in quantum theory. Recall that tr ρi gives the
conditional probability of tr given ρi. Since tr is deterministic, the probability
comes only from the preparation of ρi. Therefore states with vanishing norm
cannot be prepared, so they are not true states.

The norm of states satis�es the following property.
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Proposition 1.3.16. If C ∈ Transf (A,B) is a transformation and ρ ∈
St (A), then

‖Cρ‖B ≤ ‖ρ‖A ,

and one has the equality if and only if C is a channel.

Proof. By de�nition, ‖Cρ‖B = trBCρA. Since trBC is an e�ect of system A,
we have trBCρA ≤ ‖ρ‖A by proposition 1.3.11. Then we have ‖Cρ‖B ≤ ‖ρ‖A.

By proposition 1.3.6, C is a channel if and only if trBC = trA , then

‖Cρ‖B = trBCρA = trAρA = ‖ρ‖A .

Extending the norm to every element of StR (A), we can use it to de�ne
a topology on it. Consider the closure of St (A). It is the set of points
of StR (A) such that there is a sequence of states converging to them. In
other words, every point in the closure of St (A) can be approximated with
arbitrary precision by physical states. It is then sensible to assume that
every closure point of St (A) is a state that can be prepared in a laboratory,
therefore St (A) is closed.

Assumption 1.3.17. For all systems A the set St (A) is closed.

Lemma 1.3.18. If a probabilistic theory is not deterministic, then St (I) =
[0, 1].

Proof. Let us prove that the closure of St (I) is [0, 1]. If the theory is not
deterministic, there is a binary test {p0, p1} from the trivial system to itself.
This test can be thought as a biased coin, and tossing this coin many times,
according to the law of large numbers, we can obtain an arbitrary approxima-
tion of a coin with any bias p ∈ [0, 1] (for further details see [28]). This proves
that St (I) is dense in [0, 1]. Since St (I) is closed, then St (I) = [0, 1].

We can de�ne also a norm for e�ects. The simplest way is the following,
close to the statement of proposition 1.3.11.

De�nition 1.3.19. Let a ∈ Eff (A). We de�ne the norm of a as

‖a‖ := max
ρ∈St(A)

(a|ρ) .
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Even in this case 0 ≤ ‖a‖ ≤ 1. Clearly, for the deterministic e�ect,
‖tr‖ = 1, because tr ρ = 1 if ρ is normalized.

We can also de�ne a norm for general transformations [28].

De�nition 1.3.20. Let C ∈ Transf (A,B). We de�ne the norm of C as

‖C‖ := sup
C

sup
ρ∈St(A⊗C)

‖Cρ‖BC .

We have to add an ancillary system C and to calculate the supremum over
the states ρ of A⊗ C of the norm of Cρ. Eventually, we take the supremum
over all possible ancillary systems.

After de�ning such norms, it is possible to prove that the sets of states,
e�ects and transformations are convex in a non-deterministic causal theory.

Proposition 1.3.21. If a causal theory is not deterministic, then for all
systems A and B, the sets St (A), Eff (A) and Transf (A,B) are convex.

Moreover, even St1 (A) is convex.

Proof. Let p ∈ [0, 1]. Since we proved that St (I) = [0, 1] for a non-deterministic
theory (see lemma 1.3.18), p ∈ St (I). Let {Ci}i∈X and {Dj}j∈Y be tests from
A to B. By randomization, we can consider the test {pCi}i∈X∪{(1− p)Dj}j∈Y .
By coarse-graining, the convex combination pCi + (1− p)Dj, is still a trans-
formation from A to B. Taking A or B equal to the trivial system, one has
the thesis for states and e�ects.

Let us prove that any convex combination of normalized states is a nor-
malized state. Let ρ and σ be two normalized states of system A. Then

‖pρ+ (1− p)σ‖ = (tr|pρ+ (1− p)σ) = ptr ρ+ (1− p) tr σ =

= p+ 1− p = 1.

This proposition shows that convex combinations of (normalized) states,
e�ects and transformations are still (normalized) states, e�ects and trans-
formations respectively. Clearly, pure states, pure e�ects and pure trans-
formations are the extreme points of such sets.

Let us focus on the set of normalized states. We want to show that convex
combinations of normalized states do not have only a mathematical meaning,
but can be also realized operationally. Suppose we have ρp = pρ0 +(1− p) ρ1,
where ρ0, ρ1 ∈ St1 (A). We can prepare ρp by using the following procedure.
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1. First of all, we perform a binary test in some arbitrary system with
outcomes {0, 1} and outcome probabilities p0 = p and p1 = 1− p.

2. If the outcome is i, then we prepare ρi. In this way, we realize the
preparation-test {p0ρ0, p1ρ1}. Note that each state piρi is not nor-
malized because it is not deterministic: the state ρi is prepared with
probability pi.

3. Finally, we perform a coarse-graining over the outcomes, getting ρp =
pρ0 + (1− p) ρ1.

In the following, we will mainly focus on normalized states, because every
non-normalized state can be reduced to a normalized state. A coarse-graining
of normalized states is a non-trivial convex combination of them. Clearly pure
states admit only trivial convex decompositions. Every convex decomposition
of a state ρ re�ects a particular way of preparing ρ.



Chapter 2

A general framework for resource

theories

In this chapter we move to the core topic of the present work, namely how
to build a rigorous mathematical description of a resource theory. Resource
theories arise in a great number of scienti�c disciplines, essentially whenever
there is something valuable to ful�l some speci�c task. Clearly, in general,
not all the resources are equally valuable with respect to the task one has
to perform. Some are very abundant, and therefore not precious, others are
the most coveted for their intrinsic value or their ability to facilitate some
processes otherwise very hard to realize. The prototypical example of a re-
source theory is chemistry, where chemical species are the resources. Some
of them, �raw� products, are abundant and not so precious, others, instead,
are desired because of their industrial relevance as fertilizers, pigments, etc.
Then we have chemical reactions, which transform chemical species into oth-
ers. Here we have the basic ingredients of a theory of resources: resources
and their transformations. In this scheme, it is important to quantify the
value of resources or, at least, to establish a hierarchy among them.

Given the importance of resources, we would like to �nd a framework that
captures the common features of di�erent theories of resources, even in most
di�erent �elds. Having such a general mathematical framework will enable
us to apply a resource theory even outside the framework in which it was
developed originally, and a natural way to do that is to resort to GPTs.

In the present treatment, we will mainly follow the approach of [33]. In
section 2.1 we give the general de�nition of a theory of resource. The strong
point about this de�nition is that it can be exported to several di�erent �elds

39
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and in this way some theories come up as resource theories quite unexpec-
tedly. One of the key aspects is that of the cost of resources: some of them
are free, others are costly, and these are usually the most coveted. Therefore
it is particularly signi�cant to try to establish a hierarchy among resources
according to their usefulness, as noted above. This is done in section 2.2.
One of the related topics is to �nd functions which measure the �value� of a
resource directly in such a way that it is compatible with their hierarchy.

Finally, in section 2.3 we see how the paradigm of resource theories can
be exported to the class of GPTs in which the resources are states.

2.1 Resource theories

The key concept of a resource theory, as the name says, is resource. Loosely
speaking, a resource is something precious to perform some speci�c task,
such as a chemical reaction, a thermodynamic procedure, a communication
or computational task. The de�nitions of resources in di�erent theories or
�elds may be very di�erent. To make this apparent, let us consider two basic
examples, one taken from chemistry and another taken from computation.

Example 2.1.1. Consider the synthesis process of ammonia, according to
the following chemical reaction.

N2 + 3H2 −→ 2NH3

If our task is to synthesise ammonia, then nitrogen and hydrogen are re-
sources, because once we have them, we are able to ful�l our task. Regarding
this situation in the light of GPTs, we can think of nitrogen and hydrogen
as �states�, for they are related to the preparation of a system. Indeed, if we
want the above reaction to occur, we should prepare a �ask with nitrogen
and hydrogen inside.

Example 2.1.2. Consider the case of classical computation. Here logical
gates are a resource, but, in the language of GPTs, gates are transformations
rather than states.

We have just seen that resources can be states or transformations, thus the
landscape is varied. Therefore, in order to accomplish a general description
of the theories of resources, one must identify the basic and common features
resources possess.
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A typical example of resource theory is chemistry, to which we will resort
for an intuitive understanding of the features of a generic theory of resources.

In general, in a resource theory we have di�erent resources, say A, B,
C, etc., which we can think of as chemical species. Clearly, if A and B
are resources when taken singularly, they are also a resource when taken
together, forming a so-called composite resource, which we will denote as
A⊗ B. Clearly, the order in which we consider A and B does not matter.

Remark 2.1.3. Let us better clarify the statement about the fact that the
order in which we consider A and B does not matter. Is it really true that
A ⊗ B = B ⊗ A? The example of chemistry will help to understand the
issue better. Suppose we have a �ask divided into two parts, where each part
contains a di�erent gas (hydrogen and nitrogen in the ammonia example).
A ⊗ B may stand for �gas A is in part 1, and gas B is in part 2�; therefore
B⊗A stands for �gas B is in part 1, and gas A is in part 2�. Although these
two settings are equivalent from the point of view of the resources involved,
we cannot say they are exactly the same setting. Therefore, we prefer to say
that they are equivalent, so that we write A⊗ B ∼= B⊗ A.

It is useful to assume that �nothing� is a resource, called the void resource
I. Clearly, after adding the void resource I to a resource A, we still have A.

In a resource theory, there are also some processes or transformations
which transform a resource into another, say A into B. We can think of
chemical reactions as an example of such processes. In general, there may be
di�erent ways of transforming A into B (e.g. di�erent chemical reactions from
the chemical species A to the chemical species B), therefore it is necessary
to label processes with the same input and output resources to be able to
distinguish them. For example, we will write f : A −→ B and g : A −→ B to
distinguish two processes f and g with the same input and output resources.
The fundamental requirement of processes converting resources is that they
must be freely implementable, or, in other words, �easy� to realize from an
operational point of view. At least in principle, there must be no �cost� in
implementing an arbitrary number of such operations. We will come back to
this point in section 2.3.

Clearly, if we can transform a resource A into a resource B and B into
C, we can also transform A into C. In other words, if f : A −→ B and
g : B −→ C are the two processes involved, there is another process g ◦ f
transforming A into C. We say that we have performed the two processes f
and g in sequence.
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Similarly, processes can be composed in parallel when we have a compos-
ite resource. Indeed, suppose we have again a �ask with a partition, where
each part contains a di�erent gas. Thanks to the partition, we can have two
di�erent chemical reactions occurring at the same time in the two parts. In
this way, each of the two resources is transformed independently of the other.

Let us sum up the properties of resources and of their (free) transforma-
tions. As far as resources are concerned, one has:

• there is a void resource I which means �nothing�;

• resources can be composed;

• A⊗ I = I⊗ A = A for every A;

• A⊗ B ∼= B⊗ A for all A and B.

As far as transformations are concerned, one has:

• transformations can be composed in sequence;

• transformations can be composed in parallel;

We note a formal analogy between systems in GPTs and resources, and
between transformations in GPTs and transformations in resource theories.
This means that a resource theory is a strict symmetric monoidal category,
with resources as objects and free transformations as morphisms.

De�nition 2.1.4. A resource theory is a strict symmetric monoidal category
(D, ◦,⊗, I), where

• the objects are the resources;

• I is the void resource;

• the morphisms are free transformations between resources;

• ◦ is the sequential composition of transformations;

• ⊗ gives the composition of resources and the parallel composition of
transformations.
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Notably, the identity is always a free transformation.
Clearly, strict symmetric monoidal categories are merely the language in

which to formulate the structure of resource theories, and they lack all the
interpretative part about the content of a given theory of resources. In fact,
that part is usually the most important part, for it distinguishes the resource
theory of chemistry from, say, the resource theory of thermodynamics. From
the categorical perspective, indeed, the resources of di�erent theories are not
di�erent in their operational structure, namely when we focus on how to
compose and manipulate them.

Since resource theories are strict symmetric monoidal categories, we can
apply the same graphical language we used for GPTs. Therefore, we represent
resources in the same way as systems (i.e. as wires) and processes in the same
way as transformations (i.e. as boxes).

Example 2.1.5. Consider again the chemical reaction of example 2.1.1,
which we will label as f .

f : N2 + 3H2 −→ 2NH3

Here we have two basic resources: nitrogen (N2) and hydrogen (H2). Let
us regard this reaction from an operational point of view. An experimenter
must prepare 1 mol of nitrogen and 3 mol of hydrogen. If we think of one mole
as a unit resource, then 3 mol of hydrogen is already a composite resource.
The experimenter prepares the composite resource N2 + 3H2, and then trig-
gers the reaction. Eventually we get 2 mol of ammonia. This is represented
graphically as

N2

f
H2 NH3

H2 NH3

H2

.

Some resources are �free�: we may consider them as abundant or easy
to get, so there is no cost (whatever it might mean) in producing them.
Usually free resources are not very useful and the goal is to produce valuable
resources, which are rarer.

The most trivial example of a free resource is the void resource I, because
�nothing� is de�nitely free. Since the processes we are considering are all
free, a process from the void resource will have another free resource A as
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output. The situation is represented as follows.

f A := I f A

Here A is the free resource, and f is the preparation process for the free
resource.

De�nition 2.1.6. A free resource A is an object in |D| such that there exists
a free process from the void resource to A.

A non-free resource is called costly.

This de�nition is particularly important and will play a central role in
section 2.3. By a symmetry argument, if a free resource can be prepared
from �nothing� via a free process, it can be also destroyed by a free process.

A g := A g I ,

where g is the destruction process of the free resource A. A reason for
requiring this symmetry will appear in the next section (remark 2.2.3).

The composition of two free resources is still a free resource, as it is obvi-
ous, since the cost of two resources cannot change if we put them together.
This is apparent also from the graphical language, which gives a formal proof
thereof.

Proposition 2.1.7. Compositions of free resources are still free resources.

Proof. Indeed, if f and g are the preparation processes for resources A and
B from the void resource, we have

f A

g B
= f ⊗ g

A

B
,

which shows explicitly that A⊗ B is still a free resource.

Moreover, the manipulation of free resources through free processes yields
free resources; indeed no cost is added in such a manipulation. Again, to have
a formal proof, we resort to graphical language.

Proposition 2.1.8. Free processing of free resources yields free resources.
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Proof. Suppose f is the preparation process of the free resource A and g is
a (free) transformation from A to a resource B.

f A g B

The sequential composition g ◦ f is a transformation with the void resource
as input and B as output, thus showing that B is a free resource.

f A g B = g ◦ f B

We end this section with an example of a non-obvious resource theory,
which is important in cryptography.

Example 2.1.9. In order to have a secure cryptographic protocol, one must
have randomness. This concept can be easily �tted into the framework of
resource theories. In such a setting, resources are probability distributions.
We can represent them as probability spaces (Ω,F ,P) [58, 59], where Ω is
the sample space, F is the σ-algebra of events and P is a probability measure
on F . Given two resources A = (X,F ,P) and B = (Y,G,Q) we can consider
their composition A ⊗ B as the probability space (X × Y,F ⊗ G,P×Q).
The void resource is the trivial probability space, which has X = {x}, F =
{∅, {x}} and P such that P ({x}) = 1, namely P is the Dirac delta measure1

at x.
A transformation between two probability spaces (X,F ,P) and (Y,G,Q)

is a measurable function f : X −→ Y such that for every event E ∈ G, one
has Q (E) = P (f−1 (E)). The de�nition of sequential composition of pro-
cesses is straightforward: it is just the composition of measurable functions.
The parallel composition of two processes f : X1 −→ Y1 and g : X2 −→ Y2 is

f ⊗ g : (X1 ×X2,F1 ⊗F2,P1 × P2) 7→ (Y1 × Y2,G1 ⊗ G2,Q1 ×Q2)

1Let x ∈ X, where X is an arbitrary set. For every E ⊆ X, recall we de�ne the Dirac
delta measure at x in the following way.

δx (E) =

{
1 if x ∈ E
0 if x /∈ E
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such that for all events E1 ∈ G1 and E2 ∈ G2 one has Q1 (E1) = P1 (f−1 (E1))
and Q2 (E2) = P2 (g−1 (E2)). In other words, the two measurable functions
act on the two probability spaces independently:

f ⊗ g : A⊗ B −→ A′ ⊗ B′,

where f : A −→ A′ and g : B −→ B′.
Now we can try to identify all the free resources. A probability space

(Ω,F ,P) is a free resource if there is a transformation f from the trivial
probability space to (Ω,F ,P). Any function f from the trivial probability
space is measurable. This means that for every event E ∈ F , one has P (E) =
δx (f−1 (E)). Recalling the de�nition of Dirac delta measure, one has

P (E) =

{
1 if f (x) ∈ E
0 if f (x) /∈ E

= δf(x) (E) ,

whence the probability measure is in fact a Dirac measure, and we can take
F = P (X), where P (X) is the power set of X. Therefore all the probability
spaces having a Dirac measure as their probability measure are free resources.
In such spaces there is no randomness, because there is one event having
probability 1. Hence, in this resource theory true randomness is a precious
resource.

The situation is simpler and maybe clearer if we are dealing with �nite
sample spaces, Ω = {ω1, . . . , ωn}. In this case, we can take F to be the
power set of Ω, F = P (Ω), and we can have a complete description of
the probability space by de�ning a probability distribution p = {p1, . . . , pn},
where pi := P ({ωi}), for every i, and P is a discrete probability measure. The
void resource is still de�ned as above: a sample space with one element. The
composition of two resources (X, p) and (Y, q) is now de�ned as the resource
(X × Y, pq), where pq is the product of the two probability distributions.

Now any function is measurable and transformations between di�erent
resources can be de�ned as follows. Let (X, p) and (Y, q) be two �nite sets
with probability distributions p and q and probability measures P and Q.
Let f be a transformations between them. According to what we said above,

qi := Q ({yi}) = P
(
f−1 (yi)

)
= P

 ⋃
xj∈f−1(yi)

{xj}

 ,
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and the union is �nite. According to the properties of probability measures,
then

P

 ⋃
xj∈f−1(yi)

{xj}

 =
∑

xj∈f−1(yi)

P ({xj}) =
∑

xj∈f−1(yi)

pj,

whence qi =
∑

xj∈f−1(yi)
pj. Sequential and parallel compositions are de�ned

in the same way as above.
Now free resources are represented by probability distributions associated

with a Dirac measure, namely extreme probability distributions, where one
outcome has probability 1, such as in {1, 0, . . . , 0}.

2.2 A hierarchy among resources

Now we wish to enter into more details about the cost of a resource, which is
a measure of its value. In the previous section, we divided resources into two
classes: free and costly resources. This is a rough classi�cation of resources.
Now we will go a step further by trying to establish a hierarchy even among
costly resources. Indeed, some of them might be more valuable than others.

As it often happens experimentally, the processing of resources consumes
or degrades the resources, even if such a processing is free. In this way,
from a precious resource, we end up with resources which are more and more
useless, until eventually we have only free resources. Therefore, the most
natural way to de�ne an ordering of resources is to take advantage of this
idea about resource processing.

De�nition 2.2.1. In a resource theory, we say that a resource A is more
valuable than a resource B, and we write A % B, if there exists a free trans-
formation f : A −→ B.

Now the issue of establishing a hierarchy among resources has been turned
into an issue of resource convertibility, namely, given A and B, to �nd whether
there exists a free process transforming A into B or B into A. Such a trans-
formation sometimes does not exist, and in this case A and B are �incompar-
able�: we cannot establish which of the two is the more valuable.

Note that we are not interested in analysing the properties of the speci�c
transformation, it is enough to know that a transformation exists. Therefore
it is not necessary to use the full categorical structure, but one can only
require some weaker axioms to have a theory of resource convertibility, as
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shown in [33]. However, in the present treatment, we prefer to stick to
the full structure of a resource theory, rather than giving another de�nition,
because the issue of resource convertibility arises naturally in this framework.

Let us study the properties of the relation �to be more valuable than�.

Proposition 2.2.2. The relation �to be more valuable than� is a preorder2.

Proof. The relation �to be more valuable than� is re�exive. Indeed for any
resource A, A % A because the identity transforms A into A, and the identity
is a free transformation.

The relation is also transitive. Indeed, suppose we have A % B and
B % C. This means that there exist a transformation f : A −→ B and a
transformation g : B −→ C. Taking the sequential composition, we have the
transformation g ◦ f : A −→ C, which means that A % C.

In general, however, we cannot conclude that, if A % B and B % A, then
A = B. This only means that it is possible to convert A into B through a
process f and B into A through a process g. Note that this does not even
mean that f = g−1.

However, if A % B and B % A, we can think of A and B as equivalent,
and we say that A is as valuable as B. Indeed, from the theory of preorders,
it is known that we can de�ne an equivalence relation ∼, where A ∼ B if
A % B and B % A, for all A and B. Taking the quotient set of the set of
resources |D| modulo ∼, the preorder % turns into a partial order � between
equivalence classes (see appendix A.1).

Remark 2.2.3. Now we can understand why we required that a free resource
is destroyed by a free process. If A is a free resource, there is a free process
f : I −→ A which can prepare it from �nothing�. According to our de�nition
of the �more valuable� relation, this means that the void resource I, i.e.
�nothing�, is more valuable than a real resource! This would be quite absurd
if we did not set that there is also a free process destroying A, thus implying
also A % I. In this way we conclude that A ∼ I. Note how useless free
resources are: they are equivalent to �nothing�!

Let us prove that the preorder we have de�ned is compatible with the
operation of composition of resources. In other words if A % B and C % D,
then one has A⊗ C % B⊗D.

2Recall that a preorder is a relation which is re�exive and transitive.
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Proposition 2.2.4. The preorder �to be more valuable than� is compatible
with the composition of resources.

Proof. Let A, B, C, D be resources such that A % B and C % D; then there
exist a process f : A −→ B and a process g : C −→ D. From a graphical
point of view, when we compose the resources, we have

A f B

C g D
,

this means that there is the process f ⊗ g from A ⊗ C to B ⊗ D, therefore
A⊗ C % B⊗D.

Therefore even the equivalence relation ∼ associated with the preorder %
is compatible with the composition of resources.

Proposition 2.2.5. Let A be a free resource. Then A ∼ A⊗ A.

Proof. We know that for any resource A, A = A ⊗ I, where I is the void
resource. Since A is free, then I ∼ A. Because A ∼ A and ∼ is compatible
with the composition of resources, one has A = A⊗ I ∼ A⊗ A.

The meaning of this proposition is that for free resources, as one expects,
there is no cost in preparing an arbitrary number of copies of them and
having more copies is just like having a single copy.

Before going further to explore other features related to the hierarchy
of resources and the issue of resource convertibility, let us better familiarize
with the preorder with a couple of examples [33].

The �rst example is about the resource theory of food.

Example 2.2.6. Food is clearly a resource, therefore it is natural to develop
a resource theory of it. As a toy example, yet showing the main features of
such a resource theory, consider the case in which there are only apples and
bananas. Here a resource is a basket of fruit, with a apples and b bananas.
We can represent it as a pair of natural numbers (a, b). The void resource is
an empty basket, namely the pair (0, 0). The rule of composition of resources
is fairly intuitive: (a, b)⊗(a′, b′) = (a+ a′, b+ b′). In this way, as it is obvious,
when we have a basket with a apples and b bananas, and a basket with a′

apples and b′ bananas, it is as if we had a basket with a+a′ apples and b+ b′

bananas.
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Here the only possible (free) process is eating from a basket of fruit,
namely we can go from (a, b) to (a′, b′) if we eat some or no fruit, namely
if a ≥ a′ and b ≥ b′. Therefore, the only free resource is the void resource
(all food is expensive!), because the only possibility of having a free process
from the void resource (0, 0) to a resource (a, b) is that 0 ≥ a and 0 ≥
b, which means a = b = 0. Here the sequential composition of eating is
straightforward: it means eating in sequence. The parallel composition is
also straightforward to de�ne: suppose we have two baskets of fruit, the
parallel composition of two eating processes means simply eating from each
of the two baskets independently.

According to de�nition 2.2.1, we de�ne a preorder by setting (a, b) %
(a′, b′) if there is an eating process from (a, b) to (a′, b′), namely if a ≥ a′ and
b ≥ b′. This de�nition is sensible, for a basket of fruit is more valuable than
another if it contains more apples and more bananas, or the same number
of the two kinds of fruit. Note that in this example the consumption of
resources by free processes is particularly evident.

Let us �nd out when two baskets of fruit are equivalent as resources.
Suppose (a, b) % (a′, b′) and (a′, b′) % (a, b). This means that a ≥ a′ and
a′ ≥ a, and b ≥ b′ and b′ ≥ b, which implies a = a′ and b = b′. Therefore two
baskets of fruit are equivalent if they have the same number of apples and
bananas. Note that even if they have the same number of the two types of
fruit, in general they are not the same basket, and this is why antisymmetry
fails and we have a preorder instead of an order.

This is not a total3 preorder, because (1, 0) (one apple) and (0, 1) (one
banana) are not �comparable�. Indeed, there is no eating process capable of
turning an apple into a banana or vice versa. Mathematically, 1 ≥ 0 but
0 � 1.

The second example we wish to consider is the resource theory of know-
ledge.

Example 2.2.7. Knowledge a person has is de�nitely a resource. Again, let
us concentrate on a toy model, where we have only two subjects in which to
be pro�cient, say algebra and biology. Let us quantify the level of knowledge
a person has of a subject by a natural number (e.g. the grade got in some
exam); therefore we represent her pro�ciency as a pair of natural numbers

3Recall that a relation R on a set X is called total if, for every x1, x2 ∈ X, x1Rx2 or
x2Rx1 or both.
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(a, b), a for algebra and b for biology. The void resource is represented by a
person who knows neither algebra nor biology, so we represent it as the pair
(0, 0).

How do we combine the pro�ciencies of two people to represent the know-
ledge of the pair? Clearly knowledge is not additive, for if we have two equally
pro�cient people, the level of knowledge of the pair is the same as that of the
individuals. It is more reasonable to take the pro�ciency level of the pair in
each of the two subjects as the maximum of the pro�ciency level of the two
people. In other words, the more expert determines the level of pro�ciency of
the group. In mathematical terms, (a, b)⊗(a′, b′) = (max {a, a′} ,max {b, b′}).

Here we consider forgetting or losing pro�ciency as the only free operation
(learning comes at a cost!). Again, we can go from (a, b) to (a′, b′) if a ≥ a′

and b ≥ b′. As in the previous example, the only free resource is the void
resource, a person who has knowledge of neither of the disciplines.

The preorder is exactly the same as in the previous example: a person
is more valuable than another if she is more pro�cient in both algebra and
biology, and two people are equivalent if their knowledge of algebra and
biology is the same. Again, this does not imply at all that the two people
are the same! Moreover, once more the preorder is not total.

Although these two example might appear as very similar in the struc-
ture of the preorder, they give rise to quite di�erent resource theories. The
origin of the di�erence is their monoidal structure, namely the way in which
resources are composed. The resource theory of food (example 2.2.6) is quant-
itative, meaning that resources compose by addition, whereas the resource
theory of knowledge (example 2.2.7) is qualitative. We will enter into further
details soon.

2.2.1 Some phenomenology

In the light of the hierarchy of resources we have just introduced, we wish
to study some of the features a resource theory can have. The �rst issue
is catalysis, like in chemistry. Catalysts facilitate chemical reactions, i.e.
processes between resources. In a similar fashion, but in a more general
context, sometimes it is not possible to have a conversion of a resource A
into a resource B, but, if we add a resource C to A, then the conversion of
A into B becomes possible and in the end we recover the resource C, as if
it were not consumed during the process. Therefore C acts as a catalyst for
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the resource conversion.

De�nition 2.2.8. A resource C is a catalyst for the conversion of resource
A into resource B if A ��% B but A⊗ C % B⊗ C.

Let us see if we are able to �nd catalysts for the resource theory of know-
ledge.

Example 2.2.9. Consider the resource theory of knowledge (example 2.2.7).
Suppose A = (a, b) and B = (a′, b′). Here A ��% B if a < a′ or b < b′. Now we

want to �nd a catalyst C =
(
ã, b̃
)
such that A⊗ C % B⊗ C. Now,

A⊗ C = (a, b)⊗
(
ã, b̃
)

=
(

max {a, ã} ,max
{
b, b̃
})

,

and similarly B⊗ C =
(

max {a′, ã} ,max
{
b′, b̃
})

. One has A⊗ C % B⊗ C

if and only if max {a, ã} ≥ max {a′, ã} and max
{
b, b̃
}
≥ max

{
b′, b̃
}
. Let us

distinguish three cases.

1. a < a′ but b ≥ b′. In this case A and B are incomparable. Here the
condition max

{
b, b̃
}
≥ max

{
b′, b̃
}
is always satis�ed. In order to have

max {a, ã} ≥ max {a′, ã}, it must be ã ≥ a′.

2. a ≥ a′ but b < b′. Again A and B are incomparable. This is the
symmetric situation of the one above: there are no restriction on a,
but it must be b̃ ≥ b′.

3. a < a′ and b < b′. In this case we have B % A. Now it must be ã ≥ a′

and b̃ ≥ b′, namely C % B.

We were able to �nd constraints on C in each of the three cases so that C
is a catalyst. Let us try to understand these constraints intuitively. When
we have A ��% B, it means that A is less pro�cient than B in some of the two
subjects (possibly both). A catalyst C is then an expert whose knowledge
in the �eld in which A defects is higher than the corresponding knowledge B
has. To make a comparison with the three cases above, when A��%B, we can
have three di�erent situations.
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1. A is less pro�cient than B in algebra but not in biology. In this case
the catalyst C is an expert in algebra (more expert than B in algebra),
irrespective of her own expertise in biology. In this case A and C
together have more knowledge than B and C together.

2. A is less pro�cient than B in biology but not in algebra. Now C is
an expert in biology (more expert than B in biology), irrespective of
her own expertise in algebra. In this case A and C together have more
knowledge than B and C together.

3. A is less pro�cient than B both in algebra and biology. C must be an
expert in both the subjects (more expert than B), so that A and C
together are more pro�cient than B and C together.

In some resource theories, catalysts may be of no help.

De�nition 2.2.10. A resource theory is said to be catalysis-free if A⊗C %
B⊗ C implies A % B, for all resources A, B, C.

In this case, if a process is possible with the aid of catalysts, it is also
possible without them. In other words, catalysts do not play any role in
allowing processes that were impossible without them. It is particularly
important to understand what theories do not allow catalysis, because we
should minimize the number of resources involved in a process (recall that
resources are expensive). Indeed, there is no point in using a resource C to
have a process A⊗ C −→ B⊗ C if it is possible to have a process A −→ B.

Now we will show a su�cient criterion to establish when a resource theory
admits catalysts.

De�nition 2.2.11. A resource theory is called non-interacting if, for all
resources A, B1, B2 such that A % B1 ⊗ B2 there exist A1 and A2 such that
A ∼ A1 ⊗ A2 and A1 % B1 and A2 % B2.

In other words, whenever a resource A is more valuable than the compos-
ition of two resources B1 and B2, we can �nd another resource A′, equivalent
to A, such that A′ is the composition of two resources A1 and A2 such that
each of them is more valuable than B1 or B2.

De�nition 2.2.12. A resource theory is quantitative if, whenever A1⊗A2 ∼
B1 ⊗ B2 and A1 % B1, then B2 % A2, for all A1, A2, B1, B2.
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Loosely speaking, when the value of two composite resources is the same
(A1 ⊗ A2 ∼ B1 ⊗ B2), but one of the constituent resources of the one is
more valuable than one of the other (A1 % B1), than the other constituents
have to compensate for this (B2 % A2). In this case the resources must
have an extensive or quantitative �avour, because composition behaves more
or less like an addition of non-negative numbers. Indeed, by replacing ⊗
with +, ∼ with =, and % with ≥, we �nd a similar property of addition: if
A1 + A2 = B1 + B2, and A1 ≥ B1, then B2 ≥ A2.

Example 2.2.13. The resource theory of food (see example 2.2.6) is quant-

itative. Indeed, take A1 = (a, b), A2 = (a′, b′), B1 =
(
ã, b̃
)
and B2 =

(
ã′, b̃′

)
.

We have A1 ⊗ A2 ∼ B1 ⊗ B2 if and only if (a+ a′, b+ b′) ∼
(
ã+ ã′, b̃+ b̃′

)
,

namely if and only a+ a′ = ã+ ã′ and b+ b′ = b̃+ b̃′. Now suppose A1 % B1,
which means a ≥ ã and b ≥ b̃. In order to have the equalities a+ a′ = ã+ ã′

and b+ b′ = b̃+ b̃′, one must have ã′ ≥ a′ and b̃′ ≥ b′, which means B2 % A2.

The quantitative �avour of resources in a quantitative resource theory is
well captured by the following proposition.

Proposition 2.2.14. In a quantitative resource theory the following are equi-
valent.

1. A is a free resource

2. A ∼ A⊗ A

3. A % A⊗ A

Proof. Let us prove the various implications.
1 implies 2. This holds in any resource theory, by proposition 2.2.5.
2 implies 3. This is trivial and follows from the de�nition of ∼.
3 implies 1. Clearly, we have A ⊗ A ∼ A ⊗ A, which we rewrite as

(A⊗ I) ⊗ A ∼ (A⊗ A) ⊗ I. We know that A ⊗ I % A ⊗ A because this is
nothing but A % A⊗ A. Since the resource theory is quantitative, we must
have I % A, which means that A is a free resource.

This proposition means that in a quantitative resource theories the only
resources for which there is no cost in preparing an arbitrary number of copies
of them are the free resources.

Non-interacting quantitative resource theories are catalysis-free.



CHAPTER 2. A GENERAL FRAMEWORK FOR RESOURCE THEORIES55

Proposition 2.2.15. If a resource theory is non-interacting and quantitat-
ive, it is catalysis-free.

Proof. Suppose we have (A⊗ C) % B⊗C. Since the resource theory is non-
interacting, there exist two resources A1 and A2 such that A⊗C ∼ A1 ⊗A2

and A1 % B and A2 % C. Since the resource theory is quantitative, A2 % C
implies A % A1. Recalling that A1 % B, one concludes that A % B.

Let us show that the resource theory of food is catalysis-free.

Example 2.2.16. Let us show that the resource theory of food is non-
interacting. This means that whenever A % B1 ⊗ B2 there exist A1 and
A2 such that A ∼ A1 ⊗ A2 and A1 % B1 and A2 % B2. Let A = (a, b),
B1 = (a′1, b

′
1) and B2 = (a′2, b

′
2), the goal is to �nd A1 = (a1, b1) and

A2 = (a2, b2). By hypothesis, a ≥ a′1 + a′2 and b ≥ b′1 + b′2. Since a ≥ a′1 + a′2,
there exist a natural number c such that a = a′1 + a′2 + c, and similarly
b = b′1 + b′2 + d, for some natural number d. Now we can set a1 := a′1 + c
and a2 := a′2, and, similarly b1 := b′1 + d and b2 := b′2. Note that a1 ≥ a′1 and
b1 ≥ b′1, and a2 ≥ a′2 and b2 ≥ b′2. This means that A1 % B1 and A2 % B2,
thus proving that the resource theory is non-interacting.

Being non-interacting and quantitative, the resource theory of food is
catalysis-free. This could also have been shown directly. Indeed, let A =

(a, b), B = (a′, b′) and C =
(
ã, b̃
)
. Suppose we know that A ⊗ C % B ⊗ C,

namely a + ã ≥ a′ + ã and b + b̃ ≥ b′ + b̃. Here, ã and b̃ can be cancelled,
yielding a ≥ a′ and b ≥ b′, namely A % B.

While in quantitative resource theories only free resources are such that
A ∼ A⊗A, at the opposite extreme there are theories in which this holds for
every resources, even for costly ones. These are qualitative resource theories.

De�nition 2.2.17. A resource theory is called qualitative if for every re-
source A one has A ∼ A⊗ A.

Loosely speaking, the number of A resources does not matter, because all
resources have an �intrinsic value�. Let us see an example.

Example 2.2.18. The resource theory of knowledge (example 2.2.7) is qual-
itative. Indeed, consider A = (a, b). We have

A⊗ A = (max {a, a} ,max {b, b}) = (a, b) ∼ A.
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Qualitative and quantitative resource theories are almost opposite kinds
of resource theories: if a theory is both qualitative and quantitative, then it
is trivial, in the sense that all resources are free. Indeed, if a theory is qual-
itative, then for every resource A ∼ A⊗ A. Since the theory is quantitative
as well, by proposition 2.2.14, we conclude that A is free.

Now let us see a necessary and su�cient criterion to see when a given
resource theory is qualitative.

Proposition 2.2.19. A resource theory is qualitative if and only if the fol-
lowing are equivalent for all resources A and B:

1. A⊗ A % B

2. A % B

3. A % B⊗ B.

Proof. Necessity. Suppose we have a qualitative resource theory. Let us
prove the various implications.
1 implies 2. Since A ∼ A⊗ A, we have A % A⊗ A, hence also A % B.
2 implies 3. Since B ∼ B⊗ B, then B % B⊗ B, whence A % B⊗ B.
3 implies 1. Now A ∼ A ⊗ A and B ∼ B ⊗ B, therefore A ⊗ A % A and
B⊗ B % B. Then we conclude that A⊗ A % B.

Su�ciency. Let us take B = A, then we have A⊗A % A and A % A⊗A,
whence A ∼ A⊗ A for every resource A and the theory is qualitative.

Finally we study the behaviour of resources under disposal, namely under
operations that destroy them. In general, it is not always possible to �nd
free processes that make it possible to get rid of a resource. As an example,
think of nuclear waste, whose disposal is costly in terms of time and other
resources used to store them. However, we can sometimes freely dispose of
some resources.

De�nition 2.2.20. A resource A is freely disposable if A % I, where I is the
void resource.

This means that a resource is freely disposable if there is a free process
that destroys it. In this way it is more valuable than �nothing�. Note that
free resources are always freely disposable.

De�nition 2.2.21. If every resource of a theory is freely disposable, the
theory is called waste-free.
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Example 2.2.22. The resource theories of food and of knowledge (examples 2.2.6
and 2.2.7) are waste-free. Indeed for every resource A = (a, b) we have a ≥ 0
and b ≥ 0, therefore A % I.

In waste-free resource theories, for every resource A, we have A % I, there-
fore somehow the equivalence class of void resource (i.e. all free resources) is
the minimum of the induced order �. In such a situation, A⊗B % A, because
A % A, B % I and the preorder is compatible with the operation of compos-
ing resources. Therefore, having two resources is always more valuable than
having only one.

2.2.2 Resource monotones

Having established a hierarchy among resources, it is sometimes useful to
have a direct way of quantifying the value of a resource by assigning it a real
number. We want to translate the (pre)ordering of resources into an ordering
of real numbers. To this end, we need real-valued functions that respect the
(pre)ordering of resources.

De�nition 2.2.23. A real-valued function M : |D| −→ R, where |D| is the
class of resources, is said to be a resource monotone (monotone for short) if
A % B implies M (A) ≥M (B).

Loosely speaking, monotones assign a price to resources, consistent with
their value. Speci�cally, if A ∼ B, then M (A) = M (B). Indeed, if A ∼ B,
then A % B and B % A, thus M (A) ≥ M (B) and M (B) ≥ M (A), whence
one hasM (A) = M (B). Nonetheless, ifM (A) = M (B) we cannot conclude
that A ∼ B. Indeed, a trivial monotone is a constant function which assigns
the same �price� to all the resources, irrespective of their actual value. In
this case, both equivalent and inequivalent resources have the same �price�.

However, a careful examination of this de�nition shows that resource
monotones have some tricky subtleties. Indeed, it is not possible to translate
the hierarchy of resources faithfully into the ordering of real numbers. The
main reason for such a di�culty is the fact that we can only establish a partial
preorder of resources, whereas we have a total order of real numbers. Indeed,
we can have two incomparable resources A and B, but if M is a monotone,
we have eitherM (A) ≥M (B) orM (B) ≥M (A), because two real numbers
can always be compared. Hence, it is not possible to completely characterize
the hierarchy among resources by means of an order of real numbers.
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According to the de�nition of resource monotones, A % B impliesM (A) ≥
M (B), but the converse implication in general does not hold! This means
that the preorder % is more fundamental than the order induced by mono-
tones. Indeed, if M (A) ≥M (B) we cannot conclude that A % B. However,
resource monotones are useful to detect non-convertibility of resources. Re-
calling the de�nition, we have that M (A) < M (B) means A ��% B.

However, we can obtain an equivalence between the preordering of re-
sources and the ordering induced by monotones by taking more than one
resource monotone. In this respect, a family of monotones {Mi}i∈X is said
to be complete if we have A % B if and only if Mi (A) ≥ Mi (B) for every
i ∈ X.

Proposition 2.2.24. Every resource theory admits a complete family of re-
source monotones.

Proof. Take X to be the class of resources |D|; then the index i ∈ X is
nothing but a resource. Then, for every resource A, de�ne Mi (A) as

Mi (A) =

{
1 if A % i

0 if A ��% i
.

Let us show that Mi is a monotone for every i ∈ X. Suppose A % B.

• If B % i, then by transitivity A % i. In this case we have M (A) =
M (B) = 1, whence M (A) ≥M (B).

• If A ��% i and B ��% i, then M (A) = M (B) = 0, whence M (A) ≥M (B).

• If A % i and B ��% i, M (A) = 1 and M (B) = 0, and again M (A) ≥
M (B).

This shows that {Mi} is a family of monotones. Let us show that this family
is also complete. To do that, we must prove that if Mi (A) ≥ Mi (B) for
every i ∈ X, then A % B. Suppose, by contradiction that A ��% B. Consider
i = B. Then we have MB (A) = 0 because A ��% B, but MB (B) = 1 because
B % B, therefore MB (A) < MB (B), in contradiction with the hypothesis
that Mi (A) ≥Mi (B) for every i ∈ X.

Although we managed to construct a complete family of resource mono-
tones for every resource theory, such a family is not so practical, for it is
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indexed by the resources themselves. Clearly, the most desirable situation is
when we have a complete family of monotones indexed by a few real para-
meters, but this is not always possible.

It is useful to classify resource monotones into two categories according
to their behaviour under composition of resources.

Additive They are such thatM (A⊗ B) = M (A)+M (B), for all resources
A and B.

Supremal They are such that M (A⊗ B) = max {M (A) ,M (B)}, for all
resources A and B.

For additive monotones, one has M (I) = 0, where I is the void resource.
Indeed M (A) = M (A⊗ I) = M (A) +M (I), whence M (I) = 0.

For supremal monotones, one can always takeM (I) = 0. If this is not the
case, it is enough to consider the monotone M ′ = M −M (I), which is still
supremal. Assuming M (I) = 0, means that M (A) ≥ 0 for every resource A.
Indeed,

M (A) = M (A⊗ I) = max {M (A) ,M (I)} = max {M (A) , 0} ,

and one must have M (A) ≥ 0 in order to have equality.

Example 2.2.25. Let us see an example of an additive monotone for the
resource theory of food (cf. example 2.2.6). A monotone assigns a price to
every basket of fruit, and a reasonable way to do that is to �x the price
of a single apple M (1, 0), and of a single banana M (0, 1). We will have
an additive monotone. Since (1, 0) % (0, 0) and (0, 1) % (0, 0), the prices
of a single apple and a single banana are non-negative (recall (0, 0) is the
void resource). Note that4 (a, b) = (1, 0)⊗a ⊗ (0, 1)⊗b, whence M (a, b) =
aM (1, 0) + bM (0, 1). This is most reasonable: the price of a basket of fruit
is the price of an apple (M (1, 0)) times the numbers of apples (a), plus the
price of a banana M (0, 1) times the number of bananas (b).

In resource theories, activation processes sometimes take place by increas-
ing the number of copies of resources. In other words sometimes5 A��%B but

4We will use the short-hand notation A⊗n = A⊗ . . .⊗A︸ ︷︷ ︸
n times

.

5Note that, instead, whenever A % B, one has A⊗n % B⊗n for all positive integers n,
because the preorder is compatible with the composition of resources.
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A⊗n % B⊗n, for some n > 1. In this case, a larger number of copies of the
resources activates a process of resource conversion. In mathematical terms,
activation processes are possible because the composition of resources has
the algebraic structure of a monoid and not of a group: multiple copies, like
in A⊗n % B⊗n, cannot be cancelled out.

Clearly, activation cannot occur in qualitative resource theories (see de�n-
ition 2.2.17), where A ∼ A⊗n and therefore A⊗n % B⊗n is equivalent to
A % B. Additive monotones play a special role in activation processes, as we
will show soon.

Suppose we are tasked to turn many copies, say n, of the resource A into
many copies, say m, of the resource B. A quantity of interest is the number
of copies of B one can produce on average starting from a single copy of A.

De�nition 2.2.26. The rate of the conversion A −→ B is de�ned as

R (A −→ B) := sup
n,m∈Z+

{m
n

: A⊗n % B⊗m
}
,

where n and m are positive integers.

If there exist no n andm such that A⊗n % B⊗m, we say that the conversion
rate is 0. In all the other cases the conversion rate is strictly positive (possibly
+∞).

Example 2.2.27. As a simple example, consider the conversion A −→ A.
Clearly A⊗n % A⊗n, therefore the rate is at least 1, R (A −→ A) ≥ 1. Spe-
ci�cally, if A is a free resource, A ∼ A⊗n (see proposition 2.2.5) for any
positive integer n and therefore the rate is in�nite R (A −→ A) = +∞. This
captures the idea that free resources can be produced in an extremely large
number of copies at no cost.

Remark 2.2.28. In de�nition 2.2.26 we have the supremum because we regard
B as a more precious resource than A (indeed the interesting case is when
A ��% B), therefore we would like to have the maximum achievable number
of copies of B. If, instead B is not a desirable resource, we should take the
in�mum.

Now we show the relationship between additive resource monotones and
conversion rates.
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Proposition 2.2.29. Let M be an additive resource monotone. Then

R (A −→ B)M (B) ≤M (A) ,

for all resources A and B.

Proof. Consider two positive integers n and m such that A⊗n % B⊗m. Since
M is additive, one has nM (A) ≥ mM (B), namely m

n
M (B) ≤M (A). M (A)

is an upper bound for the set
{
m
n
M (B)

}
, therefore the supremum of such a

set is less than or equal to M (A), or, in other words,

R (A −→ B)M (B) ≤M (A) .

If M (B) > 0, interpreting M (A) and M (B) as prices or currencies, the
rate of conversion from A to B is upper-bounded by the ratio of the prices
of the two resources.

R (A −→ B) ≤ M (A)

M (B)

If B is very precious, then the rate will be rather small.

2.3 The general structure of resource theories

in GPTs

In the previous sections we analysed the topic of resource theories from a
fairly abstract angle, focusing mainly on their mathematical structure. Be-
fore moving to discuss some examples in quantum mechanics, and extending
them to GPTs, in this section we enter into more details about how the
general notions introduced in the previous sections �t into the framework of
GPTs (see also ref. [60] for a similar analysis in the framework of quantum
mechanics). Speci�cally, we want to understand how the mathematical struc-
ture of a resource theory is put into place from an operational point of view,
namely form the perspective of an observer performing some experiments
in a laboratory. We can think of a GPT as the underlying physical theory
supporting a resource theory, which is developed on the formalism of that
GPT.

In other words, what are really resources in a GPT? In most cases, re-
sources will be the states allowed by the theory. For the sake of simplicity, we
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will restrict ourselves only to this case, recommending the interested reader
to refer to [33] for more general situations in which even transformations are
resources.

If states are resources, we can divide them into free and costly ones, as
explained in the previous sections. Now the processes which convert resources
are operations transforming states into states, therefore in the setting of
GPTs, they are transformations (see subsection 1.1.4). However, in general,
not all transformations will be free. Therefore one needs to distinguish also
between free and costly transformations, where free and costly states emerge
as special instances of transformations. If there are only free transformations,
we say that the resource theory is trivial.

As states are particular kinds of transformations, the notion of free pro-
cesses will naturally induce the notion of free states.

Since free transformations are closed under sequential and parallel com-
position, and the parallel composition of systems is a system, a resource
theory in a GPT gives rise to a strict symmetric monoidal subcategory of the
theory, whose objects are all the systems allowed by the theory, and whose
morphisms are free transformations.

One of the most common situations is when one de�nes a certain set of
processes to be free, and then one has to take the closure of this set under
sequential and parallel composition in order to have a subcategory. We will
encounter this situation in the next chapter, when dealing with the resource
theories of purity and athermality.

In section 2.1 we saw that a resource theory is a strict symmetric monoidal
category. How do we connect this category to the strict symmetric monoidal
category describing a GPT? First of all, one must take the states of the GPT
as the objects of the category describing the resource theory, because here
the states are the resources. Hence, the parallel composition of resources
becomes the parallel composition of states.

In the following diagrams we will relate the graphical language of the
category describing the resource theory to the graphical language of GPTs,
introduced in chapter 1. Let us start with the diagram concerning parallel
composition of resources.

ρ

σ
:=

ρ A

σ B

Here, on the left-hand side, we have the graphical representation of resources
as objects of the category describing the resource theory supported by the
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GPT. Resources are objects and therefore they are represented as wires. On
the right-hand side we represent states (of systems) according to the rules of
the graphical language for GPTs.

The morphisms in the category of the resource theory are only the free
transformations of the supporting GPT. Therefore we write

ρ F σ

if and only if in the GPT we have (recall ρ and σ are states)

σ B = ρ A F B , (2.3.1)

for some systems A and B, where F is a free transformation. The sequential
composition of free processes in the resource theory is trivially the sequential
composition of free transformations in the GPT. Indeed we write

ρ F σ G τ

if and only if in the GPT we have

τ C = ρ A F B G C ,

for some systems A, B, C, where F and G are free transformations and σ
is de�ned as in eq. (2.3.1). Similarly one has parallel composition of free
processes, de�ned as the parallel composition of free transformations in the
GPT.

ρ F σ

ρ′ G σ′

if and only if in the GPT

σ B

σ′ D
=

ρ A F B

ρ′ C G D
,

for some systems A, B, C, D, where F and G are free transformations. We
also assume that the swapping of systems (cf. subsection 1.1.3) is a free
transformation. In this way we see that we can build a resource theory in
the sense of section 2.1 starting from a GPT in which we de�ne a subcategory
of free transformations, and where all states are resources.

The next chapters will be devoted to examining some examples �rst in
the familiar context of quantum theory, and then to the more abstract setting
of GPTs.



Chapter 3

Examples of resource theories in

quantum mechanics

Quantum mechanics is the most signi�cant example of a theory where the
observer plays a fundamental role in the physical description of reality. As
such, the observer's presence has a direct and deep impact on physical sys-
tems, and, as a result of such a tight relationship between the observer and the
observed, quantum entities emerge naturally as resources available to the ob-
server. Furthermore, after the development of quantum information theory,
it has become clear that quantum theory often o�ers us some tools capable
of outperforming some classical protocols in various �elds, from communica-
tion and cryptography [18, 19, 20, 21, 22, 23], to computation [61, 62, 63, 64].
Therefore, to have improvements on classical protocols, we must search for
entirely non-classical features present in quantum mechanics, which will be
the most valuable resources in the language of resource theories. The most
famous example of a non-classical feature in quantum mechanics is de�nitely
quantum entanglement, and it is also the source of the improved perform-
ances of most protocols in quantum information. Therefore, the most natural
resource theory to study in the framework of quantum mechanics is the the-
ory of quantum entanglement. Quite surprisingly, this theory is intimately
related to another resource theory, the resource theory of purity, developed
for thermodynamic reasons. This shows that quantum entanglement can be
considered as one of the routes towards a formulation of a theory of quantum
thermodynamics, as shown in some works [65, 66, 67, 68, 69, 70, 71].

In this chapter we focus on the resource theory of entanglement and on the
related resource theory of purity, and in the next chapter we will try to extend

64
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them to the case of GPTs. In section 3.1 we present the resource theory of
entanglement, which is de�ned using a particular type of free operations,
known as LOCC 1 protocols. Using these protocols, we can order bipartite
states according to their degree of entanglement. When the states are pure,
this ordering is equivalent to the ordering of their marginals according their
degree of mixedness [72, 73, 74, 75, 50]. In section 3.2 we introduce the
resource theory of purity, which is de�ned via a particular class of quantum
operations, called noisy operations, in which a system is put into contact with
an ancillary system in the maximally mixed state. Finally, in section 3.3 we
brie�y present two other examples of quantum resource theories.

In quantum mechanics, systems are represented by their associated Hil-
bert spaceH and transformations are quantum operations (cf. example 1.1.31),
i.e. completely positive trace-non-increasing mapsM : L (H) −→ L (H′) [50],
where L (H) is the set of bounded linear operators on H (all the linear oper-
ators acting onH ifH is �nite-dimensional). The rule of parallel composition
of system is simply the tensor product of the associated Hilbert spaces.

3.1 The resource theory of quantum entangle-

ment

Quantum entanglement, besides being a source of foundational puzzles in
quantum theory, it is also a very powerful resource for quantum information
and communication [18, 19, 20, 21, 22, 23]. It is then natural to develop a
resource theory of it. For the sake of simplicity, we will restrict ourselves
to the bipartite case, namely to the case when we have a composite system
made only of two parts, HAB = HA ⊗HB.

Before entering into details, let us brie�y recall the de�nition of entangled
states.

De�nition 3.1.1. A (bipartite) state ρAB is called separable if it can be
written as ρAB =

∑
j pjρj,A ⊗ σj,B, where the pj's are probabilities and ρj,A

is a state of system A, and σj,B is a state of system B, for every j.
A state which is not separable is called entangled.

Entangled states will be the costly resources, while separable states will
be the free resources [76]. To �t everything in the paradigm of resource

1Local Operations and Classical Communication
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theories developed in the previous chapter, we have to de�ne a class of free
transformations (i.e. quantum operations) such that separable states can be
thought as particular instances thereof (recall that states in GPTs are a par-
ticular kind of transformations). The answer comes from LOCC protocols
[77], which are a fully operational notion, without any references to the Hil-
bert space structure of quantum mechanics. As such, they can be exported
easily to GPTs (see chapter 4).

In the LOCC scenario, we have two (distant) parties, Alice and Bob, who
perform a sequence of quantum instruments2 [50], performed by Alice and
Bob, with the property that the choice of the quantum instrument at a given
step may depend on the outcomes obtained at the previous steps. Alice and
Bob are allowed to exchange classical communication to each other, so that
even Bob's choice of quantum instrument may depend on Alice's previous
choices, and vice versa. LOCC protocols are classi�ed according to how many
rounds of classical communications are involved: a n-way LOCC protocols is
an LOCC protocols where there are n rounds of classical communication.

Now, let us be more concrete and consider a 2-way protocol where

1. Alice performs a quantum instrument {Aj1} and communicates her
outcome to Bob;

2. Bob performs a quantum instrument
{
B(j1)
j2

}
and communicates his

outcome to Alice;

3. Alice performs a quantum instrument
{
A(j1,j2)
j3

}
.

As explained in section 1.3, superscripts in round brackets want to highlight
the dependence of a test on the outcome of a previous one. Here the pictorial
representation will prove to be rather useful to understand the setting.

An instance of the protocol is identi�ed by the sequence of outcomes
(j1, j2, j3) and can be represented by a diagram of the form

A0 Aj1
%%

A1 A(j1,j2)
j3

A2

B0 B(j1)
j2

88

B1

, (3.1.1)

2Recall that a quantum instrument {Ma} is a collection of quantum operations Ma

such that
∑

aMa is trace-preserving.
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where the dashed arrows represent classical communication. By coarse-
graining over all possible outcomes, one obtains a quantum channel, called
LOCC channel, given by

C =
∑
j1,j2,j3

[
A(j1,j2)
j3

Aj1 ⊗ B
(j1)
j2

]
.

We declare LOCC protocols to be our free processes.
Let us see if separable states �t into this framework as free resources and

special cases of LOCC (free) operations. Consider the generic separable state
ρAB =

∑
j pjρj,A ⊗ σj,B. It can be prepared via an LOCC protocol according

to the following procedure. Suppose Alice has an initial ensemble of states
{ρj,A}, where each ρj,A is prepared with probability pj.

1. Alice prepares the state ρj,A with probability pj.

2. Alice calls Bob to inform him of the outcome of her preparation.

3. Correspondingly, Bob prepares the state σj,B depending on Alice's out-
come j.

4. By doing a coarse-graining over j, we obtain the desired state.

Therefore, separable states are really free states. Are there any other states
which are free but entangled? The answer is negative: a state is free if and
only if it is separable. Indeed, consider the most general LOCC prepara-
tion protocol. Alice has an ensemble {(ρj,A, pj)}, where pj is the probab-
ility of preparing the state ρj,A, and Bob has a family of ensembles from
which he can choose according to the outcome of Alice's preparation, namely{(
σ

(j)
k,B, q

(j)
k

)}
, where q(j)

k is the probability of preparing the state σ(j)
k,B.

1. Alice prepares the state ρj,A with probability pj.

2. She communicates Bob her outcome j.

3. Bob prepares the state σ(j)
k,B with probability q(j)

k .

4. After performing a coarse-graining, we get the state

ρAB =
∑
j,k

pjq
(j)
k ρj,A ⊗ σ(j)

k,B =
∑
j

pjρj,A ⊗
∑
k

q
(j)
k σ

(j)
k,B =
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=
∑
j

pjρj,A ⊗ σ′j,B,

where we have de�ned σ′j,B :=
∑

k q
(j)
k σ

(j)
k,B.

This proves that the output of an LOCC preparation process is necessarily a
separable state. This also shows that the de�nition of LOCC protocols as free
operations well captures the structure of the resource theory of entanglement.

Now, we know that all entangled states represent costly resources. In
other words, entangled states cannot be prepared by LOCC protols.

Since LOCC protocols are our free operations, we can use them to estab-
lish a hierarchy among bipartite states according to their degree of entangle-
ment.

De�nition 3.1.2. Given two states ρ ∈ L (HAB) and ρ′ ∈ L (HAB), we say
that ρ is more entangled than ρ′, denoted by ρ �ent ρ

′, if there exists an
LOCC protocol that transforms ρ into ρ′, i.e. if ρ′ = C (ρ) for some LOCC
channel C.

As one may anticipate, entangled states are more valuable than separable
states.

Proposition 3.1.3. Every bipartite state is more entangled than any separ-
able state.

Proof. Consider the separable state σAB =
∑

j pjαj,A⊗βj,B, where the αj,A's
are density operators on the Hilbert space HA, and the βj's are density
operators on the Hilbert space HB. We can consider the LOCC protocol
acting on a generic density operator ρ on the Hilbert space HAB

pj

αj A

βj B
= ρ

A Aj
&&

A

B B(j) B
,

where Aj is a measure-and-prepare quantum operation on A, which prepares
αj,A with probability pj and B(j) is a quantum channel on B which prepares
βj,B, depending on the outcome of the test {Aj}. In other words, Aj =
pj |αj〉A ◦ trA and B(j) = |βj〉B ◦ trB. By taking the coarse-graining over the
outcome j, we get the separable state σAB =

∑
j pjαj,A ⊗ βj,B. This proves

that ρAB is more entangled than σAB.
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According to the general framework of resource theories, the relation �ent

is a preorder.

De�nition 3.1.4. If ρ �ent ρ
′ and ρ′ �ent ρ, then we say that ρ and ρ′ are

equally entangled (or that ρ is as entangled as ρ′), denoted by ρ ∼ent ρ
′.

Note that ρ ∼ent ρ
′ does not imply that ρ and ρ′ are equal: for example,

every two separable states are equally (un)entangled, as proposition 4.1.4
shows; indeed it is enough to take ρ to be separable. Speci�cally, the equi-
valence class of separable states is the minimum of the entanglement order.

Similarly, two bipartite states that di�er by local unitary channels (see
example 1.1.31) are equally entangled: ρAB ∼ent (UA ⊗ VB) ρAB, indeed the
two local unitary channels make up a (reversible) LOCC protocol from ρAB

to (UA ⊗ VB) ρAB.
The entanglement preorder has a special structure in the case of pure

bipartite states, which we will explore in the next subsections. Here we note
that for the pure case, separable states coincide with (pure) product states,
and all the phenomenology is less rich. For instance, while in general the
issue of distinguishing entangled from separable states in the mixed case is
pretty thorny, in the pure case we have a necessary and su�cient condition
for a bipartite state to be entangled.

A similar statement will appear later in the following chapter (propos-
ition 4.4.5). Even though the proposition in the quantum mechanical case
could be proved along the same lines as proposition 4.4.5, we prefer to expli-
citly use the mathematical formalism of quantum theory to better show the
di�erence with the operational approach of chapter 4.

Proposition 3.1.5. Let |Ψ〉AB be a pure bipartite state of system AB. The
following are equivalent.

1. |Ψ〉AB is entangled.

2. Its marginal on A is mixed.

3. Its marginal on B is mixed.

Proof. Let |Ψ〉AB =
∑r

j=1

√
pj |j〉A |j′〉B be a Schmidt decomposition of |Ψ〉AB,

where all the pj's are non-vanishing for j = 1, . . . , r. Both the marginals of
|Ψ〉AB have the pj's as non-vanishing eigenvalues, therefore 2 and 3 are equi-
valent. We will prove the equivalence between 1 and 2.



CHAPTER 3. EXAMPLES OF RESOURCE THEORIES IN QUANTUMMECHANICS70

1 implies 2. Suppose, by contradiction that the marginal on A is pure.
This means that there is only one non-vanishing pj, say p1 = 1. As a result,
we have |Ψ〉AB = |1〉A |1′〉B, in contradiction to the hypothesis that |Ψ〉AB is
entangled.

2 implies 1. Suppose, by contradiction that |Ψ〉AB is a product state, say
|Ψ〉AB = |α〉A |β〉B, for some |α〉A and |β〉B. If we take the partial trace over
B, we get trB |Ψ〉 〈Ψ|AB = |α〉 〈α|A, which contradicts the hypothesis that the
marginal on A is mixed.

This is a �rst hint of a close relationship between pure-state entanglement
and mixed single-system states. This relationship is deeper than this, and
will be explored further in subsection 3.1.2.

The entanglement preorder in the pure bipartite case is special because
every LOCC protocol between pure states can always be reduced to a 1-way
LOCC protocol with a unitary channel performed by the party who receives
classical communication. In other words, if |Ψ〉 �ent |Ψ′〉, then there exists a
1-way LOCC protocol

Ψ′
A

B
=
∑
j

Ψ

A Aj
&&

A

B U (j) B
,

where Aj is a quantum operation and U (j) is a unitary channel depending on
the outcome j. This is the content of Lo-Popescu theorem [78].

Theorem 3.1.6 (Lo-Popescu). If |Ψ〉AB can be transformed into |Ψ′〉AB by
an LOCC protocol, then it can be transformed into |Ψ′〉AB by a 1-way LOCC
protocol, where Alice applies a quantum instrument, she communicates her
outcome to Bob, and Bob applies a unitary channel on his system.

Proof. The core of this proof is to show that every quantum operation made
by Bob can be �simulated� by one made by Alice, followed by a unitary correc-
tion channel on Bob's system. Without loss of generality, we can assume that
all quantum operations are pure, i.e. there is only one Kraus operator for each
quantum operation, because summations in the non-pure case can always be
taken out of the protocol. Let us start from the bipartite pure state |Ψ〉AB

and let us consider its Schmidt decomposition3 |Ψ〉AB =
∑

j

√
λj |j〉A |j〉B.

3Here, for the sake of simplicity, we omit the prime for kets of system B in Schmidt
decompositions.
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Suppose Bob applies a quantum instrument with Kraus operators {Mj},
which can be expressed in his Schmidt basis4 as

Mj =
∑
k,l

Mj,kl |k〉B 〈l|B .

Suppose Bob gets outcome j. The state after his measurement is

|Ψj〉AB =
1

pj
(1A ⊗Mj) |Ψ〉AB =

1

pj

∑
k,l

√
λlMj,kl |l〉A |k〉B , (3.1.2)

where pj is the probability of outcome j, and it is given by

pj = 〈Ψ|AB M
†
jMj |Ψ〉AB =

∑
k,l

λl |Mj,kl|2 . (3.1.3)

Let us construct a quantum instrument on Alice's system with Kraus oper-
ators {Nj}, de�ned with respect to Alice's Schmidt basis as

Nj =
∑
k,l

Mj,kl |k〉A 〈l|A .

In this way, they are perfectly equivalent to Bob's ones, the di�erence is
that now the vectors of Bob's Schmidt basis have become the corresponding
vectors of Alice's Schmidt basis. If Alice gets outcome j, then the state after
her measurement is

|Φj〉AB =
1

pj
(Nj ⊗ 1B) |Ψ〉AB =

1

pj

∑
k,l

√
λlMj,kl |k〉A |l〉B , (3.1.4)

where pj is still given by eq. (3.1.3). Comparing eq. (3.1.2) with eq. (3.1.4),
we see that |Ψj〉AB and |Φj〉AB are the same state, up to exchanging the role
of system A and system B. Therefore they have the same Schmidt coef-
�cients, and they di�er by a tensor product of unitary operators, namely
|Ψj〉AB = Uj,A ⊗ Vj,B |Φj〉AB.
Therefore, when Bob applies a quantum instrument with Kraus operators
{Mj}, this is equivalent to the situation when Alice applies a quantum in-
strument with Kraus operators {UjNj} on her system, and then Bob applies
the appropriate unitary operator Vj on his system.

4Here, we are enlarging the set of Schmidt vectors of system B suitably if it is not an
orthonormal basis for HB already.
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If the original LOCC protocol is multi-way, whenever Bob performs a
measurement and communicates his result to Alice, we simulate his meas-
urement by a measurement performed by Alice. In this situation, Alice com-
municates her outcome to Bob, and he applies a unitary transformation.
Taking the sequential composition of all Alice's measurements and of all
Bob's unitary channels, we see that this protocol is equivalent to one where
there is only one measurement by Alice, followed by classical communication
from Alice to Bob and a unitary channel applied by Bob.

3.1.1 Mixedness relation

Quite surprisingly, it turns out that entanglement preorder is intimately re-
lated to a relation which orders single-system states according to their degree
of mixedness. The way to accomplish such an ordering takes inspiration from
classical probability distributions. In classical probability, a state is a prob-
ability distribution p =

(
p1 . . . pn

)t
. A state is more mixed than another

if in the former we have more uncertainty than in the latter. Intuitively, the
uniform distribution is the one with maximum uncertainty, and the closer
a distribution is to the uniform distribution, the more mixed the state it
represents. The closeness to the uniform is described by how �at a given
distribution is, and this concept is captured by the notion of majorization
[79, 80]. Given a vector x ∈ Rn, we de�ne x↓ as the decreasing rearrangement
of x. We denote the i-th component of x↓ as x[i].

De�nition 3.1.7 (Majorization). Let x, y ∈ Rn. We say that x is majorized
by y (or that y majorizes x), and we write x � y, if

•
∑k

i=1 x[i] ≤
∑k

i=1 y[i] for every k = 1, . . . , n− 1

•
∑n

i=1 x[i] =
∑n

i=1 y[i]

When applied to vectors of probabilities (i.e. probability distributions),
the second condition is always met, for

∑n
i=1 x[i] =

∑n
i=1 y[i] = 1.

Equivalently, the conditions for majorization can be given using the in-
creasing arrangement x↑ of a vector. We denote the i-th component of x↑ as
x(i). In this setting, as it easy to check, x � y if and only if

•
∑k

i=1 x(i) ≥
∑k

i=1 y(i) for every k = 1, . . . , n− 1

•
∑n

i=1 x(i) =
∑n

i=1 y(i) .
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Majorization is a preorder. Indeed, if x � y and y � x, one has that the
decreasing rearrangements of x and y are equal. This means that, in general,
x and y are not equal, but they di�er by a permutation of their entries.

Example 3.1.8. For vectors of probabilities with n entries one has
1
n
...
1
n

 �
 p1

...
pn

 �


1
0
...
0

 ,

as it easy to check. This means that the uniform distribution (the most mixed
probability distribution) is the minimum of the majorization, while any pure
state (the least mixed distribution) is the maximum of the majorization.

This example leads naturally to the following de�nition.

De�nition 3.1.9 (Mixedness relation, classical probability theory). We say
that a classical probability distribution p is more mixed than another prob-
ability distribution p′ if p � p′.

We say that p is as mixed as p′ (or that p and p′ are equally mixed) if
p � p′ and p′ � p.

As noted above, two equally mixed probability distributions di�er by a
permutation.

Majorization in general is not a total preorder, as the following counter-
example shows.

Example 3.1.10. Let us consider two vectors x and y in R3.

x =

 2
5
2
5
1
5

 y =

 1
2
1
4
1
4


In this case we have neither x � y, nor y � x. Indeed, 2

5
≤ 1

2
, so y � x, but

2
5

+ 2
5
≥ 1

2
+ 1

4
, so x � y. This shows that the preorder is not total.

However, the preorder is total on vectors of probabilities in R2. Indeed,
in this case we have to compare

x =

(
p

1− p

)
y =

(
q

1− q

)
,

and we can always tell if p ≤ q or q ≤ p.
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Before moving to the quantum case, let us explore some properties of
majorization. One of the key ingredients, as mentioned above, are permuta-
tions.

Suppose we want to permute the entries of a vector x ∈ Rn by the per-
mutation π ∈ Sn, where Sn is the symmetric group over n elements. If
x =

∑n
i=1 xiei, where {ei}

n
i=1 is the canonical basis for Rn, and we want

to move the i-th entry to the π (i)-th entry, then the resulting vector is
xπ =

∑n
i=1 xieπ(i). Therefore we look for a matrix that transforms ei into

eπ(i). This matrix simply permutes the basis vectors. We will call it per-
mutation matrix.

We can associate a n× n matrix Π with every permutation π ∈ Sn. It is
the matrix whose i-th column is eπ(i). We sum up all these remarks in the
following de�nition.

De�nition 3.1.11. A square matrix Π of order n is said to be a permutation
matrix if Πij = δi,π(j), for some permutation π ∈ Sn.

In this way, a permutation matrix can be obtained simply permuting the
columns of the identity matrix.

Permutation matrices give a representation of the permutation group Sn.
Indeed, if Π and Σ are the matrices associated with the permutations π and
σ, then ΠΣ is the matrix associated with π ◦ σ. Indeed

(ΠΣ)ik =
∑
j

δi,π(j)δj,σ(k) = δi,π(σ(k)) = δi,π◦σ(k).

The notion directly related to majorization is that of doubly stochastic
matrix, which, in turn, is related to permutation matrices.

De�nition 3.1.12. A square matrix P of order n is called doubly stochastic
if each entry is non-negative and the sum of all the entries in each row and
in each column is 1. In symbols, Pij ≥ 0,

∑
j Pij = 1 (each row sums to 1)

and
∑

i Pij = 1 (each column sums to 1).

Doubly stochastic matrices can be expressed in terms of permutation
matrices.

Theorem 3.1.13 (Birkho� [81]). Doubly stochastic matrices are the convex
hull of permutation matrices, where permutation matrices are the extreme
points of it.
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Proof. See ref. [80].

Every doubly stochastic matrix can be written as a convex combination of
permutation matrices, therefore doubly stochastic matrices can be thought to
implement random permutations. Finally, we have the following important
theorem [82, 80].

Theorem 3.1.14. Let x, y ∈ Rn. Then we have x � y if and only if x = Py,
where P is a doubly stochastic matrix of order n.

Proof. See ref. [80].

This means that in classical probability theory the source of mixedness
are random permutations.

Now we want to turn the machinery of majorization to the quantum case,
so as to establish an ordering of quantum states according to their mixedness.
The idea will be to apply majorization to the classical probability distribu-
tion associated canonically with a density operator, that is the probability
distribution of its eigenvalues [72, 73, 74].

De�nition 3.1.15. Let ρ and ρ′ be two quantum states. We say that ρ is
more mixed than ρ′ if p � p′, where p is the vector of the eigenvalues of ρ
and p′ is the vector of the eigenvalues of ρ′.

Recalling example 3.1.8, we can easily establish a hierarchy among quantum
states according to their mixedness. Note that mixedness depend only on the
eigenvalues of states and not, for instance, on their eigenvectors.

Example 3.1.16. From example 3.1.8 we know that
1
n
...
1
n

 �
 p1

...
pn

 �


1
0
...
0

 .

Let {|j〉}nj=1 be an orthonormal basis of the Hilbert space H ≈ Cn. A state
χ with n equal eigenvalues,

χ =
1

n

n∑
j=1

|j〉 〈j| = 1

n
1

is more mixed than any state. On the other hand, every state is more mixed
than any pure state, whose eigenvalues are

(
1 0 . . . 0

)t
.



CHAPTER 3. EXAMPLES OF RESOURCE THEORIES IN QUANTUMMECHANICS76

Mixedness relation between density operators inherits the property of
majorization. Speci�cally, it is a preorder, which is total only when the
Hilbert space has dimension 2. We can de�ne equally mixed states.

De�nition 3.1.17. Let ρ and ρ′ be density operators, and let p and p′ be
the vectors of their eigenvalues respectively. We say that ρ is as mixed as ρ′

(or ρ and ρ′ are equally mixed) if p � p′ and p′ � p.

The conditions for being equally mixed is that two states ρ and ρ′ have
the same eigenvalues, because if p � p′ and p′ � p, p and p′ di�er only
by a permutation of their entries. Then it is easy to prove the following
proposition.

Proposition 3.1.18. ρ is as mixed as ρ′ if and only if there exists a unitary
operator U such that ρ′ = UρU †.

Proof. Su�ciency. Given a state ρ, UρU †, where U is a unitary operator, has
exactly the same eigenvalues of ρ. Therefore ρ and ρ′ have the same vector
of eigenvalues and therefore they are equally mixed.

Necessity. Suppose ρ is as mixed as ρ′. Then, ρ and ρ′ have the same
eigenvalues, and they can di�er only by the (orthonormal) basis of their
eigenvectors. Let {|ψj〉}nj=1 be the basis of eigenvectors of ρ, namely ρ =∑n

j=1 pj |ψj〉 〈ψj|, and let {|ϕj〉}nj=1 be the basis of the eigenvectors of ρ′,
namely ρ′ =

∑n
j=1 pj |ϕj〉 〈ϕj|. We know that there is a unitary operator U

transforming {|ψj〉}nj=1 into {|ϕj〉}nj=1. Then one has

UρU † =
n∑
j=1

pjU |ψj〉 〈ψj|U † =
n∑
j=1

pj |ϕj〉 〈ϕj| = ρ′.

Unitary operators play an important part not only for characterizing
equally mixed states, but also for giving an alternative and operational de�n-
ition of the mixedness preorder.

Theorem 3.1.19. ρ is more mixed than ρ′ if and only if there exist some
unitary operators Uj, and some probabilities λj such that ρ =

∑
j λjUjρ

′U †j .
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Proof. Necessity. Let p =
(
p1 . . . pn

)t
and p′ =

(
p′1 . . . p′n

)t
be the

vectors of the eigenvalues of ρ and ρ′ respectively. Since ρ is more mixed than
ρ′, then p � p′. By theorem 3.1.14 there exists a doubly stochastic matrix
P such that p = Pp′. If {|ψj〉}nj=1 is the basis of the eigenvectors of ρ, then

ρ =
n∑
j=1

pj |ψj〉 〈ψj| =
n∑

j,k=1

Pjkp
′
k |ψj〉 〈ψj| .

By Birkho�'s theorem (theorem 3.1.13), P can be decomposed as a convex
combination of permutation matrices Πj, P =

∑
l λlΠl, where the λl's are

probabilities.

ρ =
n∑

j,k=1

∑
l

λlΠl,jkp
′
k |ψj〉 〈ψj| =

∑
l

λl

n∑
k=1

p′k

n∑
j=1

Πl,jk |ψj〉 〈ψj| . (3.1.5)

Our aim is to prove that ρ =
∑

l λlUlρ
′U †l , and if {|ϕk〉}nk=1 is the basis of

the eigenvectors of ρ′, we must prove that

n∑
j=1

Πl,jk |ψj〉 〈ψj| = Ul |ϕk〉 〈ϕk|U †l

for some unitary operator Ul. Now, the matrix Πl simply permutes the order
in which the various terms |ψj〉 〈ψj| appear. Indeed, Πl,jk = δj,πl(k). Then

n∑
j=1

Πl,jk |ψj〉 〈ψj| =
n∑
j=1

δj,πl(k) |ψj〉 〈ψj| =
∣∣ψπl(k)

〉 〈
ψπl(k)

∣∣ .
Now eq. (3.1.5) becomes

ρ =
∑
l

λl

n∑
k=1

p′k
∣∣ψπl(k)

〉 〈
ψπl(k)

∣∣ .
We know that for every l there exists a unitary operator Ul transforming
the orthonormal basis {|ϕk〉}nk=1 into the orthonormal basis

{∣∣ψπl(k)

〉}n
k=1

.
Therefore we �nally have

ρ =
∑
l

λl

n∑
k=1

p′kUl |ϕk〉 〈ϕk|U
†
l =

∑
l

λlUl

(
n∑
k=1

p′k |ϕk〉 〈ϕk|

)
U †l =

∑
l

λlUlρ
′U †l ,
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thus proving necessity.
Su�ciency. Suppose we know that ρ =

∑
j λjUjρ

′U †j . Let ρ be di-
agonalized as ρ =

∑n
k=1 pk |ψk〉 〈ψk| and let ρ′ be diagonalized as ρ′ =∑n

k=1 p
′
k |ϕk〉 〈ϕk|, where {|ψk〉}nk=1 and {|ϕk〉}nk=1 are orthonormal bases.

Then, inserting the diagonalizations of the two states into ρ =
∑

j λjUjρ
′U †j ,

we get
n∑
k=1

pk |ψk〉 〈ψk| =
∑
j

λj

n∑
k=1

p′kUj |ϕk〉 〈ϕk|U
†
j

Now, multiply both sides on the left by 〈ψl| and on the right by |ψl〉, getting

pl =
∑
j

λj

n∑
k=1

p′k 〈ψl|Uj |ϕk〉 〈ϕk|U
†
j |ψl〉 . (3.1.6)

Let us de�ne Mj,lk := 〈ψl|Uj |ϕk〉. We can rewrite eq. (3.1.6) as

pl =
n∑
k=1

p′k
∑
j

λj |Mj,lk|2 .

If we are able to prove that Plk :=
∑

j λj |Mj,lk|2 are the entries of a doubly
stochastic matrix, we are done, because, by theorem 3.1.14 we conclude that
p � p′, and therefore ρ is more mixed than ρ′. To this end, again, if we man-
age to prove that, for every j, |Mj,lk|2 are the entries of a doubly stochastic
matrix Mj, we are done, because doubly stochastic matrices are a convex set
(see theorem 3.1.13).
By de�nition |Mj,lk|2 ≥ 0. Now let us prove that

∑n
l=1 |Mj,lk|2 = 1. We have

n∑
l=1

|Mj,lk|2 =
n∑
l=1

〈ψl|Uj |ϕk〉 〈ϕk|U †j |ψl〉 =

= 〈ϕk|U †j

(
n∑
l=1

|ψl〉 〈ψl|

)
Uj |ϕk〉 = 〈ϕk|U †jUj |ϕk〉 =

= 〈ϕk |ϕk〉 = 1.

Similarly one proves also that
∑n

k=1 |Mj,lk|2 = 1. This means that |Mj,lk|2 are
the entries of a doubly stochastic matrix and this concludes the proof.
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Using unitary operators and probabilities, we can de�ne a particular type
of channels, called random unitary channels, which are those appearing in
the statement of theorem 3.1.19.

De�nition 3.1.20. A channel R on a quantum system is called Random
Unitary (RU ) if for every state ρ one has

R (ρ) =
∑
j

pjUjρU
†
j =

∑
j

pjUj (ρ) ,

where the pj's are probabilities, the Uj's are unitary operators and we have
used the notation Uj (ρ) for the unitary channel UjρU

†
j .

Note that theorem 3.1.19 is the quantum version of theorem 3.1.14, with
RU channels playing the role of doubly stochastic matrices and unitary chan-
nels playing the role of permutation matrices (cf. theorem 3.1.13).

We will �nd something very close to RU channels when studying mixed-
ness in GPTs.

3.1.2 Duality between entanglement and mixedness

LOCC protocols provide the foundations for the resource theory of entan-
glement. However, they are not such a practical tool to work with, for they
involve quantum operations performed by two parties and rounds of clas-
sical communication. Therefore, when presented with two bipartite states ρ
and ρ′ it is not always easy to see which is the more entangled, or, even, if
they are comparable. Indeed, one should check all possible LOCC protocols
to �nd whether there is one transforming ρ into ρ′. If both ρ and ρ′ are
pure, this check is simpli�ed, for, by Lo-Popescu theorem (theorem 3.1.6),
we can restrict ourselves to 1-way LOCC protocols. However, even in this
case, checking whether a pure state is more entangled than another is not an
easy task.

In this subsection we will show that for pure states there is a duality
between entanglement and mixedness: the more entangled a pure state, the
more mixed its marginals. This is in fact a necessary and su�cient condition,
providing us with a powerful tool to study the entanglement preorder of pure
bipartite states [75, 50].

Again, the duality theorem will be proved using the full power of the
Hilbert space formalism, leaving the operational proof for the case of GPTs
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(section 4.4). In this way, the reader will be able to appreciate the di�erence
between these two approaches.

Theorem 3.1.21. Let |Ψ〉 and |Ψ′〉 be two pure bipartite states of the quantum
system AB, and let ρ (resp. σ) and ρ′ (resp. σ′) be their marginals on system
A (resp. B). The following are equivalent.

1. |Ψ〉 is more entangled than |Ψ′〉.

2. ρ is more mixed than ρ′.

3. σ is more mixed than σ′.

Proof. Thanks to Schmidt decomposition, the marginals of a pure bipartite
state on each of the two subsystems A and B have the same eigenvalues.
Therefore 2 and 3 are equivalent. Now let us prove the equivalence between
1 and 2.

1 implies 2. Suppose |Ψ〉 is more entangled than |Ψ′〉. Then, by Lo-
Popescu theorem, there exists a 1-way LOCC protocol where Alice performs
a quantum instrument {Aj}, which can be assumed to be pure without loss
of generality5, with Kraus operators {Mj}, she communicates her outcome
to Bob, and Bob applies a unitary channel U (j).

∑
j

Ψ

A Aj
&&

A

B U (j) B
= Ψ′

A

B
,

namely

Ψ

A Aj
&&

A

B U (j) B
= pj Ψ′

A

B
, (3.1.7)

where pj is the probability of getting outcome j. By taking the partial trace
over B, we have Aj (ρ) = pjρ

′, or, using Kraus operators,MjρM
†
j = pjρ

′. Let
us consider the polar decomposition6 of Mj

√
ρ. Then, there exists a unitary

operator Uj such that Mj
√
ρ =

√
MjρM

†
jUj. Since MjρM

†
j = pjρ

′, we have

Mj
√
ρ =

√
MjρM

†
jUj =

√
pjρ′Uj.

5If it is not pure, we can take the sum outside the protocol.
6Recall the polar decomposition of a square complex matrix A means writing A as

A = UP , where U is a unitary matrix and P is a positive semi-de�nite matrix. Such U
and P always exist, speci�cally P is given by P =

√
AA†.
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Multiplying on the left by
√
ρM †

j , which is the adjoint ofMj
√
ρ, and recalling

that, as a consequence,
√
ρM †

j = U †j
√
pjρ′, we have

√
ρM †

jMj
√
ρ = U †j

√
pjρ′

√
pjρ′Uj

√
ρM †

jMj
√
ρ = pjU

†
j ρ
′Uj.

Now we sum over j, recalling that
∑

jM
†
jMj = 1, and we obtain

ρ =
∑
j

pjU
†
j ρ
′Uj.

By theorem 3.1.19, this means that ρ is more mixed than ρ′.
2 implies 1. Suppose ρ is more mixed than ρ′ and that dimHA = n, then

by theorem 3.1.19 there exist probabilities λj and unitary matrices Uj such
that ρ =

∑
j λjUjρU

†
j . Consider now |Ψ〉, and de�ne Kraus operators for

Alice's quantum instrument {Aj} applied to |Ψ〉 like in eq. (3.1.7) as

Mj
√
ρ :=

√
λjρ′U

†
j . (3.1.8)

Let us multiply on the left by the adjoint, that is
√
ρM †

j ,

√
ρM †

jMj
√
ρ = λjUjρ

′U †j

and sum over j

√
ρ

(∑
j

M †
jMj

)
√
ρ =

∑
j

λjUjρ
′U †j = ρ.

First, let us deal with the case when ρ is invertible, namely when it has
full rank n. In this case,

√
ρ is invertible too, and therefore we conclude

that
∑

jM
†
jMj = 1, and therefore the Mj's are really Kraus operators of a

quantum instrument. If Alice obtains outcome j, then the state on A becomes
MjρM

†
j = λjρ

′ (see eq. (3.1.8)). This means that 1
λj

(Aj ⊗ I) (|Ψ〉 〈Ψ|) and
|Ψ′〉 〈Ψ′| have the same marginal on A. Hence, they di�er by a unitary
channel Uj on B, yielding

∑
j

Ψ

A Aj
&&

A

B U (j) B
= Ψ′

A

B
.
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Now consider the case when the rank of ρ is k < n, namely ρ has k non-
vanishing eigenvalues. Its vector of eigenvalues, arranged in increasing order,

can be represented as p =

(
0 . . . 0︸ ︷︷ ︸
n−k

p1 . . . pk
)t
. Let p′ =

(
p′1 . . . p′n

)t
be the vector of the eigenvalues of ρ′ in increasing order. By hypothesis,
p � p′, therefore, recalling the majorization conditions for vectors in in-
creasing order, we have

0 ≥
n−k∑
j=1

p′j,

which means that p′1 = . . . = p′n−k = 0. Therefore ρ′ has at most k non-
vanishing eigenvalues, and its rank is less than or equal to k. As a con-
sequence, if the rank of ρ is k < n, we can choose A to be a smaller Hilbert
space of dimension k, because both ρ and ρ′ live there. Then we repeat the
same argument as above for the full-rank case, because in this smaller Hilbert
space ρ has maximum rank.

Now the issue of pure state convertibility by LOCC protocol has been
turned into checking the majorization conditions on the marginals of the
pure states involved, which is de�nitely an easier task.

The duality enables us to better understand the entanglement preorder
of pure bipartite states. Indeed, now we can characterize the equivalence
classes of equally entangled pure states.

Proposition 3.1.22. The pure bipartite states |Ψ〉 and |Ψ′〉 of system AB
are equally entangled if and only if there exist two unitary operators UA on
A and VB on B such that |Ψ′〉 = (UA ⊗ VB) |Ψ〉.

Proof. Su�ciency was proven on page 69, and it does not require duality.
To prove necessity we must resort to duality. Suppose |Ψ〉 is as entangled

as |Ψ′〉. Then, if ρ and ρ′ are the marginals on A of |Ψ〉 and |Ψ′〉 respectively,
we know that ρ is as mixed as ρ′. By proposition 3.1.18, there exists a unitary
operator UA acting on A such that ρ′ = UAρU

†
A. As a consequence, the pure

states (UA ⊗ 1) |Ψ〉 and |Ψ′〉 have the same marginal on A. Therefore they
di�er by a unitary operator VB on B, namely |Ψ′〉 = (UA ⊗ VB) |Ψ〉.

We can also identify the states which are the maximum in the entan-
glement preorder, not only between pure states, but also between generic
bipartite states.



CHAPTER 3. EXAMPLES OF RESOURCE THEORIES IN QUANTUMMECHANICS83

Proposition 3.1.23. The maximum of the entanglement order is given by
the equivalence class of the puri�cations of the maximally mixed state χ = 1

n
1,

where n is the dimension of the Hilbert space concerned.

Proof. Since χ is more mixed than any state, by the duality, every puri�cation
of it is more entangled than any other pure state.

To prove that the states in the equivalence class of the puri�cations of χ
are more entangled than any (possibly mixed) state, consider a generic bipart-
ite state Σ. Σ can be written as a mixture of pure states, Σ =

∑
j pj |Ψj〉 〈Ψj|,

where the pj's are probabilities. Now, for every pure state |Ψj〉 there exists
an LOCC channel Cj such that |Ψj〉 〈Ψj| = Cj (|Φ〉 〈Φ|), where |Φ〉 is a generic
element of the equivalence class of the puri�cations of χ. Therefore, sum-
ming over j, one has Σ =

∑
j pjCj (|Φ〉 〈Φ|), and clearly

∑
j pjCj is an LOCC

channel. This shows that |Φ〉 〈Φ| �ent Σ for any bipartite state Σ.

Finally, by using the duality, we can show that the resource theory of
entanglement admits catalysts [50].

Example 3.1.24. Consider the bipartite system AB described by the Hilbert
space HAB ≈ C4 ⊗ C4. Let {|0〉 , |1〉 , |2〉 , |3〉} be an orthonormal basis for
each of the two subsystems. Consider the bipartite states

|Ψ〉 =

√
2

5
|00〉+

√
2

5
|11〉+

1√
10
|22〉+

1√
10
|33〉

and
|Ψ′〉 =

1√
2
|00〉+

1

2
|11〉+

1

2
|22〉 .

Let us compare the degree of entanglement of |Ψ〉 and |Ψ′〉. To do that, let
us consider the vectors of the eigenvalues of their marginals, They are

p =


2
5
2
5
1
10
1
10

 p′ =


1
2
1
4
1
4

0

 .

We have 1
2
> 2

5
, therefore p′ � p, but we have 2

5
+ 2

5
> 3

4
, therefore p � p′.

This means that |Ψ〉 and |Ψ′〉 are not comparable.
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Now consider an additional system C with Hilbert space HC ≈ C2 ⊗ C2,
and the pure state

|c〉 =

√
3

5
|00〉+

√
2

5
|11〉 .

|c〉 acts as a catalyst for the transformation of |Ψ〉 into |Ψ′〉. We will prove
that there exists an LOCC protocol transforming |Ψ〉AB |c〉C into |Ψ′〉AB |c〉C.
To do that it is enough to check the majorization condition when we take
the tensor product of the marginals of |Ψ〉 and |Ψ′〉 with the marginals of
|c〉. Both marginals of |c〉 have eigenvalues c =

(
3
5

2
5

)t
. Therefore now we

have
p⊗ c =

(
6
25

6
25

4
25

4
25

3
50

3
50

1
25

1
25

)t
p′ ⊗ c =

(
3
10

1
5

3
20

3
20

1
10

1
10

0 0
)t

Now it is easy to check that p⊗ c � p′ ⊗ c, therefore there exists an LOCC
protocol transforming |Ψ〉AB |c〉C into |Ψ′〉AB |c〉C. Hence |c〉 is a catalyst.

3.1.3 Entanglement monotones

Since we have set forth a duality between pure-state entanglement and mix-
edness, searching for pure-state entanglement monotones is equivalent to
searching for measures of mixedness for their marginals. Such functions pre-
serve the mixedness preorder in the following sense.

De�nition 3.1.25. A real function f : L (H) −→ R is called a measure of
mixedness if for every pair of states ρ, ρ′ ∈ L (H), we have f (ρ) ≥ f (ρ′)
whenever ρ is more mixed than ρ′.

As it is known, functions of states are functions of their eigenvalues,
and this is a good point, for mixedness depend only on the eigenvalues of a
state. According to de�nition 3.1.15, a measure of mixedness is such that
f (p) ≥ f (p′) whenever p � p′. Such functions are called Schur-concave
functions.

De�nition 3.1.26. A real-valued function f : Rn −→ R is called Schur-
concave if f (x) ≥ f (y) whenever x � y, for every x, y ∈ Rn.

A real-valued function f : Rn −→ R is called Schur-convex if f (x) ≤ f (y)
whenever x � y, for every x, y ∈ Rn.
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Using doubly stochastic matrices, the de�nitions of Schur-concave and
Schur-convex functions can be rephrased as follows.

Proposition 3.1.27. A function f is Schur-concave if and only if

f (Px) ≥ f (x)

for every doubly stochastic matrix P of order n and for every x ∈ Rn.
A function f is Schur-convex if and only if

f (Px) ≤ f (x)

for every doubly stochastic matrix P of order n and for every x ∈ Rn.

Proof. By theorem 3.1.14, Px � x, for every doubly stochastic matrix P .
Therefore f is Schur-concave if and only if f (Px) ≥ f (x). Similarly one
proves the statement for Schur-convex functions.

Therefore in our setting measures of mixedness coincide with Schur-
concave functions, which are also pure-state entanglement monotones, thanks
to the duality (subsection 3.1.2). Let us see some examples of Schur-concave
functions.

Example 3.1.28. A function f : Rn −→ R is called symmetric if f (Πx) =
f (x) for any permutation matrix Π. Every symmetric and concave function
is also Schur-concave [80]. As a special case, every concave and separate-
variable7 function is Schur-concave.

One of the most paradigmatic example of Schur-concave function on vec-
tors of probabilities is Shannon entropy [83] H (p) = −

∑n
i=1 pi loga pi, where

a > 1. Note that Shannon entropy is a concave and separate-variable func-
tion. In the quantum context, regarded as a function of a density operator,
it becomes von Neumann entropy [84]

S (ρ) = −tr ρ loga ρ = −
n∑
j=1

pj loga pj = H (p) ,

where p is the vector of the eigenvalues of ρ. Therefore von Neumann entropy
is an entanglement monotone.

7Recall a function f : Rn −→ R is called a separate-variable function if f (x) =∑n
i=1 g (xi), where g : R −→ R is a real function.



CHAPTER 3. EXAMPLES OF RESOURCE THEORIES IN QUANTUMMECHANICS86

3.2 The resource theory of purity

Now let us turn to the other important example of resource theory in the
quantum case, which has been already considered in the literature as as a
starting point towards an informational axiomatization of quantum thermo-
dynamics [85, 86].

The free operations of the resource theory of purity is generated by the
following operations:

• adding ancillary systems in the maximally mixed state χ = 1
n
1, where

n is the dimension of the ancillary system;

• applying unitary channels U (•) = U • U †;

• taking the partial trace over a system.

According to this de�nition, the only free state is the maximally mixed state,
and this is the reason why we call this theory a resource theory of purity.

Remark 3.2.1. Note that the fact that χ is the only free state is compatible
with the requirement that free states have to be closed under parallel com-
position (see section 2.3). Indeed, in quantum mechanics χA ⊗ χB = χAB.
This is not true in general in GPTs, and this is why we will have to depart
from the de�nition of resource theory of purity presented in this section,
when trying to extend it to GPTs.

Combining all the three kinds of generating free operations, it is not hard
to see that the most general free transformation on system A is a quantum
channel of the form

N (ρA) = trE

[
UAE

(
ρA ⊗

1

dE

1E

)
U †AE

]
, (3.2.1)

where dE is the dimension of the Hilbert space associated with the ancillary
system E, and UAE is a unitary operator acting on AE. A channel of the form
of eq. (3.2.1) is called noisy operation. Unfortunately, noisy operations are
not a (topologically) closed set, as shown by Shor [87], therefore we choose to
consider as a noisy operation any quantum channel which can be arbitrarily
well approximated by noisy operations of the form of eq. (3.2.1).

As explained in section 2.2, we can establish a hierarchy among the states
of a system by using noisy operations.
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De�nition 3.2.2. We say that a state ρ is purer than a state ρ′ if there
exists a noisy operation N , such that ρ′ = N (ρ). In this case we will write
ρ �pur ρ

′.

This can be explained intuitively as the fact that during the evolution de-
scribed by N , the state ρ is put into contact with a maximally mixed state,
which is later removed, thereby �absorbing� some mixedness from the ancil-
lary system in the maximally mixed state. Let us show that the maximally
mixed state χ is a minimal element of the purity relation, namely if χ �pur ρ,
then ρ = χ.

Proposition 3.2.3. Consider a Hilbert space H ≈ Cn. For any state ρ on
H, if χ �pur ρ, then ρ = χ, where χ = 1

n
1.

Proof. Suppose χ is purer than ρ. Then there exists a noisy transformation
N such that N (χ) = ρ. Recalling eq. (3.2.1), we get

ρ = N (χ) = trE

[
UAE

(
1

n
1⊗ 1

dE

1E

)
U †AE

]
=

= trE

[
UAE

(
1

ndE

1AE

)
U †AE

]
= trE

(
1

ndE

1AE

)
=

1

n
1 = χ.

This concludes the proof.

In subsection 3.1.1 we de�ned a mixedness preorder between single-system
states. Mixedness and purity seem to be opposite concepts, therefore we an-
ticipate that the mixedness relation will be related somehow to the present
de�nition of the purity preorder. Is the mixedness relation just the re-
verse preorder? To answer this question we need to understand the rela-
tion between noisy operations and RU channels [86], which are the channels
related to the mixedness preorder (see theorem 3.1.19). The proof of the
following lemma is an improvement of the proof presented in [86], and �xes
some bugs present there.

Lemma 3.2.4. RU channels are a strict subset of noisy operations.

Proof. Let us prove that every RU channel R =
∑m

j=1 pjUj on system A,
where the pj's are probabilities and the Uj's are unitary channels, can be
realized as a noisy operation. Consider an ancillary system E with Hilbert
space HE ≈ CN , initially completely uncorrelated with system A, and in the
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maximally mixed state χE. For every j = 1, . . . ,m arising in the de�nition
of R, consider a subspace Hj of HE, with dimHj = [pjN ], where [pjN ] is
the integral part8 of pjN , such that we can write HE as HE =

⊕m+1
j=1 Hj, and

the subspaces Hj's are orthogonal to each other for every j. Now, de�ne a
unitary operator UAE as follows

UAE :

{
|ψ〉A |ϕ〉E 7→ Uj |ψ〉A |ϕ〉E if |ϕ〉E ∈ Hj, for all j = 1, . . . ,m

|ψ〉A |ϕ〉E 7→ |ψ〉A |ϕ〉E if |ϕ〉E ∈ Hm+1

,

and extended by linearity. We end up having a unitary operator of the form9

UAE =
m+1∑
j=1

Uj ⊗ Pj, (3.2.2)

where we set Um+1 = 1, and Pj is the orthogonal projector on the subspace
Hj for all j = 1, . . . ,m+ 1. Now let us consider the noisy operation

N (ρ) = trE

[
UAE (ρ⊗ χE)U †AE

]
,

where UAE is given by eq. (3.2.2). Inserting the expression of UAE, we get

N (ρ) = trE

(
m+1∑
j,k=1

UjρU
†
k ⊗ PjχPk

)
=

1

N
trE

(
m+1∑
j,k=1

UjρU
†
k ⊗ PjPk

)

=
1

N
trE

(
m+1∑
j,k=1

UjρU
†
k ⊗ δjkPj

)
=

1

N
trE

(
m+1∑
j=1

UjρU
†
j ⊗ Pj

)
=

1

N

m+1∑
j=1

(trEPj)UjρU
†
j .

Now, the trace of a projector is the dimension of the subspace on which it
projects. Hence

N (ρ) =
m+1∑
j=1

(
1

N
dimHj

)
UjρU

†
j . (3.2.3)

We have obtained that the noisy operation gives rise to a RU channelR′ (ρ) =∑m+1
j=1 p′jUjρU

†
j , where p′j := 1

N
dimHj, and where Um+1 = 1 (the other

8Recall the integral part of a real number is de�ned as [x] := maxn∈Z {n ≤ x}.
9A unitary operator of this form is usually called control-unitary, the system where the

projectors Pj act is called control system, and the system where the unitary operators Uj

act is called target system.
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unitary operators being the same as in R). This is almost the desired result.
Now we want to show that in the limit of large N , we getR. This would mean
that R can be arbitrarily well approximated by a noisy operation, therefore
it is a noisy operation itself.

The �rst step is to prove that we can get rid of the term with the identity
(j = m+ 1). The dimension of the �residual� subspace Hm+1 is dimHm+1 =
N −

∑m
j=1 [pjN ]. Since by de�nition [pjN ] ≤ pjN ≤ [pjN ] + 1, then 0 ≤

pjN − [pjN ] ≤ 1, and by summing over j, for j = 1, . . . ,m, we get 0 ≤
dimHm+1 ≤ m. In other words

0 ≤ 1

N
dimHm+1 ≤

m

N

and therefore in the limit of N → +∞, the term 1
N

dimHm+1 vanishes: the
sum in eq. (3.2.3) has at most m non-vanishing terms, like R.

Now we want to prove that for j = 1, . . . ,m, the terms 1
N

dimHj =
[pjN ]

N

converge to pj in the limit of N → +∞. As pjN−1 ≤ [pjN ] ≤ pjN , we have

pj −
1

N
≤ [pjN ]

N
≤ pj.

This means that when N → +∞, [pjN ]

N
converges to pj. We have shown that

every RU channel can be approximated arbitrarily well by noisy operations.
The proof of the strict inclusion is far more technical and we recommend

the interested reader to refer to [87].

Therefore there is some relation between noisy operations and RU chan-
nels. Since noisy operations are more general than RU channels, one may
expect that the purity de�ned given via RU channels (as the reverse mixed-
ness relation) is a restricted version of the purity relation de�ned via noisy
operations. Nonetheless, the relation is tighter than what it seems at �rst
glance, as shown in the following theorem.

Theorem 3.2.5. Let ρ and ρ′ be two states. The following are equivalent.

1. ρ′ = N (ρ), where N is a noisy operation.

2. ρ′ = R (ρ), where R is a RU channel.
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Proof. By lemma 3.2.4, RU channels are noisy operations, therefore it is
immediate that 2 implies 1. The converse implication is non-trivial. Diag-
onalize ρ and ρ′ as ρ =

∑n
j=1 pj |ψj〉 〈ψj| and ρ′ =

∑n
j=1 p

′
j |ϕj〉 〈ϕj|. Suppose

ρ′ = N (ρ), then
n∑
j=1

p′j |ϕj〉 〈ϕj| =
n∑
j=1

pjN (|ψj〉 〈ψj|) .

Let us multiply on the left by 〈ϕk| and on the right by |ϕk〉. We get

p′k =
n∑
j=1

pj 〈ϕk| N (|ψj〉 〈ψj|) |ϕk〉 .

This expression can be rewritten as p′k =
∑n

j=1 Pkjpj, where Pkj := 〈ϕk| N (|ψj〉 〈ψj|) |ϕk〉.
Now we will prove that the Pkj's are the entries of a doubly stochastic matrix
P . Now,

〈ϕk| N (|ψj〉 〈ψj|) |ϕk〉 ≥ 0,

because N is a (completely) positive map (quantum channel). Then
n∑
k=1

Pjk =
n∑
k=1

〈ϕk| N (|ψj〉 〈ψj|) |ϕk〉 = trN (|ψj〉 〈ψj|) = 1,

because {|ϕk〉}nk=1 is an orthonormal basis, and N is trace-preserving. Fi-
nally,

n∑
j=1

Pjk =
n∑
j=1

〈ϕk| N (|ψj〉 〈ψj|) |ϕk〉 = 〈ϕk| N (1) |ϕk〉 =

= n 〈ϕk| N (χ) |ϕk〉 ,
where we used the fact that {|ψj〉}nj=1 is an orthonormal basis. By proposi-
tion 3.2.3, N (χ) = χ. Therefore,

n∑
j=1

Pjk = n 〈ϕk|
1

n
1 |ϕk〉 = 〈ϕk |ϕk〉 = 1.

If p =
(
p1 . . . pn

)t
is the vector of the eigenvalues of ρ, and p′ =(

p′1 . . . p′n
)t

is the vector of the eigenvalues of ρ′, we have p′ = Pp,
and since P is doubly stochastic, this means p′ � p. Hence ρ′ is more
mixed than ρ, and by theorem 3.1.19 there exists a RU channel R such that
ρ′ = R (ρ).
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Therefore, whenever we can transform a state into another by a noisy
operation, we can achieve the same result by using a RU channel. As a
consequence, noisy operations and RU channels give rise exactly to the same
purity preorder. In the case of RU channel, this is de�ned as the reverse order
given by mixedness relation, namely ρ is purer than ρ′ if there exists a RU
channel such that ρ′ = R (ρ). Therefore the terminology of de�nition 3.2.2
is well posed. As special cases, we get that the maximally mixed state is not
only a minimal element, but also a minimum in the purity relation and that
pure states are purer than every state, even according to the de�nition via
noisy operations.

Theorem 3.2.5 is important also because it gives us a practical way to
study the convertibility of states under noisy operations, which is again ma-
jorization. In this way, we have ρ �pur ρ

′ if and only if p′ � p, where p is
the vector of the eigenvalues of ρ and p′ is the vector of the eigenvalues of ρ′.

Rephrasing example 3.1.24, we see that the resource theory of purity
admits catalysts.

Example 3.2.6. Consider the states ρ, and ρ′ on HA ≈ C4, with eigenvalues
p =

(
2
5

2
5

1
10

1
10

)t
and p′ =

(
1
2

1
4

1
4

0
)t
respectively. As noted in

example 3.1.24, since p � p′, and p′ � p, there exist no noisy operations
converting ρ into ρ′ or vice versa. But any state σ on HC with eigenvalues
c =

(
3
5

2
5

)t
acts as a catalysts, for the state ρ′⊗σ can be transformed into

ρ⊗ σ by a noisy operation (see again example 3.1.24).

3.2.1 Purity monotones

Now we can look for purity monotones. Essentially, since the purity preorder
induced by noisy operations is just the reverse preorder given by mixedness
(see subsection 3.1.1), purity monotones can be generated from measures of
mixedness (which are also entanglement monotones) in the following way: if
f : L (H) −→ R is a measure of mixedness, then g ◦ f : L (H) −→ R is a
purity monotone, where g : R −→ R is a decreasing function. The simplest
choice is to take g (x) = −x.

Purity monotones are therefore Schur-convex functions (see de�nition 3.1.26)
of states, indeed the basic requisite is that f (ρ) ≥ f (ρ′) whenever ρ is purer
than ρ′, namely p′ � p, where p and p′ are the vectors of the eigenvalues
of ρ and ρ′ respectively. Examples of Schur-convex functions can be derived
easily from example 3.1.28.
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Example 3.2.7. Every symmetric and convex function is a Schur-convex
function [80], and, as a special case, every convex and separate-variable func-
tion is Schur-convex. This class of Schur-convex functions plays a special
role, for it is a complete family of purity monotones.

In subsection 2.2.2 we saw that every theory admits a complete family of
resource monotones. For the resource theory of purity, it is given by convex
and separate-variable functions [82, 80].

Proposition 3.2.8. Let x, y ∈ Rn. We have x � y if and only if f (x) ≤
f (y) for every convex and separate-variable function f .

Proof. See ref. [80].

In this way we have ρ �pur ρ
′ if and only if f (ρ) ≥ f (ρ′) for every convex

and separate-variable function f .

3.3 Other examples

In this section we present a couple of further examples of quantum resource
theories.

3.3.1 Quantum resource theory of asymmetry

We start from the quantum resource theory of asymmetry [88, 89, 90]. Sym-
metries are a powerful tool in theoretical physics to reduce the complexity of
a problem, which might not be solved exactly without their aid.

Let us consider a group G acting on the density operators of a Hilbert
space H through a projective unitary representation Ug, Ug (ρ) = UgρU

†
g ,

where Ug is a projective unitary representation on the rays of H of G. Note
that in the parallel composition of two systems one needs to consider the
tensor product of the representations associated with the two Hilbert spaces.

Now we must de�ne which quantum states and operations are free.

De�nition 3.3.1. A quantum operation M : L (H) → L (H′) is called
covariant under the action of the group representation if

MUg = U ′gM, (3.3.1)

for all g ∈ G, where Ug acts on L (H) and U ′g on L (H′).
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In this way, M preserves the symmetry of systems under the action of
G. We declare that all covariant quantum operations are free. This induces
also a notion of free states (see section 2.3). Indeed, when we have a state ρ,
the input representation Ug is the trivial representation, therefore eq. (3.3.1)
becomes, after getting rid of primes,

ρ = Ug (ρ) = UgρU
†
g (3.3.2)

for all g ∈ G. Eq. (3.3.2) de�nes free states. In other words, a state is free if
and only if it is left invariant by the group representation.

In a resource theory of asymmetry, one can introduce a preorder by setting
that a state ρ is more asymmetric than ρ′ (or that ρ′ is more symmetric
than ρ) if there exists a covariant channel C such that ρ′ = C (ρ). The
invariant states are the minimal elements. Indeed, if an invariant state ρ is
more asymmetric than σ, then σ is invariant too. In symbols, if ρ is more
asymmetric than σ, then σ = C (ρ). Let us apply a generic U ′g, then

U ′g (σ) = U ′gC (ρ) = CUg (ρ) = C (ρ) = σ,

where we used the fact that the quantum channel C is covariant and that
ρ is invariant. In this way, the application of covariant quantum channels
increases the level of symmetry in a system.

Having established a preorder of density operators according to their sym-
metries, one can de�ne also measures of asymmetry, which have been shown
to play a major role in generalizations of Nöther's theorem [91].

Note that all the present discussion can be easily exported to GPTs be-
cause it is entirely operational.

3.3.2 Quantum resource theory of athermality

The quantum resource theory of athermality [4, 12, 10, 86, 17] is a generaliz-
ation of the quantum resource theory of purity. In such a setting we consider
quantum systems equipped with a Hamiltonian operator H, and we also �x
a temperature T throughout. Now, when composing di�erent quantum sys-
tems with Hamiltonian operators H and H ′, the Hamiltonian operator of the
composite system will be H ⊗ 1 + 1⊗H ′.

We de�ne free processes starting from a generating set, as done above
with the resource theory of purity. Free operations are
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• adding ancillary systems in the Boltzmann state ρ = 1
Z

e−βH , where β
is Boltzmann's factor (β = 1

kT
, where k is Boltzmann's constant), H

is the Hamiltonian operator, and Z is the canonical partition function
(Z = tr e−βH);

• unitary channels U (•) = U • U † which preserve energy, namely where
the unitary operators U commute with the Hamiltonian operator;

• taking the partial trace over a system.

It can be shown that the most general free process on a system A is a quantum
channel of this form:

C (ρA) = trE

[
UAE

(
ρA ⊗

1

ZE

e−βHE

)
U †AE

]
, (3.3.3)

where UAE is a unitary operator that commutes with the Hamiltonian op-
erator of system AE, which is HA ⊗ 1E + 1A ⊗ H ′E. From this result, for
a given system at a �xed temperature T , there is only one free state: the
Boltzmann state at temperature T . Any other state is a costly resource, even
Boltzmann states at a di�erent temperature T ′. In this way, free resources
are states at thermal equilibrium, because one can think that systems evolve
naturally towards thermal equilibrium when they are put into contact with
a thermal bath, therefore Boltzmann state are particularly easy to obtain.
In this vein, states out of thermal equilibrium represent more valuable (or
costly) resources, therefore here we have a resource theory of athermality.

According to section 2.2, if ρ′ = C (ρ), where C is given by eq. (3.3.3),
we say that ρ is more athermal than ρ′, or, equivalently, that ρ′ is more
thermal than ρ. Then reason why we can say so is not only mathematical,
but also physical. Indeed, a closer look at eq. (3.3.3) enables one to grasp
the physical meaning of such a (free) quantum channel. Indeed, if ρ evolves
under C, ρ is put into contact with an environment E in a Boltzmann state
at temperature T , then it evolves according to an energy-preserving unitary
channel (e.g. the time evolution itself, as the system + environment can be
regarded as an isolated system) and eventually the environment is removed
(discarded by a partial trace). This process puts ρ into thermal contact with
a bath at temperature T , and this will drive ρ closer to the equilibrium state,
that is the Boltzmann state. This is why we can say that ρ′ = C (ρ) is more
thermal than ρ.
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Remark 3.3.2. Note that the resource theory of purity is a special case of the
resource theory of athermality when the Hamiltonian of all systems is trivial,
i.e. a multiple of the identity. In this case we have the maximally mixed state
in place of the Boltzmann state.



Chapter 4

Examples of resource theories in

general probabilistic theories

In this chapter explore the full generalization of the methods presented in
chapter 2, by trying to export the resource theories of the previous chapter
to the framework of GPTs. The principles of chapter 2 will provide guidance
for this task. Besides being a mathematical exercise, this is in fact a most
important step one should take to gain a deeper insight on those resource
theories. Indeed, if entanglement is so central in quantum mechanics, one
would like to understand its power even out of the original framework in
which it was developed. Such an extension may potentially bring new ideas
about how to harness the resource of entanglement even in the quantum
domain itself.

The results of this chapter have already been exposed for the �rst time
in ref. [92], a joint work with G. Chiribella, and partially also in [55]. Here
we will stress the resource-theoretic perspective.

In order to have sensible and well-behaved resource theories we need to
set some axioms on the framework of causal GPTs (see chapter 1). This an
interesting point, because we see how desirable resource-theoretic properties
can lead us in the search of physical theories supporting them. Indeed,
suppose we are looking for an extension or a restriction of quantum mechanics
that supports a duality between entanglement and mixedness, in the sense
of subsection 3.1.2. By identifying the axioms that allow that, we can rule
out some candidate theories from the very beginning.

Like in the quantum case, even in GPTs satisfying some reasonable ax-
ioms, the resource theories of entanglement and purity will prove to be in-

96
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timately related to each other, therefore providing a good starting point for
an information-theoretic axiomatization of thermodynamics.

We will start by examining the resource theory of entanglement in sec-
tion 4.1, which will not need any additional axioms besides Causality. In
section 4.2 we focus on pure-state entanglement, and speci�cally on trying
to identify the axioms that guarantee the validity of Lo-Popescu theorem
even in GPTs. In this way, we are able to prove that every LOCC protocol
with a pure state as input can simulated by a 1-way LOCC protocol. The
axioms we identify, Purity Preservation and Local Exchangeabiliy, are satis-
�ed by a broad class of causal GPTs. In section 4.3 we de�ne the resource
theory of purity, but we will see that we must depart from the de�nition
given in quantum theory (cf. section 3.2). In the GPT case, purity will arise
as the ability to control the evolution of a state. In section 4.4 we prove the
entanglement-mixedness duality, making use of the previously introduced ax-
ioms of Purity Preservation and Local Exchangeability, supplemented by the
Puri�cation principle. Speci�cally, Puri�cation characterizes all the theories
admitting a fundamental level where all the processes are pure and revers-
ible. In section 4.5 we examine the consequences of this duality as far as
the existence of maximally entangled states is concerned. Then we move to
the topic of entanglement and purity monotones in section 4.6. Finally, in
section 4.7 we see how resource-theoretic properties pose some constraints on
the axiom a theory must satisfy. Speci�cally, we show that the present set of
axioms implies a strengthened version of then Puri�cation principle, called
Symmetric Puri�cation.

4.1 The resource theory of entanglement

Entanglement is not a speci�cally quantum feature, for it emerges in a num-
ber of GPTs [25, 93].

Recall that the quantum resource theory is based on LOCC protocols,
which are an operational notion and therefore they can be easily exported to
arbitrary theories. Again, consider two parties, Alice and Bob, who perform
a sequence of local tests, and exchange classical communication between
each other. In this way, the outcome of a test can depend on the outcomes
of previous tests. Recall that the ability to perform conditioned tests is
guaranteed by causality (see section 1.3). To be more concrete, refer again
to diagram (3.1.1). There



CHAPTER 4. EXAMPLES OF RESOURCE THEORIES IN GPTS 98

1. Alice performs a test {Ai1} and communicates her outcome to Bob;

2. Bob performs a test
{
B(i1)
i2

}
and communicates his outcome to Alice;

3. Alice performs a test
{
A(i1,i2)
i3

}
.

Again we can de�ne the associated LOCC channel as1

L =
∑
j1,j2,j3

[
A(j1,j2)
j3

Aj1 ⊗ B
(j1)
j2

]
.

As explained in section 1.3, superscripts in round brackets want to highlight
the dependence of a test on the outcome of a previous one.

Like in the quantum case, we de�ne LOCC protocols to be free operations.
Free states are therefore those which can be prepared using an LOCC pre-
paration protocol, which are called separable states, in analogy with quantum
theory. To characterize them, consider Alice performing a preparation-test
{ρi} and Bob performing a preparation-test

{
σ

(i)
j

}
, depending on Alice's

outcome i, which she communicates to Bob. After coarse-graining, since the
two parties act locally, one has that the state is ρAB =

∑
i,j ρi,A⊗σ

(i)
j,B, which,

turning to normalized states, becomes ρAB =
∑

i,j piρi,A⊗ q
(i)
j σ

(i)
j,B, where the

pi := ‖ρi‖A and q(i)
j :=

∥∥∥σ(i)
j

∥∥∥
B
. ρAB can be rewritten as

ρAB =
∑
i

piρi,A ⊗
∑
j

q
(i)
j σ

(i)
j,B =

∑
i

piρi,A ⊗ σ′i,B,

where σ′i,B :=
∑

j q
(i)
j σ

(i)
j,B. Now we are entitled to give the following de�nition.

De�nition 4.1.1. A (normalized) bipartite state ρAB ∈ St1 (A⊗ B) is called
separable if it can be written as ρAB =

∑
i piρi,A ⊗ σi,B, where the pi's are

probabilities, ρi,A is a state of system A, and σi,B is a state of system B, for
every i.

Entangled states will be our costly resources; as such, they cannot be
generated via LOCC protocols.

1Here we can choose letter L, to mean LOCC, since there is no possibility of ambiguity
with the same letter used to denote bounded operators on a Hilbert space.
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De�nition 4.1.2. A bipartite state ρ ∈ St (A⊗ B) is called entangled if it
is not separable.

Not all GPTs admit entangled states, classical theory being a counter-
example thereof. Therefore, the following treatment will be relevant only to
GPTs admitting entangled states, but, as noted above, this does not mean
that such GPTs are quantum.

Since LOCC protocols are our free operations, we can use them to estab-
lish a hierarchy among bipartite states according to their degree of entangle-
ment, as done in the quantum case.

De�nition 4.1.3. Given two states ρ ∈ St (A⊗ B) and ρ′ ∈ St (A⊗ B), we
say that ρ is more entangled than ρ′, denoted by ρ �ent ρ

′, if there exists
an LOCC protocol that transforms ρ into ρ′, i.e. if ρ′ = Lρ for some LOCC
channel L.

We can easily see that every state is more entangled than a separable
state.

Proposition 4.1.4. Every bipartite state is more entangled than any separ-
able state.

Proof. The proof is very similar to that of proposition 3.1.3. Consider the
separable state σAB =

∑
i piαi,A ⊗ βi,B. We can consider the LOCC protocol

acting on ρ ∈ St (A⊗ B)

pi

αi A

βi
B

= ρ

A Ai
&&

A

B B(i) B
,

where Ai is a transformation of a test on A, which prepares αi,A with
probability pi and B(i) is a channel on B which prepares βi,B, depending
on the outcome of the test {Ai}. In other words, Ai = pi |αi)A (tr|A and
B(i) = |βi)B (tr|B. By taking the coarse-graining over the outcome i, we get
the separable state σAB =

∑
i piαi,A ⊗ βi,B. This proves that ρAB is more

entangled than σAB.

Like in the quantum case, and according to the general framework of
resource theories, the relation �ent is a preorder.

De�nition 4.1.5. If ρ �ent ρ
′ and ρ′ �ent ρ, then we say that ρ and ρ′ are

equally entangled (or that ρ is as entangled as ρ′), denoted by ρ ∼ent ρ
′.
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Note that ρ ∼ent ρ
′ does not imply that ρ and ρ′ are equal: for example,

every two separable states are equally (un)entangled, as as already noted
in the quantum case in section 3.1. Speci�cally, the equivalence class of
separable states is the minimum of the entanglement order.

Similarly, two bipartite states that di�er by local reversible channels are
equally entangled: ρAB ∼ent (UA ⊗ VB) ρAB, for the same reasons as in the
quantum case. Is the converse true? Namely, if two bipartite states are
equally entangled, can we conclude that they di�er by local reversible chan-
nels? We will be able to provide an answer to this question later for the pure
states of a special class of GPTs (see section 4.5).

4.2 An operational Lo-Popescu theorem

In this section we want to study under which assumptions we are able to
prove the analogue of Lo-Popescu theorem (theorem 3.1.6) for LOCC pro-
tocols in GPTs. We would like to show that when we are dealing with pure
states, we can always restrict ourselves to 1-way LOCC protocols to study
the entanglement relation.

4.2.1 Two operational requirements

The �rst is axiom we are going to set is Purity Preservation.

Axiom 4.2.1 (Purity Preservation [26, 29, 38]). Sequential and parallel com-
position of two pure transformations yields a pure transformation.

Considering the theory as an algorithm to make deductions about physical
processes, Purity Preservation ensures that, when presented with maximal
information about two processes, the algorithm outputs maximal information
about their composition [38].

Speci�cally, the product of two pure states is pure, a result that could
be proved also using Local Tomography [24, 25, 26, 28, 29], but here we
regard Purity Preservation as more fundamental, for Local Tomography is
not satis�ed by quantum mechanics on a real Hilbert space [94, 53, 95], which
instead satis�es Purity Preservation.

Our second requirement imposes a symmetry on pure bipartite states.

Axiom 4.2.2 (Local Exchangeability). For every pure bipartite state Ψ ∈
PurSt (A⊗ B), there exist two channels C ∈ Transf (A,B) and D ∈ Transf (B,A)
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such that

Ψ

A C B

B D A
= Ψ

A

SWAP

B

B A
. (4.2.1)

where SWAP is the swapping operation, de�ned in subsection 1.1.3.

Note that, in general, the two channels C and D depend on the speci�c
pure state Ψ.

Local Exchangeability is trivially satis�ed by classical probability theory,
where all pure bipartite states are of the product form. Less trivially, it is
satis�ed by quantum theory, both on complex and on real Hilbert spaces.

Example 4.2.3. Suppose that A and B are quantum systems, and let HA

and HB be their corresponding Hilbert spaces. By Schmidt decomposition,
every pure state in the tensor product Hilbert space can be written as

|Ψ〉AB =
r∑
j=1

√
pj |αj〉A |βj〉B ,

where
{
|αj〉A

}r
j=1
⊂ HA and

{
|βj〉B

}r
j=1
⊂ HB are orthonormal vectors.

Then we have
SWAP |Ψ〉AB = (C ⊗D) |Ψ〉AB

where C :=
∑r

j=1 |βj〉B 〈αj|A and D :=
∑r

j=1 |αj〉A 〈βj|B. It is immediate to
construct the desired channels C and D, which can be de�ned as

C (ρ) := CρC† +
√
1A − C†Cρ

√
1A − C†C,

where ρ is a state of system A, and

D (σ) := DσD† +
√
1B −D†Dσ

√
1B −D†D.

where σ is a state of system B. Owing to this de�nition, one has

(C ⊗ D) (|Ψ〉 〈Ψ|) = SWAP |Ψ〉 〈Ψ| SWAP,

which is the Hilbert space version of the Local Exchangeability condition of
eq. (4.2.1). Note that everything holds in both the real and the complex case.

There is another example of GPT satisfying Local Exchangeability: it is
the theory of box world [25, 34], which comes directly from a generalization
of the setting of the study of Bell's inequalities [96].
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Example 4.2.4. To study non-locality and Bell inequalities, the standard
approach is to consider two parties, Alice and Bob, who are usually thought to
be spacelike separated. Alice and Bob each choose to measure an observable
A (resp. B) chosen from the set {Ax}x∈X (resp. {By}y∈Y ), where x (resp. y)
labels Alice's (resp. Bob's) choice of observable. Suppose the measurement
of Alice's observables can yield a outcomes and the measurement of Bob's
observables can yield b outcomes. This is the setting in which one obtains
CHSH [97] and Cirel'son's [98] inequalities: it is the case when x, y, a, b can
take only 2 values, which means Alice and Bob each have a 2-level system
(with local hidden variables or genuinely quantum) (a = b = 2), and can
choose between 2 observables (A and A′ for Alice, and B and B′ for Bob)
to measure. Then they can build the quantity S = A ⊗ B + A′ ⊗ B + A ⊗
B′ − A′ ⊗ B′ and compute |〈S〉| on the state they share. In a local hidden
variable scenario, we have |〈S〉| ≤ 2 (CHSH inequality), and in the genuinely
quantum case |〈S〉| ≤ 2

√
2 (Cirel'son's inequality).

Here we take a di�erent approach, for we are interested in the probability
pab|xy, which is the probability of getting outcomes a and b, given that the
choice of observables was x and y. In the classical case (or in the case of
quantum mechanics with local hidden variables λ)

pab|xy =

ˆ
pa|x (λ) pb|y (λ) dPλ,

where dPλ is the probability measure of the hidden variable λ. Therefore the
only in�uence of Alice to Bob is via the local hidden variable λ.

In the quantum case, the two parties share a quantum state ρ. Let {Ex
a}

be the spectral projective measurement of Alice's observable Ax, and let {Ey
b }

be the spectral projective measurement of Bob's observable By. Now, pab|xy
is given by

pab|xy = tr (Ex
a ⊗ E

y
b ρ) .

Now we wish to explore the issue in full generality. We want to impose
only some constraints because we do not want to violate causality by allowing
the case when Alice can communicate Bob a message instantaneously, a
fact known as signalling from Alice to Bob. Suppose Alice performs her
measurement �rst, and wants to communicate her choice of observable to
Bob, namely x. Bob's goal is to retrieve Alice's message x. To do that, he
chooses one of his observables, and he measures it. Only from the statistics of
his measurement results would Bob like to recover x. We want to rule out this
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case, for it would imply the message from Alice is transmitted instantaneously
to Bob. Bob's output probability must be independent from Alice's choice
of observable irrespective of her measurement result. In symbols,∑

a

pab|xy =
∑
a

pab|x′y (4.2.2)

for all x, x′, y and b. Here we are summing over all possible outcomes of
Alice's measurement of her chosen observable. Indeed Bob does not know
Alice's outcome of her measurement, nor is he interested in it. He cares
only about her choice of observable, not about the outcome of her measure-
ment. Eq. (4.2.2) states that Bob cannot infer anything about x because
the

∑
a pab|xy is in fact independent of x, therefore we can rename it as

pb|y :=
∑

a pab|xy. Clearly, by symmetry, a similar constraint must be im-
posed also to avoid signalling from Alice to Bob, which gives rise to the
condition ∑

b

pab|xy =
∑
b

pab|xy′

for all x, y, y′ and a. Therefore, the most general constraints on pab|xy so
that it is a physically sensible probability distribution are

1. pab|xy ≥ 0 for all a, b, x, y;

2.
∑

a,b pab|xy = 1 for all x, y;

3.
∑

a pab|xy =
∑

a pab|x′y for all x, x
′, y, b;

4.
∑

b pab|xy =
∑

b pab|xy′ for all x, y, y
′, a.

Conditions 1 and 2 simply guarantee that pab|xy is a probability distribution,
and conditions 3 and 4 are termed no-signalling conditions, and exclude
signalling. Quite surprisingly, these constraints are not enough to single out
quantum mechanics or classical theory, but they de�ne a GPT, called box
world, which possesses stronger non-local correlation than quantum theory.
In this GPT, states of a bipartite system A ⊗ B are given by no-signalling
probability distributions pab|xy [25, 34].

Now we are interested in pure states, because we want to check if box
world satis�es Local Exchangeability. Not all possible cases of box world
have been completely characterized in the literature, but we will show that
Local Exchangeability holds for the cases studied so far.
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The �rst case is when x, y, a, b ∈ {0, 1}, which means Alice and Bob
each have 2 observables (x, y ∈ {0, 1}), each of them having only 2 possible
outcomes (a, b ∈ {0, 1}). In this case Alice's and Bob's systems are operation-
ally equivalent, with the reversible channel I ∈ Transf (A,B) implementing
the operational equivalence2. Pure states were completely characterized in
ref. [99], and shown to be equal to the standard state [100]

pab|xy =

{
1
2

a+ b ≡ xy mod 2

0 otherwise
, (4.2.3)

up to exchange 0 ↔ 1 in x, y, a, and b. Let Φ be the standard state; all
pure states Ψ can be obtained by performing local reversible channels on
Φ, because such exchanges 0 ↔ 1 are implemented locally and are clearly
reversible. Using diagrams, one has

Ψ
A

B
= Φ

A U A

B V B
, (4.2.4)

where U and V are reversible channels. To see that Local Exchangeability
holds, note that swapping systems A and B is equivalent to exchanging x
with y and a with b. Now, the standard correlation of eq. (4.2.3) is invariant
under exchange x↔ y, a↔ b, meaning that one has

Φ
A

SWAP

B

B A
= Φ

A I B

B I−1 A
, (4.2.5)

where I is the reversible channel de�ned above. Then it is not hard to prove
that every pure state of A⊗ B can be swapped by local operations. Indeed,
one has

Ψ
A

SWAP

B

B A
= Φ

A U A

SWAP

B

B V B A
,

according to eq. (4.2.4). Now,

Φ

A U A

SWAP

B

B V B A
=

2Beware of not confusing I with the identity channel!
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= Φ

A

SWAP

B

SWAP

A U A

SWAP

B

B A B V B A
=

= Φ

A

SWAP

B V B

B A U A
,

where we made use of the property of the swapping operation (see subsec-
tion 1.1.3). Recalling eq. (4.2.5), we have

Φ

A

SWAP

B V B

B A U A
= Φ

A I B V B

B I−1 A U A
.

Again by eq. (4.2.4) we conclude

Ψ
A

SWAP

B

B A
= Ψ

A U−1 A I B V B

B V−1 B I−1 A U A
=:

=: Ψ

A C B

B D A
,

where C := VIU−1 and D := UI−1V−1. This proves the Local Exchangeab-
ility property for all pure bipartite states in the present scenario.

The next case is when we have x, y ∈ {0, 1} (Alice and Bob each have
2 observables), but a and b can take da and db values respectively (this
means that Alice has a da-level system and Bob has a db-level system). In
this setting pure states have been completely characterized in ref. [101]. Up
to local reversible transformations, they are labelled by a parameter k ∈
{2, . . . ,min {da, db}}, and they are such that

pab|xy =

{
1
k

b− a ≡ xy mod k

0 otherwise
. (4.2.6)

Thanks to the local equivalence (see the argument above), it is enough to
prove the validity of Local Exchangeability for correlations in the standard
form of eq. (4.2.6). We distinguish between the two cases xy = 0 and xy = 1.
For xy = 0, swapping x with y and a with b has no e�ect on pab|xy, because



CHAPTER 4. EXAMPLES OF RESOURCE THEORIES IN GPTS 106

b−a ≡ 0 mod k if and only if a− b ≡ 0 mod k. For xy = 1, after swapping
x with y and a with b, one obtains the probability distribution

p′ab|xy =

{
1
k

a− b ≡ 1 mod k

0 otherwise
.

This probability distribution can be obtained from the original one by re-
labelling the outputs as a′ := k − a and b′ := k − b. Such a relabelling
corresponds to local reversible operations on A and B. In other words, Local
Exchangeability holds.

Finally, the last class of extreme non-local correlations characterized in
the literature corresponds to the case of arbitrary number of observables,
but Alice and Bob are restricted to 2-level systems. In this case, the extreme
correlations were characterized explicitly in ref. [96]. A quick check at the
table presented there shows that, up to local reversible transformations, the
pure states are invariant under swap. Hence, the same argument used above
for the simplest case (x, y, a, b ∈ {0, 1}) shows that Local Exchangeability
holds. We conclude that for the speci�c instances of box world described in
the literature so far, Local Exchangeability is valid.

4.2.2 Inverting the direction of classical communication

Purity Preservation and Local Exchangeability have an important consequence.
For 1-way LOCC protocols acting on a pure input state, the direction of clas-
sical communication is irrelevant: every 1-way LOCC protocol with commu-
nication from Alice to Bob can be replaced by a 1-way LOCC protocol with
communication from Bob to Alice. However, �rst we need an assumption
which will prove inessential later, when we introduce the axiom of Puri�ca-
tion, which implies it.

De�nition 4.2.5. A test is said purely decomposable if it admits a re�nement
consisting only of pure transformations.

In principle, not all tests are purely decomposable. Let us see why. If
a transformation A is not pure, it can be written as A =

∑
iAi, where

the Ai's may not be pure. Those Ai's which are not pure, can be further
decomposed as a sum of other transformations, which, again, may not be
pure. In principle, the process of �nding re�nements can go on inde�nitely,
but for purely decomposable tests it must come to an end sooner or later.



CHAPTER 4. EXAMPLES OF RESOURCE THEORIES IN GPTS 107

Assumption 4.2.6 (Pure Decomposition). Every test in a theory is purely
decomposable.

Now we can prove the lemma concerning the inversion of classical com-
munication in a 1-way LOCC protocol.

Lemma 4.2.7 (Inverting classical communication). Let Ψ be a pure state of
A ⊗ B and let ρ′ be a (possibly mixed) state of the same system. Under the
validity of Purity Preservation, Local Exchangeabilty and Pure Decomposi-
tion, the following are equivalent.

1. Ψ can be transformed into ρ′ by a 1-way LOCC protocol with commu-
nication from Alice to Bob.

2. Ψ can be transformed into ρ′ by a 1-way LOCC protocol with commu-
nication from Bob to Alice.

Proof. Clearly it is enough to prove one implication, since the other will be
identical. Suppose Ψ can be transformed into ρ′ by a 1-way LOCC protocol
with communication from Alice to Bob, namely

ρ′
A

B
=
∑
i∈X

Ψ

A Ai
&&

A

B B(i) B
, (4.2.7)

where {Ai}i∈X is a test, and, for every outcome i ∈ X, B(i) is a channel.
Note that one can assume without loss of generality that all transformations
Ai's are pure: if the transformations were not pure, we could re�ne them by
Pure Decomposition, and apply the argument to the re�ned test consisting
of pure transformations. For every �xed i ∈ X, one has

Ψ

A Ai A

B
= Ψ

A

SWAP

B

SWAP

A

B A Ai A B
(4.2.8)

By Local Exchangeability, the �rst swap can be realized by two local channels
C ∈ Transf (A,B) and D ∈ Transf (B,A). Moreover, since Ai is pure, Pur-
ity Preservation implies that the (unnormalized) state (Ai ⊗ IB) Ψ is pure.
Hence, also the second swap in eq. (4.2.8) can be realized by two local chan-
nels C(i) ∈ Transf (A,B) andD(i) ∈ Transf (B,A). Substituting into eq. (4.2.8)
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one obtains

Ψ

A Ai A

B
= Ψ

A C B D(i) A

B D A Ai

88

A C(i) B

and therefore,

Ψ

A Ai
&&

A

B B(i) B
= Ψ

A C B D(i) A

B D A Ai

88

A C(i) B B(i) B
=

=: Ψ

A Ã(i) A

B B̃i

99

B
, (4.2.9)

having de�ned A(i) := D(i)C and B̃i = B(i)C(i)AiD. By construction
{
B̃i
}
i∈X

is a test, because it can be realized by performing the test {Ai}i∈X after the
channel D and subsequently applying the channel B(i)C(i), depending on the
outcome. On the other hand, Ã(i) is a channel for every i ∈ X. Hence, we
have constructed a 1-way LOCC protocol with communication from Bob to
Alice. Combining eqs. (4.2.7) and (4.2.9) we obtain

ρ′
A

B
=
∑
i∈X

Ψ

A Ai
&&

A

B B(i) B
=

=
∑
i∈X

Ψ

A Ã(i) A

B B̃i

99

B
,

meaning that Ψ can be transformed into ρ′ by a 1-way LOCC protocol with
communication from Bob to Alice.

Note that the target state ρ′ need not be pure: the fact that the direction
of classical communication can be inverted relies only on the purity of the
input state Ψ.
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4.2.3 Reduction to 1-way LOCC protocols

We are now ready to derive the operational version of the Lo-Popescu the-
orem. Our result shows that the action of an arbitrary LOCC protocol on a
pure state can be simulated by a 1-way LOCC protocol.

Theorem 4.2.8 (Operational Lo-Popescu theorem). Let Ψ be a pure state
of A ⊗ B and let ρ′ be a (possibly mixed) state of the same system. Under
the validity of axioms assumed so far, if Ψ can be transformed into ρ′ by an
LOCC protocol, the same transformation can be achieved by a 1-way LOCC
protocol.

Proof. Suppose that Ψ can be transformed into ρ′ by an LOCC protocol with
n rounds of classical communication. We will show by induction over n that
every such protocol can be reduced to a 1-way protocol. If n = 1 there is
nothing to prove. Suppose the thesis holds for n−1 and let us prove it holds
also for n. Thanks to lemma 4.2.7, the party who starts the rounds of classical
communication is irrelevant. Therefore, without loss of generality, we assume
that Alice starts the protocol and that all transformations occurring in the
�rst n − 1 rounds are pure. Let s = (i1, . . . , iN−1) be the sequence of all
classical outcomes obtained by Alice and Bob up to step n− 1, let ps be the
probability of getting the sequence s, and let Ψs be the pure state after step
n − 1, conditional on the occurrence of s. For concreteness, suppose that
the outcome in−1 has been generated on Alice's side. Then, the rest of the
protocol consists in a test

{
B(s)
in

}
, performed on Bob's side, followed by a

channel A(s,in) performed on Alice's side. By de�nition, one has

ρ′
A

B
=
∑
s

ps
∑
in

Ψs

An−1 A(s,in) A

Bn−1 B(s)
in

88

B
.

Now, using lemma 4.2.7 one can invert the direction of the classical commu-
nication in the last round, obtaining

ρ′
A

B
=
∑
s

ps
∑
in

Ψs

An−1 Ã(s)
in

&&

A

Bn−1 B̃(s,in) B

for a suitable test
{
Ã(s)
in

}
and suitable channels B̃(s,in). Now, since both the

(n− 1)-th and the n-th tests are performed by Alice, they can be merged
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into a single test, thus reducing the original LOCC protocol to an LOCC
protocol with n − 1 rounds. Since we know that the thesis holds for n − 1,
we conclude the proof.

4.3 The resource theory of purity

In this section we explore one of the possible ways to generalize the resource
theory of purity de�ned in the framework of quantum mechanics. This will
turn out to be a non-trivial task. A �rst attempt to generalize the quantum
resource theory of purity is to try to use the same generating set as in the
quantum case, which means reversible channels, deterministic e�ects and
something that could be interpreted as a sort of maximally mixed state. In
fact, this constitutes the �rst obstacle. Indeed, �rst of all it is not even clear
what we mean by �maximally mixed state�. Since in quantum mechanics the
maximally mixed state is also invariant under all unitary channels, we may
translate this into operational language by considering an invariant state χ
under all reversible channels. We can prove (see subsection 4.3.3) that such
a state exists and it is unique for every system A. However, we encounter
an obstacle of mathematical nature. Section 2.3 requires that the set of free
states is closed under parallel composition. It is not at all clear whether the
product of two invariant states is still an invariant state, namely in general
χA ⊗ χB 6= χAB. Therefore, if we assume χA to be free for every system A,
also χA⊗χB is free, but it will not be, in general, the invariant state of system
A⊗B. This would generate a lot of free states, therefore we prefer to switch
to another approach. Indeed, we proved that in quantum mechanics the
preorder given by noisy operations and the preorder given by RU channels
are the same. For this reason, we will choose the latter approach to achieve
a generalization of the resource theory of purity. The starting point will be
the idea of controlling the evolution of states.

4.3.1 A resource theory of dynamical control

Consider the situation where a closed system A undergoes a reversible dy-
namics governed by some parameters under the experimenter's control. For
example, system A could be a charged particle in an electric �eld, which
can be controlled in order to obtain a desired trajectory. In general, the
experimenter may not have full control, and the actual values of the para-
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meters may �uctuate randomly. As a result, the evolution of the system
will be described by a Random Reversible (RaRe) channel, that is a channel
R ∈ Transf (A) of the form R =

∑
i∈X piUi where the Ui's are reversible

channels on A, and {pi}i∈X is their probability distribution3. Assuming that
the system remains closed during the whole evolution, RaRe channels are
the most general transformations the experimenter can implement. This will
be our free operations. This implies that there are no free preparation pro-
cesses4, because the free processes (RaRe channels) having the trivial system
as input will have also the trivial system as output. As a consequence, there
are no free states. Physically, this is in agreement with the fact that the
input state in a control problem is not chosen by the experimenter.

According to the general mathematical framework of resource theories,
RaRe channels de�ne a preorder on the set of states.

De�nition 4.3.1. Given two states ρ and ρ′ of system A, we say that ρ is
more controllable than ρ′, denoted by ρ � ρ′, if ρ′ can be obtained from ρ
via a RaRe channel.

This de�nition is sensible, because an important question in all problems
of control is whether a given input state can be driven to a target state using
the allowed dynamics. With respect to this task, an input state is more
valuable than another if the set of target states that can be reached from the
former contains the set of target states that can be reached from the latter.

De�nition 4.3.1 appeared independently in ref. [102], albeit in a com-
pletely di�erent context.

De�nition 4.3.2. We say that two states ρ and ρ′ of system A are equally
controllable (or that ρ is as controllable as ρ′) if ρ � ρ′ and ρ′ � ρ. In this
case we write ρ ∼ ρ′.

The relation � is not an order, for there are di�erent states that are
equally controllable: take for instance ρ and ρ′ = Uρ, where U is a reversible

3Henceforth, for the convenience of notation, we will sometimes disregard the previ-
ous notation in which conditioned transformations are denoted by superscripts in round
brackets (cf. de�nition 1.3.8). Indeed RaRe channels are given by randomization, which
is a particular instance of conditioning (cf. de�nition 1.3.9), over reversible channels, and
therefore they should be written as R =

∑
i∈X piU (i). However, not using superscripts will

be particularly useful when taking the inverse of reversible channel, so that the notation
is not burdened (and maybe even confused) by too many superscripts.

4This contrasts with the de�nition of quantum resource theory of purity in section 3.2,
where the maximally mixed state was assumed to be free.
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channel di�erent from the identity. In [102] the authors proved by using
some results of convex geometry that this is the only possible case: if ρ ∼
ρ′ there must exist a reversible channel U such that ρ′ = Uρ. In other
words, two states that are equally controllable can only di�er by a reversible
transformation.

4.3.2 From dynamical control to purity

There is a close relation between the controllability of a state and its purity.
If a state is more controllable than a pure state, it must be pure.

Proposition 4.3.3. If α ∈ St (A) is a pure state and ρ is more controllable
than α, then ρ must be pure. Speci�cally, ρ = Uα for some reversible channel
U .

Proof. Since α is pure, the condition
∑

i piUiρ = α implies that Uiρ = α for
every i. By lemma 1.2.6, ρ is pure.

In other words, pure states can be reached only from pure states. A
natural question is whether we can reach every state from pure states. The
answer is positive in quantum theory and in a large class of theories. Nev-
ertheless, counterexamples exist that prevent an easy identi�cation of the
resource theory of dynamical control with a resource theory of purity. This
fact is illustrated in the following example.

Example 4.3.4. Consider a system with the state space depicted in �g. 4.1a.
In this case, there are only two reversible transformations, namely the iden-
tity and the re�ection around the vertical symmetry axis. As a consequence,
there is no way to obtain the mixed states on the two vertical sides by ap-
plying a RaRe channel to a pure state. These states represent a valuable
resource, even though they are not pure. Since some mixed states are a
resource, the resource theory of dynamical control cannot be regarded as a
resource theory of purity.

As a second example, consider instead a system whose state space is a
half-disk, like in �g. 4.1b. Also in this case there are only two reversible
transformations (the identity and the re�ection around the vertical axis).
However, now every mixed state can be generated from some pure state via
a RaRe channel. The state space can be divided into horizontal segments
generated by pure states under the action of RaRe channels. As a result,
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pure states are the most useful resources and one can interpret the relation
� as a way to compare the degree of purity of di�erent states. Nevertheless,
pure states on di�erent segments are inequivalent resources, therefore states
on di�erent segments cannot be compared. In this case there are several
inequivalent classes of pure states: purity is not the only relevant resource
into play.

Finally, consider a system with a square state space, like in �g. 4.1c. Now
the symmetries are all the transformations in the dihedral group D4. In this
case, all the pure states are equivalent under reversible transformations and
every mixed state can be obtained by applying a RaRe channel to a �xed pure
state. Here, the resource theory of dynamical control becomes a full-�edged
resource theory of purity.

The above examples show that not every GPT allows for a sensible re-
source theory of purity. Motivated by the examples, we give the following
de�nition.

De�nition 4.3.5. A resource theory of purity is a resource theory of dynam-
ical control where every state ρ can be generated from some pure state.

The theory is called canonical if every pure state is more controllable
than any state.

Henceforth we will mainly focus on canonical theories of purity. As a
consequence of the de�nition, in a canonical theory of purity, all pure states
are equivalent to each other as resources. We can give a characterization of
canonical theories of purity as follows.

Proposition 4.3.6. The following are equivalent.

1. The resource theory is a canonical theory of purity.

2. For every pair of pure states ψ, ψ′ there exists a reversible channel U
such that ψ = Uψ′.

3. For every system, there exists a state that is more controllable than
every state.

Proof. 1 implies 2. If the theory is canonical, the pure state ψ is more
controllable than the pure state ψ′. By proposition 4.3.3, there is a reversible
channel such that ψ = Uψ′.
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(a) Example of state space leading to a theory of
dynamical control that cannot be interpreted as
a resource theory of purity. Owing to the shape
of the state space, the only reversible transform-
ations are the identity and the re�ection around
the vertical axis. The states on the vertical sides
cannot be reached from pure states via RaRe chan-
nels.

(b) Example of state space leading to a non-
canonical theory of purity. In this case, a gen-
eric state can be generated from some pure state
through a RaRe. However, not all pure states are
equally controllable.

(c) Example of state space compatible with a canonical
theory of purity. Here the set of maximally controllable
states coincides with the set of pure states, and, in ad-
dition, all pure states are equivalent resources.

Figure 4.1: Three di�erent examples of theories of dynamical control.
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2 implies 3. Every state ρ can be expressed as a convex combination of
the form ρ =

∑
i piϕi, where {pi} is a probability distribution and the ϕi's are

pure states. Now, consider a pure state ψ. For every i, by picking a reversible
channel Ui such that Uiψ = ϕi, one obtains the relation ρ =

∑
i piUiψ,

meaning that ψ is more controllable than ρ. Since ρ is generic, we conclude
that ψ is more controllable than every state.

3 implies 1. Suppose there exists a state ρ that is more controllable than
every state. Speci�cally, ρ must be more controllable than every pure state
ψ. By proposition 4.3.3, ρ is pure and there exists a reversible channel U
such that ρ = Uψ. This shows that ψ is more controllable than ρ, which, in
turn, is more controllable than any state. Hence ψ is more controllable than
every state. Since ψ is generic, the theory is canonical.

Statement 2 of proposition 4.3.6, which expresses the transitivity of the
action of the group of reversible channels on the set of pure states, has been
widely used in axiomatic reconstruction of quantum theory [24, 103, 104, 105,
106]. Now proposition 4.3.6 sheds a new light on the transitivity requirement,
identifying it as a necessary and su�cient condition for a canonical resource
theory of purity, and, ultimately, for a well-behaved thermodynamics.

In a canonical theory of purity, we are entitled to identify controllability
with purity.

De�nition 4.3.7. In a canonical theory of purity we say that ρ is purer than
ρ′ if ρ � ρ′ and we adopt the notation ρ �pur ρ

′.
In this case, we also say that ρ′ ismore mixed than ρ, denoted by ρ′ �mix ρ.
When ρ �mix ρ

′ and ρ′ �mix ρ we say that ρ and ρ′ are equally mixed,
denoted by ρ ∼mix ρ

′.

Note the mixedness relation is not a preorder arising in the strict sense of
resource theories as presented in section 2.2. Indeed, if ρ is more mixed than
ρ′ the free process (RaRe channel) goes from ρ′ to ρ, and not from ρ to ρ′ as it
should if it were a preorder generated by the consumption of resources by free
processes. Nevertheless, we want to focus on the mixedness preorder because
it will turn out to be intimately related to the entanglement preorder, as we
will show in section 4.4.

4.3.3 Maximally mixed states

We want to study maximal elements of the mixedness relation.
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De�nition 4.3.8. We say that a state χ ∈ St (A) is maximally mixed if for
any state ρ such that ρ �mix χ we have ρ = χ.

Maximally mixed states can be characterized as the states that are in-
variant under all reversible channels.

Proposition 4.3.9. A state χ ∈ St (A) is maximally mixed if and only if
it is invariant, i.e. if and only if χ = Uχ for every reversible channel U on
system A.

Proof. Su�ciency. Suppose χ is invariant. If ρ is more mixed than χ, then
ρ =

∑
i piUiχ, for some probabilities pi's and some reversible channels Ui's.

Since χ is invariant, we have

ρ =
∑
i

piUiχ =
∑
i

piχ = χ.

Necessity. Suppose χ is maximally mixed. Clearly, Uχ is more mixed
than χ for any reversible channel U . Hence we conclude Uχ = χ because χ
is maximally mixed, so χ is invariant.

For �nite-dimensional canonical theories, the maximally mixed state ex-
ists and is unique under the standard assumption of compactness of the state
space [28, 104]. In this case, it can be shown that the group of reversible
channels is locally compact and therefore it admits a Haar measure [107].
Then the invariant state is de�ned as

χ =

ˆ
G

Uρ dU , (4.3.1)

where G is the group of reversible channels, dU is the associated normalized
Haar measure, and ρ is a generic state. By Carathéodory's theorem [108, 109],
eq. (4.3.1) can be rewritten as a �nite sum

χ =
∑
i

piUiρ,

thus proving that χ is more mixed than any state ρ. This shows that χ is
not only maximally mixed, but also the maximum of the mixedness relation.

Example 4.3.10. In quantum theory, the invariant and maximally mixed
state exists only for �nite-dimensional systems (H ≈ Cn), and it is χ = 1

n
1.



CHAPTER 4. EXAMPLES OF RESOURCE THEORIES IN GPTS 117

Figure 4.2: Mixedness relation for the state space of a square bit: the vertices
of the blue octagon represent the states that can be reached from a given
state ρ via reversible transformations. Their convex hull is the set of states
that are more mixed than ρ. Note that it contains the invariant state χ,
which is the maximally mixed state.

Another example is provided by the so-called square bit [25].

Example 4.3.11. Consider a system whose state space is a square, as in
�g. 4.1c and pick a generic (mixed) state ρ. The states that are more mixed
than ρ are obtained by applying all possible reversible transformations to ρ
(i.e. all the elements of the dihedral group D4) and by taking the convex hull
of the orbit. The set of all states that are more mixed than ρ is an octagon,
depicted in blue in �g. 4.2. All the vertexes of the octagon are equally mixed.
The centre of the square is the maximally mixed state χ, the unique invariant
state of the system.

4.4 Entanglement-thermodynamics duality

In the previous chapter, we saw that in quantum theory the ordering of
pure bipartite states according to the degree of entanglement is equivalent
to the ordering of their marginals according to the degree of mixedness. In
this section we will prove the validity of this equivalence based only on �rst
principles also in the abstract case of GPTs.
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4.4.1 Puri�cation

In order to establish the desired duality, we consider theories satisfying Puri-
�cation [28, 29]. Let us brie�y summarize the content of the principle.

De�nition 4.4.1. We say that a state ρ ∈ St (A) has a puri�cation if there
exists a system B and a pure state Ψ ∈ PurSt (A⊗ B) (the puri�cation) such
that

Ψ

A

B tr
= ρ A .

We say that the puri�cation is essentially unique if every other puri�ca-
tion Ψ′ with the same purifying system B satis�es the condition

Ψ′
A

B
= Ψ

A

B U B
,

for some reversible channel U on the purifying system B.

Remark 4.4.2. Note that the concept of puri�cation is stronger than the
concept of extension. We say that a state Σ ∈ St (A⊗ B) is an extension
of ρ ∈ St (A) if ρ = trBΣ. There is no requirement that Σ is pure. We
can regard a puri�cation as a pure extension of a state. Clearly, every state
ρ ∈ St (A) can be extended; indeed ρ⊗ σ ∈ St (A⊗ B), where σ is any state
of system B, is an extension of ρ. Instead, it is not obvious that every state
admits a puri�cation. This is precisely the statement of the Puri�cation
Principle.

With these de�nitions, the Puri�cation Principle can be phrased as fol-
lows.

Axiom 4.4.3 (Puri�cation [28, 29]). Every state has a puri�cation, and
every puri�cation is essentially unique.

Puri�cation has a number of important consequences. Here we list only
those that will be useful in the following.

First of all, it implies that the group of reversible transformations acts
transitively on the set of pure states.

Proposition 4.4.4. For every system A and every pair of pure states ψ, ψ′ ∈
PurSt (A) there exists a reversible channel U on A such that ψ′ = Uψ.
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Proof. See lemma 20 of ref. [28].

Since all pure states are equivalent under reversible transformations, every
theory with puri�cation gives rise to a canonical resource theory of purity
(see de�nition 4.3.5). One may take this fact as a further indication that
Puri�cation is a good starting point for a well-behaved thermodynamics.

Another important consequence of Puri�cation is the existence of en-
tangled pure states.

Proposition 4.4.5. Let Ψ ∈ PurSt (A⊗ B) be a pure bipartite state. Under
the present set of axioms, the following are equivalent.

1. Ψ is entangled.

2. Its marginal ρA on A is mixed.

3. Its marginal ρB on B is mixed.

Proof. By symmetry, it is enough to prove the equivalence between state-
ment 1 and statement 2. 1 implies 2. Suppose by contradiction that the
marginal of Ψ on system A is pure and denote it by α. Then, for every pure
state β′ ∈ PurSt (B), the product state Ψ′ = α⊗ β′ is pure, thanks to Purity
Preservation. Now, Ψ and Ψ′ are two puri�cations of α. By the essential
uniqueness of puri�cation, one must have Ψ = (IA ⊗ UB) Ψ′ for some revers-
ible transformation UB acting on system B. Hence, we have Ψ = α⊗ β, with
β = UBβ

′, in contradiction with the hypothesis that Ψ is entangled.
2 implies 1. Suppose by contradiction that Ψ is separable. Since it is

pure, it must be a product of two pure states, say Ψ = α ⊗ β. Clearly, this
implies that the marginal on system A is pure, in contradiction with the
hypothesis.

Finally, Puri�cation implies the steering property [110, 111], stating that
every ensemble decomposition of a given state can be generated by a meas-
urement on the purifying system.

Theorem 4.4.6 (Steering). Let ρ be a state of system A and let Ψ ∈
PurSt (A⊗ B) be a puri�cation of ρ. For every ensemble of states {ρi}i∈X
such that

∑
i ρi = ρ, there exists a measurement {bi}i∈X on the purifying

system B such that

ρi A = Ψ

A

B bi
,
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for all i ∈ X.

Proof. The proof follows the same lines of theorem 6 and corollary 9 in
ref. [28], with the only di�erence that here we do not assume the existence of
distinguishable states. In its place, we use the framework assumption called
Physicalization of Readout [41, 112], which guarantees that the outcome of
every test can be read out from a physical system. According to this as-
sumption, for every test {Mi}i∈X from A to B, there exist a system C, a
transformationM∈ Transf (A,B⊗ C), and an observation-test {ci}i∈X such
that

A Mi
B =

A

M
B

C ci
,

for all i ∈ X.

The combination of Purity Preservation and Puri�cation ensures that
every test enjoys the Pure Decomposition property (assumption 4.2.6), as
shown in corollary 26 of ref. [28]. Furthermore, Puri�cation guarantees that
the group of reversible transformations is a compact Lie group [28] and, as a
consequence, it guarantees the existence of a unique maximally mixed state
(cf. subsection 4.3.3).

4.4.2 One-way LOCC protocols transforming pure states

into pure states

The operational Lo-Popescu theorem guarantees that every LOCC protocol
acting on a pure bipartite input state can be simulated by a 1-way protocol.
Thanks to Puri�cation, we recover the full statement of the theorem: not
only is the protocol one-way, but also the conditional channel (i.e. the one
applied by the party who receives classical communication) is reversible.

Lemma 4.4.7. Let Ψ and Ψ′ be pure states of A ⊗ B. Under the validity
of Puri�cation and Purity Preservation, every 1-way LOCC protocol trans-
forming Ψ into Ψ′ can be simulated by a 1-way LOCC protocol where all
conditional operations are reversible.

Proof. Suppose that Ψ can be transformed into Ψ′ via a 1-way LOCC pro-
tocol where Alice performs a test {Ai}i∈X and Bob performs a channel B(i)
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conditional on the outcome i. By de�nition, we have

∑
i

Ψ

A Ai
&&

A

B B(i) B
= Ψ′

A

B
.

Since Ψ′ is pure, this implies that there exists a probability distribution {pi}
such that

Ψ

A Ai
&&

A

B B(i) B
= pi Ψ′

A

B
(4.4.1)

for every outcome i. Now, without loss of generality each transformation Ai
can be assumed to be pure (if not, one can always decompose it into pure
transformations). Then, Purity Preservation guarantees that the normalized
state Ψi de�ned as

Ψi

A

B
:=

1

pi
Ψ

A Ai A

B
(4.4.2)

is pure. With this de�nition, eq. (4.4.1) becomes

Ψi

A

B B(i) B
= Ψ′

A

B
.

Tracing out system B on both sides one obtains

Ψ′
A

B tr
= Ψi

A

B B(i) B tr
=

= Ψi

A

B tr
,

the second equality coming from proposition 1.3.6 applied to channel B(i).
Hence, the pure states Ψi and Ψ′ have the same marginal on A. By the
essential uniqueness of Puri�cation, they must di�er by a reversible channel
U (i) on the purifying system B, namely

Ψi

A

B U (i) B
= Ψ′

A

B
(4.4.3)
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In conclusion, we have obtained

Ψ

A Ai
&&

A

B B(i) B
= pi Ψ′

A

B
=

= pi Ψi

A

B U (i) B
= Ψ

A Ai
&&

A

B U (i) B
,

where we have used eqs. (4.4.1), (4.4.3), and (4.4.2). In other words, the
initial protocol can be simulated by a protocol where Alice performs the test
{Ai}i∈X and Bob performs the reversible transformation U (i) conditionally
on the outcome i.

Note that we must require that Ψ and Ψ′ are both pure states, otherwise
the lemma does not hold.

Combining all the results got so far, we have the reversible version of
Lo-Popescu theorem.

Theorem 4.4.8 (Reversible Lo-Popescu theorem). Let Ψ and Ψ′ be pure
states of A⊗ B. Under the validity of Purity Preservation, Local Exchange-
ability, and Puri�cation, the following are equivalent.

1. There is an LOCC protocol transforming Ψ into Ψ′.

2. There is a 1-way LOCC protocol from Alice to Bob, with Bob applying
a reversible channel.

3. There is a 1-way LOCC protocol from Bob to Alice, with Alice applying
a reversible channel.

Proof. By theorem 4.2.8, every LOCC from protocol from Ψ to Ψ′ can be
reduced to a 1-way LOCC protocol (from Alice to Bob or from Bob to Alice).
By lemma 4.4.7, the conditional channel can be taken to be reversible. Fi-
nally, by lemma 4.2.7, classical communication can be inverted and one has
the equivalence between all the statements.

Our analysis shows that in the quantum mechanical version of Lo-Popescu
theorem two assumptions of di�erent nature come into play: leaving Purity
Preservation and Causality aside as part of the framework, they are Local
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Exchangeability and Puri�cation. We can therefore split the statement of
Lo-Popescu theorem into two parts, each of them being a consequence of one
of the two axioms.

1. Local Exchangeability guarantees that every LOCC protocol between
pure bipartite states of the same system can be turned into a 1-way
LOCC protocol.

2. Puri�cation ensures that the conditional channel can be taken to be
reversible.

Once more, Puri�cation is related to the reversibility of processes.
The reduction to 1-way protocols with reversible operations is crucial

to connect the resource theory of entanglement with the resource theory of
purity. The duality between these two resource theories will be established
in the next subsections.

4.4.3 The more entangled a pure state, the more mixed

its marginals

We start by proving one direction of the entanglement-thermodynamics du-
ality: if a state is more entangled than another, then the marginals of the
former are more mixed than the marginals of the latter.

Lemma 4.4.9. Let Ψ and Ψ′ be two pure states of system A⊗ B and let ρ,
ρ′ and σ, σ′ be their marginals on system A and B respectively. Under the
validity of Puri�cation, Purity Preservation, and Local Exchangeability, if Ψ
is more entangled than Ψ′, then ρ (σ) is more mixed than ρ′ (σ′).

Proof. By reversible Lo-Popescu theorem, we know that there exists a 1-
way LOCC protocol transforming Ψ into Ψ′ with reversible channel (see
theorem 4.4.8). Thanks to lemma 4.2.7, without loss of generality, we can
choose a protocol with classical communication from Alice to Bob, in which
Alice performs the test {Ai}i∈X and Bob applies the reversible channel U (i),
conditional on the outcome i. Since Ψ′ is pure, we must have

Ψ

A Ai
&&

A

B U (i) B
= pi Ψ′

A

B
, (4.4.4)
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for all i ∈ X, where {pi}i∈X is a probability distribution. Let U−1
i be the

inverse of U (i). Let us apply it to both sides of eq. (4.4.4). We obtain

Ψ

A Ai A

B
= pi Ψ′

A

B U−1
i

B
.

Summing over all outcomes, the equality becomes

Ψ

A A A

B
= Ψ′

A

B R B
, (4.4.5)

with A :=
∑

i∈X Ai and R =
∑

i∈X piU
−1
i . Finally, we obtain

σ B = Ψ

A tr

B
= Ψ

A A A tr

B
=

= Ψ′
A tr

B R B
= σ′ B R B ,

where we used proposition 1.3.6 applied to channel A in the second equality,
and eq. (4.4.5) in the third. Since R is a RaRe channel by construction, we
have proved that σ is more mixed than σ′.

The fact that ρ is more mixed than ρ′ can be proved by the same ar-
gument, starting from a 1-way protocol with classical communication from
Bob to Alice (this is possible by lemma 4.2.7) and with reversible channels
on Alice's side.

4.4.4 The more mixed a state, the more entangled its

puri�cation

Now we now prove the converse direction of the entanglement-mixedness
duality: if a state is more mixed than another, then its puri�cation is more
entangled than the other. Remarkably, the proof of this fact requires only
the validity of Puri�cation.

Lemma 4.4.10. Let ρ and ρ′ be two states of system A, and let Ψ and Ψ′ be
their puri�cations respectively, with purifying system B. Under the validity
of Puri�cation, if ρ is more mixed than ρ′, then Ψ is more entangled than
Ψ′.
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Proof. By hypothesis, one has ρ = Rρ′ for some RaRe channelR =
∑

i∈X piUi.
Let us de�ne the bipartite state Θ as

Θ
A

B
:= Ψ′

A R A

B
=
∑
i∈X

pi Ψ′
A Ui A

B
(4.4.6)

By construction, Θ is an extension of ρ (see remark 4.4.2 for the de�nition
of extension of a state). Indeed, one has

Θ

A

B tr
= Ψ′

A R A

B tr
=

= ρ′ A R A = ρ A .

Let us take a puri�cation of Θ, say Γ ∈ PurSt (A⊗ B⊗ C). Clearly, Γ is also
a puri�cation of ρ, since one has

Γ

A

B tr

C tr

= Θ

A

B tr
= ρ A .

Then, the essential uniqueness of puri�cation implies that Γ will be of the
form

Γ

A

B

C

=
Ψ

A

B

U
B

γ C C

, (4.4.7)

for some reversible channel U and some pure state γ ∈ PurSt (C). In other
words, Ψ can be transformed into Γ by local operations on Bob's side.

Now, eq. (4.4.6) implies that the states {pi (Ui ⊗ IB) Ψ}i∈X are a decom-
position of Θ. Hence, the steering property (theorem 4.4.6) implies that there
exists an observation-test {ci}i∈X such that

pi Ψ′
A Ui A

B
= Γ

A

B

C ci

, (4.4.8)
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for all i ∈ X. Recalling eq. (4.4.7), eq. (4.4.8) gives the desired result.

Ψ′
A

B
=
∑
i∈X

Ψ

A Ui A′

B Bi

99

B′
,

where {Bi}i∈X is the test de�ned as

B Bi B :=
B

U
B

γ C C ci

for all i ∈ X. In conclusion, if the marginal state of Ψ is more mixed than the
marginal state of Ψ′, because there is a (1-way) LOCC protocol converting
Ψ into Ψ′.

4.4.5 The duality

Combining lemmas 4.4.9 and 4.4.10, we identify the degree of entanglement
of a pure bipartite state with the degree of mixedness of its marginals.

Theorem 4.4.11 (Entanglement-mixedness duality). Let Ψ and Ψ be two
pure states of system A⊗B and let ρ, ρ′ and σ, σ′ be their marginals on system
A and B respectively. Under the validity of Puri�cation, Purity Preservation,
and Local Exchangeability, the following are equivalent.

1. Ψ is more entangled than Ψ′.

2. ρ is more mixed than ρ′.

3. σ is more mixed than σ′.

Proof. By lemma 4.4.9 we have that 1 implies both 2 and 3. By lemma 4.4.10
we have also the converse implications.

The duality can be illustrated by the commutative diagrams

Ψ

trB

��

LOCC// Ψ′

trB
��

ρ ρ′
RaReoo

Ψ

trA

��

LOCC// Ψ′

trA
��

σ σ′
RaReoo

,
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and is implemented operationally by discarding one of the component sys-
tems. Another illustration of the duality is via the diagram

Ψ Ψ′LOCCoo

ρ

puri�cation

OO

RaRe // ρ′

puri�cation

OO .

Here the map implementing the duality is (a choice of) puri�cation. Such a
map cannot be realized as a physical operation, as shown in ref. [28], and this
is the reason why it has been represented with dashed arrows. Instead, it cor-
responds to the theoretical operation of modelling mixed states as marginals
of pure states.

4.5 Consequences of the duality

In this section we discuss the simplest consequences of the entanglement-
thermodynamics duality. Speci�cally, the canonical resource theory of purity,
whose structure is simpler because it involves only a single system, helps us
understand the resource theory of entanglement better.

The �rst result is a characterization of the equivalence classes under the
relation �to be equally entangled�. Recall that in subsection 4.3.1 we noted
that two states are equally controllable (which becomes �equally mixed� in
the present setting) if and only if they di�er by a reversible channel. We will
apply this result to the entanglement relation between pure bipartite states.

Corollary 4.5.1. Let Ψ and Ψ′ be two pure states of system A⊗ B. Ψ and
Ψ′ are equally entangled if and only if they di�er by local reversible channels,
namely

Ψ′ = (UA ⊗ VB) Ψ,

where UA and VB are reversible channels acting on A and B respectively.

Proof. Su�ciency. As we noted in section 4.1, if Ψ and Ψ′ di�er by local
reversible transformations, they are equally entangled.

Necessity. Now we must resort to the duality. Owing to it, the marginals
of Ψ and Ψ′ on system A, denoted as ρ and ρ′ respectively, are equally mixed.
As a result of ref. [102], ρ′ = UAρ for some reversible channel UA on A. As a
consequence, Ψ′ and (UA ⊗ IB) Ψ are two puri�cations of ρ′. By the essential
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uniqueness of puri�cation, we have Ψ′ = (UA ⊗ VB) Ψ for some reversible
transformation VB on B.

Now we move to study maximally entangled states. As a consequence of
the duality, we anticipate there exists a correspondence between maximally
mixed and maximally entangled states. Maximally entangled states can be
de�ned as follows.

De�nition 4.5.2. A pure state Φ of system A ⊗ B is maximally entangled
if the only states more entangled than Φ are the states as entangled as Φ.

In other words, if Ψ �ent Φ, then Ψ ∼ent Φ, namely, by corollary 4.5.1,
Ψ = (UA ⊗ VB) Φ, where UA and VB are reversible channels on A and B
respectively.

Thanks to the duality we have the following corollary.

Corollary 4.5.3. The puri�cation of a maximally mixed state is maximally
entangled.

Proof. Let Φ be a puri�cation of the maximally mixed state of system A.
Suppose that Ψ ∈ PurSt (A⊗ B) is more entangled than Φ. By theorem 4.4.11,
the marginal of Ψ on system A, denoted by ρ, must satisfy ρ �mix χ. Since χ
is maximally mixed, this implies ρ = χ. The essential uniqueness of puri�c-
ation then implies the condition Ψ = (IA ⊗ VB) Φ for some reversible trans-
formation VB on B.

Since the maximally mixed state is the maximum of the mixedness rela-
tion (see subsection 4.3.3), all the puri�cations of it are not only maximal
elements of the entanglement relation, but also maxima. This means that, if
Φ ∈ PurSt (A⊗ B) is a puri�cation of the maximally mixed state of system
A, then Φ �ent Ψ for every pure state Ψ ∈ PurSt (A⊗ B).

Can we conclude that Φ is more entangled than any bipartite state Σ ∈
St1 (A⊗ B), even when Σ is mixed? The answer is a�rmative. Indeed Σ can
be written as a coarse-graining of pure states, Σ =

∑
i∈X piΨi, where {pi}i∈X

is a probability distribution and the Ψi's are pure states. Now, for every
pure state Ψi there exists an LOCC channel (see section 4.1) Li such that
Ψi = LiΦ. Therefore, summing over i, one has Σ =

∑
i∈X piLiΦ. We must

show that
∑

i∈X piLi is an LOCC channel. Clearly,
∑

i∈X piLi is an LOCC
transformation, but it is also a channel thanks to proposition 1.3.6, indeed

tr

(∑
i∈X

piLi

)
=
∑
i∈X

pitr Li =
∑
i∈X

pitr = tr,
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where we have used the fact that each Li is a channel. Therefore we know
that Φ �ent Σ for any bipartite state Σ.

4.6 Entanglement and purity monotones

According to the general scheme presented in subsection 2.2.2, we introduce
resource monotones for the resource theory of entanglement.

De�nition 4.6.1. An entanglement monotone for system A⊗B is a function
E : St (A⊗ B) −→ R such that E (ρ) ≥ E (ρ′) whenever ρ �ent ρ

′, where ρ
and ρ′ are states of system A⊗ B.

Similarly, one can de�ne monotones in the (canonical) resource theory of
purity.

De�nition 4.6.2. A purity monotone for system A is a function P : St (A) −→
R such that P (ρ) ≥ P (ρ′) whenever ρ �pur ρ

′, where ρ and ρ′ are states of
system A.

These two de�nitions are clearly independent of the set of axioms we are
assuming, therefore they make sense in every causal GPT.

Example 4.6.3. Let us see what purity monotones are in classical probabil-
ity theory. In classical probability theory, states are probability distributions
over �nite sets and reversible transformations are permutation matrices. Ac-
cording to de�nition 4.3.1, a state p =

(
p1 . . . pn

)
is purer than another

state p′ =
(
p′1 . . . p′n

)
if

p′ =
∑
i

qiΠip,

where the qi's are probabilities and the Πi's are permutation matrices. There-
fore, the matrix

∑
i qiΠi is doubly stochastic, and this means that p′ is ma-

jorized by p, p′ � p (see theorem 3.1.14). Hence, a function P : Rn −→ R
is a purity monotone if and only if it is a Schur-convex function. There-
fore, Schur-concave functions are instead measures of mixedness in classical
probability theory.

Constructing purity monotones is fairly easy. For example, every function
that is convex and invariant under reversible channels is a purity monotone.
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Proposition 4.6.4. Let P : St (A) −→ R be a function satisfying

convexity: P (
∑

i piρi) ≤
∑

i piP (ρi) for every set of states {ρi} and for
every probability distribution {pi};

invariance under reversible channels: P (Uρ) = P (ρ) for every state ρ
and for every reversible transformation U .

Then P is a purity monotone.

Proof. Let ρ be purer than ρ′. Then ρ′ =
∑

i piUiρ, for some probabilities
pi's and reversible channels Ui's. Therefore, since P is convex,

P (ρ′) = P

(∑
i

piUiρ

)
≤
∑
i

piP (Uiρ) .

Since P is also invariant under reversible channels,

P (ρ′) ≤
∑
i

piP (Uiρ) =
∑
i

piP (ρ) = P (ρ) ,

where the last equality follows from the fact that the pi's sum to 1. This
shows that P is a purity monotone.

Let us see the implications of this theorem in the case of classical prob-
ability theory.

Example 4.6.5. In example 4.6.3 we saw that in classical probability the-
ory purity monotones coincide with Schur-convex functions. Recall that
reversible transformations are permutation matrices, and that a function
P : Rn −→ R is called symmetric if P (Πx) = P (x) for every permutation
matrix Π. Now, proposition 4.6.4 reads that every symmetric convex function
is a Schur-convex function, a well-known result in the theory of majorization
(cf. example 3.2.7).

Using proposition 4.6.4, one can construct a lot of purity monotones. For
every convex function f : R −→ R one can de�ne the f -purity Pf : St (A) −→
R as

Pf (ρ) := sup
a pure

∑
i∈X

f (pi) ,

where pi := (ai|ρ), and the supremum runs over all pure observation-tests
a = {ai}i∈X , and over all outcome sets X. It is easy to verify that every
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f -purity is convex (because f is convex) and invariant under reversible trans-
formations (because of the supremum5), and therefore is a purity mono-
tone. In the special case of the function f (x) = x loga x, where a > 1, one
has Pf (ρ) = −H (ρ), where H is the measurement entropy [113, 114, 115],
namely the minimum over all pure observation-tests of the Shannon entropy
of the probability distribution resulting from the observation-test.

Now, thanks to the duality entanglement monotones for pure states can be
obtained from purity monotones: given a purity monotone P : St (A) −→ R,
we can de�ne the pure-state entanglement monotone E : PurSt (A⊗ B) −→
R as

E (Ψ) := g [P (ρ)] ,

where ρ = trBΨ (or, equivalently, ρ = trAΨ) and g : R −→ R is any decreas-
ing function. Essentially, the decreasing behaviour of g is the quantitative
implementation of the reversing of arrows in the duality (cf. the commutative
diagrams of subsection 4.4.5). In other words, every measure of mixedness
becomes a measure of pure-state entanglement. An easy way to generate
entanglement measures is to pick an f -purity and take its negative (in this
case g (x) = −x). For example, the choice f (x) = x loga x leads to an gener-
alization of Shannon entropy as a measure of entanglement for pure states.

4.6.1 Information erasure and entanglement generation

In 1961 Landauer proposed his principle [116], according to which �informa-
tion erasure� is a costly operation.

De�nition 4.6.6. Information erasure is the process in which an arbitrary
state is transformed into a �xed pure state.

Despite its name, information erasure does not mean a loss of informa-
tion, but, instead, an information gain, for we go from a mixed state to a pure
state. Landauer pointed out that information erasure takes place in (clas-
sical) computers as part of their operating principles. Indeed, a computer
performs some operations on a (�nite) memory made of a string of bits, i.e. a
sequence of 0 and 1. We can think of the initial state of a computing process
as a sequence of all 0's. During computation, the computer changes the val-
ues of the bits in the memory. At some point, since the memory is �nite, the

5Indeed, thanks to the supremum, we can reabsorb the action of the reversible channel
into the observation-test, (ai|Uρ) = (aiU|ρ), without changing the value of Pf (ρ).
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computer has to reset some of the bits of the memory to their original value
of 0 (a pure state). Let us concentrate on a single bit. Before restoring its
value to 0 (information erasure), the value of the bit is unknown a priori, i.e.
it is described by the uniform distribution6

(
1
2

1
2

)
, where the �rst element

is the probability that the bit value is 0, and the second is the probability
that the bit is 1. After the information erasure, the state of the bit is, instead(

1 0
)
, because now its value is 0 with certainty. The statistical entropy

of the bit before the erasure is

Sin = kH
(

1
2

1
2

)
= k ln 2,

where k is Boltzmann's constant and H is Shannon entropy (in the natural
basis for the logarithm). The �nal entropy is Sfin = 0 because the �nal state
is pure. Therefore, the balance of entropy is negative, ∆S = Sfin − Sin =
−k ln 2. If the process occurs at constant temperature T , the energy of the
system has a negative variation ∆U = −kT ln 2 (there is an energy cost),
and according to the �rst law of thermodynamics, it becomes heat dissipated
into the environment.

The information erasure is just a particular instance of the thermody-
namic implications of irreversible computation. Landauer explained that
every irreversible process in computation gives rise to thermal dissipation.
Here irreversible process means an operation which cannot be inverted. In-
formation erasure is an example, indeed once we have erased a bit to the
�xed value 0, we cannot recover its value before erasure. Another example
of irreversible process is the AND logic operation.

Example 4.6.7. The AND logic operation is one of the gates used in com-
puters to do computation. AND is binary operation ∧ on bits: ∧ : {0, 1}2 −→
{0, 1}, de�ned via the following truth table.

a b a ∧ b
0 0 0
0 1 0
1 0 0
1 1 1

We immediately see that the AND operation is irreversible: if the output
is 0, we are not able to retrieve the value of the two input bits, indeed they

6Recall that in the classical case states are probability distributions (see example 4.6.3).
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may be (0, 0), (0, 1), (1, 0), where the �rst entry represents the value of the
bit a and the second entry the value of the bit b. Thinking of entropies, at
the beginning we have 4 inputs states with equal probability: (0, 0), (0, 1),
(1, 0) and (1, 1). Therefore the initial entropy is

Sin = kH
(

1
4

1
4

1
4

1
4

)
= 2k ln 2.

At the output, we have the state 0 with probability 3
4
and the state 1 with

probability 1
4
. The �nal entropy is therefore

Sfin = kH
(

3
4

1
4

)
= k

(
2 ln 2− 3

4
ln 3

)
< Sin.

Again, we have a negative entropy di�erence ∆S = −3
4
k ln 3, which gives rise

to a thermal dissipation of |Q| = 3
4
kT ln 3 per AND operation performed at

temperature T .

In this way, we see that irreversible computation contributes to heat gen-
eration in computers, thus posing some intrinsic limitations on their size.
To overcome this problem the idea of reversible computation was developed
[117, 118].

Now we wish to study information erasure in the framework of resource
theories in causal GPTs satisfying Purity Preservation, Local Exchangeability
and Puri�cation. We have seen that information erasure has an energy cost
for the system, therefore we anticipate that it will be described by a costly
operation in our resource theory of purity. Indeed, this is what happens,
because there is no way to transform a non-pure state into a pure state
by using only RaRe channels (cf. proposition 4.3.3). The dual operation in
the resource theory of entanglement is the generation of entangled states
from product states. By the duality, the impossibility of erasing information
by RaRe channels and the impossibility of generating entanglement out of
nothing by LOCC are equivalent.

However, in subsection 2.2.1 we saw that catalysts may allow transform-
ations that would be ordinarily forbidden. Is it possible to achieve inform-
ation erasure for free with the aid of catalysts? In this case, the operation
of erasure assisted by the catalyst σ ∈ St (C) transforms the product state
ρ⊗σ ∈ St (A⊗ C) into the state α⊗σ for some �xed pure state α ∈ PurSt (A).

By duality, it is immediate to see that catalyst-assisted erasure is equi-
valent to catalyst-assisted entanglement generation.
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Corollary 4.6.8. Let Ψ and Γ be two pure states of systems A ⊗ C and
C ⊗ D respectively, and let ρ and σ be their marginals on systems A and C
respectively. Then, the following are equivalent.

1. ρ can be erased by a RaRe channel using σ as a catalyst.

2. Ψ can be prepared by an LOCC protocol using Γ as a catalyst.

Proof. We have that ρ ∈ St (A) can be erased by a RaRe channel using
σ ∈ St (C) as a catalyst if and only if α ⊗ σ �mix ρ ⊗ σ, where α is a pure
state of system A. This happens if and only if the puri�cation of the left-hand
side is more entangled than the puri�cation of the right-hand side, namely if
and only if

α⊗ β ⊗ Γ �ent Ψ⊗ Γ, (4.6.1)

where β is a pure state of system B. Since α ⊗ β is a pure state of A ⊗ B,
it is a free resource, therefore it is equivalent to the void resource. Therefore
(4.6.1) can be rewritten as

Γ �ent Ψ⊗ Γ. (4.6.2)

This proves the corollary.

Formula (4.6.2) shows the role of the catalyst Γ as an �entanglement
reservoir�, from which entanglement can be extracted inde�nitely. Dually σ
behaves as an in�nitely mixed state.

Suppose we have a non-negative and additive entanglement monotone E.
Formula (4.6.2) implies

E (Γ) ≥ E (Ψ) + E (Γ) .

If Ψ is entangled7, namely E (Ψ) > 0, the only possibility is that E (Γ) =
+∞, showing again the role of Γ as an in�nitely entangled state.

It is then natural to ask whether the impossibility of in�nitely entangled/in�nitely
mixed states follow from our axioms. The answer is a�rmative in the �nite-
dimensional case, but counterexamples exist in in�nite dimension in the
quantum case [119].

For the �nite-dimensional case (i.e. when the vector spaces spanned by
states and e�ects are �nite-dimensional, see subsection 1.1.4), which is the
case we are interested in, we have the following proposition.

7The case with Ψ product state is not interesting, because in this case catalysts are
not necessary.
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Proposition 4.6.9. Let A⊗ C be a �nite system. Then, it is impossible to
erase a mixed state of A using a state of system C as a catalyst.

Proof. Suppose by contradiction that the mixed state ρ ∈ St (A) can be
erased to a �xed pure state α ∈ PurSt (A), with the aid of the catalyst
σ ∈ St (C). This means that α ⊗ σ �mix ρ ⊗ σ. Since α is pure, ρ �mix α,
which implies ρ ⊗ σ �mix α ⊗ σ, hence ρ ⊗ σ and α ⊗ σ are equally mixed.
We know [102] that there exists a reversible channel U such that

U (α⊗ σ) = ρ⊗ σ. (4.6.3)

Now, let us choose a basis for StR (A⊗ C), such that the reversible trans-
formations are represented by orthogonal matrices. This is always possible
because, by Puri�cation, the group of reversible transformation is a compact
Lie group [28]. Let us consider the norm8 induced by the scalar product
associated with (i.e. preserved by) the orthogonal matrices. Take a decom-
position of ρ into pure states, ρ =

∑
i piαi. By the triangle inequality of the

norm ∥∥∥∥∥∑
i

pi (αi ⊗ σ)

∥∥∥∥∥ ≤∑
i

pi ‖αi ⊗ σ‖ . (4.6.4)

The norm on the right-hand side of inequality (4.6.4) is invariant under re-
versible channels. By applying suitable reversible channels Ui,A⊗IC to αi⊗σ,
every term in the norm becomes α⊗ σ.∑

i

pi ‖αi ⊗ σ‖ = ‖α⊗ σ‖

However, eq. (4.6.3) states that

‖α⊗ σ‖ = ‖ρ⊗ σ‖ =

∥∥∥∥∥∑
i

pi (αi ⊗ σ)

∥∥∥∥∥ .
This means that in formula (4.6.4) equality holds.∥∥∥∥∥∑

i

pi (αi ⊗ σ)

∥∥∥∥∥ =
∑
i

pi ‖αi ⊗ σ‖

In order for this to be possible, all the terms αi ⊗ σ must be proportional to
one another: in other words, ρ must be pure.

8If v =
(
v1 . . . vn

)t
is the vector of the coordinates relative to the �xed basis, the

norm of v is de�ned as ‖v‖ =
√∑

i v
2
i .
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As shown in corollary 4.6.8, this is equivalent to stating that there are no
entanglement reservoirs.

4.7 Symmetric puri�cation

We conclude this work by showing that the study of resource theories can
prove valuable also to analyse foundational issues of physical theories. In
proposition 4.3.6 we saw how the requirement of a well-behaved resource
theory of purity has led naturally to the requirement that reversible channels
act transitively on the set of pure states, which is a property concerning the
fundamental structure of the theory.

In general, setting the axioms that give a resource theories some sensible
and desirable properties helps understand also the basic structure of the
physical theory underlying the resource theory under consideration. This
is also our case. Indeed, from Purity Preservation, Local Exchangeability
and Puri�cation we can derive a strengthened version of the Puri�cation
Principle, called Symmetric Puri�cation. In fact, we will be able to prove
that Symmetric Puri�cation is equivalent to the set of the other axioms.

De�nition 4.7.1. Let ρ be a state of system A and let Ψ be a pure state of
A⊗ A. We say that Ψ is a symmetric puri�cation of ρ if

Ψ

A

A tr
= ρ A ,

and

Ψ

A tr

A
= ρ A .

This de�nition leads us to an upgraded version of the Puri�cation Prin-
ciple.

Axiom 4.7.2 (Symmetric Puri�cation). Every state has a symmetric puri-
�cation. Every puri�cation is essentially unique.

In a symmetric puri�cation, the distinction between the purifying system
and the puri�ed system vanishes, essential uniqueness means that two sym-
metric puri�cation of the same state di�er by local reversible channels: if
trAΨ = trAΨ′, where Ψ,Ψ′ ∈ PurSt (A⊗ A), then Ψ′ = (U ⊗ V) Ψ.

Now we prove the main result.
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Theorem 4.7.3. In a causal theory satisfying Purity Preservation, the fol-
lowing axioms are equivalent:

• Local Exchangeability and Puri�cation

• Symmetric Puri�cation.

Proof. Let us prove that Local Exchangeability and Puri�cation imply Sym-
metric Puri�cation. Let ρ be a state of system A, and let Ψ ∈ PurSt (A⊗ B)
be one of its puri�cations (Ψ exists by Puri�cation). By Local Exchangeab-
ility there exist two channels C ∈ Transf (A,B) and D ∈ Transf (B,A) such
that

Ψ

A C B

B D A
= Ψ

A

SWAP

B

B A
.

Now, in a theory satisfying Puri�cation, every channel can be realized through
a reversible transformation acting on the system and on an environment, ini-
tially in a pure state and �nally discarded [28]. Speci�cally, channel C can
be realized as

A C B =
η E E′ tr

A
U

B
,

where E and E′ are suitable systems, U is a reversible channel, and η is a
pure state. Similarly, channel D can be realized as

B D A :=
B

V
A

ϕ F F′ tr
. (4.7.1)

where F and F′ are suitable systems, V is a reversible channel, and ϕ is a
pure state. Inserting the realizations of C and D in Local Exchangeability,
we obtain

η E E′ tr

Ψ

A
U

B

B

V
A

ϕ F F′ tr

= Ψ
A

SWAP

B

B A
.



CHAPTER 4. EXAMPLES OF RESOURCE THEORIES IN GPTS 138

Since the pure state on the left-hand side is the puri�cation of a pure state,
by proposition 4.4.5, it must be of the product form

η E E′

Ψ

A
U

B

B

V
A

ϕ F F′

= Γ

E′

Ψ
A

SWAP

B

B A

F′

,

for some pure state Γ. The above equation shows that the state Γ can be
generated by a LOCC protocol using Ψ as a catalyst. By proposition 4.6.9,
Γ cannot be entangled, therefore it is a product state, i.e. Γ = η′⊗ϕ′ for two
pure states η′ ∈ PurSt (E′) and ϕ′ ∈ PurSt (F′). Hence, Local Exchangeability
becomes

η E E′

Ψ

A
U

B

B

V
A

ϕ F F′

=

η′ E′

Ψ

A

SWAP

B

B A

ϕ′ F′

or, equivalently,

η E

Ψ

A

B

V
A

ϕ F F′

=

η′ E′ E

Ψ

A

SWAP

B
U−1

A

B A

ϕ′ F′

.

Discarding system E one obtains

Ψ

A

B

V
A

ϕ F F′

=
Σ

A

A

ϕ′ F′

,

for some suitable state Σ. Since the left-hand side is a pure state, Σ must be
a pure state. Now, discarding system F′ and the second copy of system A,
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and recalling eq. (4.7.1), we have

Ψ

A

B D A tr
= Σ

A

A tr
.

Recalling thatD is a channel, and therefore trAD = trB (see proposition 1.3.6),
we conclude that

ρ A = Ψ

A

B tr
= Σ

A

A tr
.

Hence, the marginal of the pure state Σ on the �rst copy of system A is
ρ. By the same argument, we can prove that the marginal on the second
copy of system A is also ρ. Hence, Σ is a symmetric puri�cation of ρ. By
the essential uniqueness of the puri�cation, all symmetric puri�cations of ρ
di�er by local reversible transformations. Since ρ is arbitrary, we conclude
that every state has a symmetric puri�cation, unique up to local reversible
transformations.

Conversely, now we show that the Symmetric Puri�cation implies Local
Exchangeability and Puri�cation. It is obvious that Symmetric Puri�cation
implies Puri�cation, therefore it is enough to prove that Local Exchangeabil-
ity follows from Symmetric Puri�cation. Symmetric puri�cations are locally
exchangeable: indeed, if Ψ is a symmetric puri�cation one has

Ψ

A

SWAP

A

A A tr
= ρ A = Ψ

A

A tr
,

and, by the essential uniqueness of symmetric puri�cation,

Ψ
A

SWAP

A

A A
= Ψ

A

A U A
,

for some reversible channel U . This shows that the symmetric puri�cation
Ψ is locally exchangeable. Since all puri�cations of ρ are equivalent to Ψ
under local (reversible) operations and since Ψ is locally exchangeable, we
conclude that every puri�cation of ρ is locally exchangeable (similar to the
argument presented in the �rst of the three examples of non-local boxes in
example 4.2.4). This proves Local Exchangeability.



Conclusions

In this thesis we examined resource theories, which are theories that describe
the processing and the value of some entities called resources. A resource is
anything that can be used to accomplish a task, and we saw that examples of
resource theories encompass the most diverse �elds: from chemistry to food,
from knowledge to physics. Speci�cally, we focused on some examples taken
from quantum mechanics and quantum information. Indeed, tasks that can
be performed classically, can usually be ful�lled in a more e�cient or faster
way by using quantum resources that have no classical counterpart, the most
paradigmatic example being quantum entanglement. For this reason it is
fairly natural to �nd a great number of resource theories in the framework
of quantum mechanics.

The broad spread of resource theories in many disciplines stimulated us
to search for a common mathematical background, capable of capturing the
signi�cant features of resource theories, common to all of them, irrespective
of the content of the theory. This mathematical framework is provided by
the theory of strict symmetric monoidal categories, which not only provide
a general foundation for all resource theories, but are also a tool to address
physical theories in a formalism-independent way. This shows that the basic
structure of a resource theory depends ultimately only on the informational
structure of the underlying physical theory and not on the content of the
theory itself. Essentially, what matters in a resource theory is the value or
the price we assign to resources, therefore we can order them according to
their degree of usefulness and even establish functions that measure their
value in a consistent way.

Once we have such a generalized framework, one can try to extend some
resource theories to broader scopes than the original ones. The natural way
to do that for quantum resource theories is to export them to general prob-
abilistic theories. This will result in a deeper grasp of their meaning and
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features. In the present work, we focused essentially on two quantum re-
source theories: the resource theory of entanglement and the resource theory
of purity. Both are of great importance in quantum mechanics, the former
for quantum communication and the latter for the foundations of quantum
thermodynamics via the ordering of states according to their degree of purity
(or mixedness). The two theories are intimately related by a duality theorem,
therefore in quantum mechanics either of them can be taken to be a route
towards the foundations of quantum thermodynamics.

In the last part of the thesis, we tried for the �rst time to extend these two
resource theories to GPTs, as done in ref. [92], and to identify what axioms
we have to set in order to recover some of the properties of the resource
theories considered. Speci�cally, even though in the quantum case we could
provide two di�erent de�nitions of purity, in the GPTs framework, it turns
out that only one of the two approaches is viable. One of the interesting
results of this analysis is that requiring some properties for a resource theory
has a direct impact on the basic structure of the theory itself.
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Appendix A

Some mathematical results

A.1 A proposition

Proposition A.1.1. Let (X,.) be a preordered set. If x, y ∈ X, de�ne
x ∼ y if x . y and y . x. Then ∼ is an equivalence relation.

We can de�ne an order ≤ on the set X/ ∼, such that [x] ≤ [y] if x . y,
where [x] and [y] are the equivalence classes of x, y ∈ X.

Proof. It is easy to prove that ∼ is an equivalence relation. Indeed, x ∼ x
because x . x for every x ∈ X, since . is re�exive. In addition, if x ∼ y,
then y ∼ x, by de�nition of ∼, for every x, y ∈ X. Finally, if x ∼ y, and
y ∼ z, then x ∼ z. Indeed, x ∼ y, means x . y and y . x; and y ∼ z means
y . z and z . y. Since . is transitive, one has x . z and z . x, whence
x ∼ z. Therefore, ∼ is an equivalence relation.

First of all, let us prove that our de�nition of ≤ is well-posed. If we take
x′ ∼ x and y′ ∼ y, we have that x′ . x (and x . x′), and y . y′ (and y′ . y).
Thus, if x . y, then x′ . y′, hence ≤ is well-de�ned.
Now, let us show that ≤ is an order. It is re�exive, for [x] ≤ [x] if x . x,
and this is true because . is re�exive. It is transitive, since if [x] ≤ [y] and
[y] ≤ [z], then x . y and y . z, whence x . z, because . is transitive.
Thus, it follows that [x] ≤ [z]. Finally, ≤ is also antisymmetric. Indeed, if
[x] ≤ [y] and [y] ≤ [x], this means that x . y and y . x, that is x ∼ y.
Hence [x] = [y].
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