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SMT-based Reachability Analysis of High
Dimensional Interval Max-Plus Linear Systems

Muhammad Syifa’ul Mufid, Dieky Adzkiya, and Alessandro Abate

Abstract—This paper discusses the reachability analysis (RA)
of Interval Max-Plus Linear (IMPL) systems, a subclass of
continuous-space, discrete-event systems defined over the max-
plus algebra. Unlike standard Max-Plus Linear (MPL) systems,
where the transition matrix is fixed at each discrete step, IMPL
systems allow for uncertainty on state matrices. Given an initial
and a target set, we develop algorithms to verify the existence
of IMPL system trajectories that, starting from the initial set,
eventually reach the target set. We show that RA can be solved
by encoding the IMPL system, as well as initial and target
sets, into linear real arithmetic expressions, and then checking
the satisfaction of a resulting logical formula via a satisfiability
modulo theory (SMT) solver. The performance and scalability of
the developed SMT-based algorithms are shown to drastically
outperform state-of-the-art RA algorithms applied to IMPL
systems, which promises to usher their use in practical, industrial-
sized IMPL models.

Index Terms—max-plus linear systems, reachability analysis,
piecewise-affine systems, difference-bound matrices, linear real
arithmetic, satisfiability modulo theory

I. INTRODUCTION

Max-Plus Linear (MPL) systems are a subclass of discrete-
event systems (DES) with a continuous state space defined
over the so-called max-plus algebra. They are commonly
used to describe synchronisation without concurrency, under
the assumption that the timing of the “next” discrete event
depends linearly (within the max-plus algebra) on the current
times. MPL systems are widely applied for the analysis of
models where the timing of discrete events is of interest,
such as in transportation networks [22] and in manufacturing
systems [23]. Another application of MPL systems deals with
biological systems [12], [16].

Recently, the notion of uncertainty has also been considered
for the analysis and control of MPL systems [35], where
delays between successive events are characterised by random
quantities. There are several ways to address the uncertainty
in MPL systems. For instance, in Stochastic MPL (SMPL)
systems [33], the random variables of the matrices can be
defined on a common probability space. Whilst in Interval
MPL (IMPL) systems [14], the entries of matrices belong
to a fixed interval. In practical applications, IMPL systems
are more realistic than the simple MPL ones: for instance, in
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a model for manufacturing production lines, the processing
time of a machine depends on the machine’s and the raw
materials’ conditions. IMPL systems have been studied for
control and analysis of uncertain models, and used in fault-
tolerant control for automated vehicles [34] and in robust
control and disturbance rejection [30].

Reachability analysis (RA) is the problem to assess whether
a given target set of a dynamical system is reachable from a set
of initial conditions. As for dynamical models, also for MPL
systems the RA can be performed by computing the forward
reach sets from the initial set [4], or alternatively computing
the backward reach sets from the target [3]. Both methods
employ the translation of an MPL system into an equivalent
Piecewise-Affine (PWA) system [5], which is characterised
by spatial partitions (PWA regions) and corresponding affine
dynamics. They also use Difference-Bound Matrices (DBM)
to express initial and target sets. It has been shown in [14]
that the aforementioned procedures from [3], [4], [5] can be
applied for IMPL systems.

Whilst the approaches in [14] can be applied to systems with
multiple initial conditions (rather than starting from a single
vector), they only work for small-dimensional IMPL systems.
Furthermore, there are a few elements contributing to the
computational bottleneck (time and memory requirements) of
the approach. First, the translation of IMPL systems into PWA
systems has an exponential complexity [2], [14]. Second, the
forward and backward reach sets are characterised as unions
of finitely many DBMs, which grow exponentially with the
time horizon [3], [4], [14].

This paper proposes a new approach to perform the RA of
IMPL systems based on SMT solving. Instead of computing
reach sets explicitly, as in [14], we employ symbolic variables
to encode the states of trajectories of IMPL systems at each
time instant. Namely, the trajectories of the IMPL system,
together with initial and target sets, are translated into a
formula that can be parsed by a Satisfiability Modulo Theory
(SMT) solver. An SMT problem refers to the satisfaction of a
logic formula w.r.t. a given theory, such as linear arithmetics or
bit vectors [11], with possible quantified (3, V) variables. The
satisfiability of the formula encoding a reachability problem
is checked using an SMT solver. If the SMT solver reports
“satisfiable” (resp. “unsatisfiable”), this entails that the target
set is reachable (resp. not reachable) from an (resp. any) initial
condition within the initial set. In the proposed approach, the
initial and target sets are defined as the set of states expressed
as linear real arithmetic expressions, which are more general
than DBM. In addition to the novel approach to the RA of
IMPL systems, the paper also develops a procedure to solve
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quantified reachability analysis (cf. Section 5.3) by allowing
quantifiers over initial conditions and state matrices.

We have implemented the SMT-based RA of IMPL systems
in C++, using Z3 [18] as the SMT solver, and Armadillo
[29] for matrix operations in max-plus algebra. According to
the computational benchmark, the proposed implementation
is significantly faster than the existing procedure in [14].
Furthermore, our implementation can be pushed to perform
RA of high-dimensional IMPL systems within reasonable
time.

The remaining parts of this paper are structured as follows.
Section 2 introduces the brief description of MPL and IMPL
systems followed by the definition of DBM and PWA systems.
The novel method to compute the image and inverse image
of DBM w.r.t. an IMPL system is described in Section 3.
The resulting procedure is inspired by the computation of the
image and inverse image of DBM w.r.t. an MPL system in
[27]. Section 4 summarises the reachability analysis of IMPL
systems based on reach sets computation. In Section 5, we
present the basic definition of SMT and the main contributions
of this paper. The computational benchmarks are presented in
Section 6, and we conclude with Section 7.

II. MODELS AND PRELIMINARIES
A. Max-Plus Algebra

In max-plus algebra, R, R ,.x, € are defined respectively as
the set of real numbers, R U {¢}, and —oco. The set Ryax is
equipped with two binary operations, ¢ and ®, where

a®b:=max{a,b} and a®@b:=a+b, (1)

for all a,b € Ryax. The algebraic structure (Rpyax, B, ®)
is a semi-ring with € and 0 as the null and unit elements,
respectively [7], [22].

By RI"X", we denote the set of (m X n)-dimensional max-
plus algebraic matrices whose elements are in Ry,,x. The
notation A(7,7) represents the entry of matrix A at i*" row
and j*" column. Furthermore, A(7,-) and A(-,j) denote the
vectors corresponding to the i*" row and j'" column of A,
respectively. The operations in (1) can be extended to matrices,

as follows. For A, B € R™>" C' € R™%P and o € Rnax,

max ? max

[A @ C(i,j) = D Ali, k) ® C(k, j),
k=1
o @ AJ(i,§) = a® A(i, j) = a+ A, j),

for all 7, 7 ranging within the corresponding dimensions. The
linear order < can be applied to max-plus algebra as follows:

a <bif and only if a ® b =D,
A< Bifand only if A® B =B,

for all a,b € Ryax and A, B € R <™.

Given a natural number k, the k-th max-plus algebraic
power of A € RX™ is denoted by A®* and corresponds to
A®...® A (k times). For k = 0, A®? is an n-dimensional
identity matrix [,, whose diagonal and non-diagonal elements

are 0 and ¢, respectively. Similarly, for a,b € R, the max-plus

algebraic power of a w.r.t. b is denoted by a®’ and equals to
ab in conventional algebra.

A matrix A € R is called regular if there is at least
one finite element in each row [22]. Furthermore, a tuple g =
(g15---59n) € {1,...,n}" is said to be a finite coefficient
of Aif A(i,g;) # € for 1 < i < n. The region matrix of a
regular matrix A w.r.t. a finite coefficient g is defined as

o AGG), ifgi=4,
Ag(%]) = { g, otherwise. @
The conjugate of A is AS, where
Y 7A(jai)a if A(j’l)7é€’
AS(i, j) = { €, otherwise. )

B. Max-Plus and Interval Max-Plus Linear Systems

An autonomous Max-Plus Linear (MPL) system is defined as
x(k)=A®x(k-1), k=1,2,... 4)

where A € RIX" is the system matrix and vector x(k) =
[z1(k) x,(k)]T denotes the state variables [7]. The
variable x represents the time instances of discrete events,
while k corresponds to the counter of discrete events. Hence,
it makes practical sense to take R™ as the state space and A

to be a regular matrix.

Definition 1. [7]. The precedence graph of A € RIX%,
denoted by G(A), is a weighted directed graph with nodes

1,...,n and an edge from j to i with weight A(i, j) for each

Ali,j) # &, O
Definition 2. [7]. A matrix A € R}%% is called irreducible if
G(A) is strongly connected. O

Recall that a directed graph is strongly connected if for
two different nodes ¢, j there exists a path from ¢ to j [7].
The weight of a path p = 4172 ...7; is equal to the sum of
edge-weight in p. A circuit, a path that begins and ends at
the same node, is called critical if it has maximum average
weight, which is the weight divided by the length of path [7].

An interval over max-plus algebra is defined as

a=[a,al ={a € Rpax | a <a<a}, )

where ¢ < @. If @ and @ are both finite, (5) coincides with
a closed interval over R. On the other hand, if a = ¢ and
a > &, (5) is a right-bounded interval. Notice that [¢ €] is
also an interval over the max-plus algebra: for the sake of
simplicity, we denote it by ¢ instead. The extensions of max-
plus algebraic operations to intervals are defined as follows:

la,a] ® [b,b] = [a®b,adb],

la,a] @ [b,b] = [a®b,a®b].

By (IRnax, ®, ®) we denote the interval max-plus algebraic
structure, where IR, is the set of intervals introduced in (5).
Similarly, TR} denotes the set of m x n interval matrices
over IR, .x. One could check that the algebraic structure
(IR pax, @, ®) is a semi-ring with [, €] and [0, 0] as the null
and unit element, respectively.

For each interval matrix A = {a;;} € IR]}.\", we define
A, A € RTX" respectively as the lower and upper matrix of

max
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Aie., A(i,j) = a;; and A(4,j) = @z for 1 < i < m,1 <
j < n. Hence, A can be writen as [4, 4] and A € A iff
A< A< A For A,BeIR!X" C IR and o € IRy,

the operations for interval matrices are defined as follows:

A®B=[A® B, Ao B,
AC=[A®C,AxC],
a®A=[a® A ax A

It is straightforward to see that if A;, Ay € A, then so
is A; @ As. The k™ power of A € IR}X" is given by
A%k — [A®k,z } We call an interval matrix A = [A, A]
to be irreducible if both A and A are irreducible. In fact, it
is straightforward to see that if the lower matrix is irreducible
than so is the upper one.

Interval MPL (IMPL) systems are the extension of MPL
systems, in the sense that the state matrix is event varying.
More precisely, in IMPL systems, for each k, each entry of
state matrix A takes values in a given interval. The dynamical
equation of an autonomous IMPL system with an interval
matrix A = [4 4] is

x(k)

where x(k) € R”, Ay € A for each k > 0. Notice that, in (6),
x(k) € [A®@x(k—1), A®x(k — 1)] which can be expressed
as

= A @x(k—1), k=1,2,... (6)

n

PG, 5) + =,k — <69 (4, 5) + x;(k — 1),
j=1

(7
for each ¢ € {1,...,n}.
Remark 1. In this work, for each i,j5 € {1,...,n}, it is

always the case that either both A(i, j) > ¢ and A(i,j) > e,
or A(i,j) = Ai,j) = e. O

Example 1. Consider a two-dimensional IMPL system (6),
where
1 3 — 2 5

The IMPL system (8) represents the simple railway network
shown in Fig. I which consists of two stations and four trains.
The intervals represent the time instance required by the trains
to pass through the corresponding tracks. For example, the
shortest and longest time to travel from station Si to station

Sy is 2 and 3 time units, respectively. (I
2,3 o
1 N\ )
251! 1Sy E
EN

Fig. 1. A simple railway network represented by the IMPL system in (8).

C. Difference-Bound Matrices

Difference-Bound Matrices (DBMs) are defined as the inter-
section of sets characterised by the difference of two variables.

Definition 3. [/9]. A DBM in R" is the intersection of sets
defined by x; — x; ~;; d;j, where ~;; € {>,>} and
d; j € Ruyax for 0 <, j < n. The value of the special variable
xq is always equal to 0. (|

The variable z is used to represent inequalities involving a
single variable: x; > « can be written as x; —xy > «. A DBM
in R can be expressed as a pair of matrices (D, S): D(3,j)
corresponds to the bound variable d; ;, while S(¢,j) = 1 if
~;; = =2, and 0 otherwise. Notice that, by Definition 3, D is
an (n + 1)-dimensional max-plus algebraic matrix, and S is
an (n + 1)-dimensional binary matrix.

Some operations can be applied to DBMs, such as intersec-
tion, canonical-form representation (the expression of a DBM
with the tightest possible bounds [19, Sec. 4.1]), emptiness
checking, image and inverse image w.r.t. affine dynamics [2],
[27].

Remark 2. In the rest of this paper, we may use the bound
matrix only whenever recalling a DBM, especially when all
inequalities in the DBM are non-strict ones. For example a
DBM D = {x € R? | 1 < 21 — 29 < 2} can be expressed as

0 e ¢
D=1l 0 1
e =2 0

D. Piecewise-Affine Systems

Piecewise-Affine (PWA) systems [32] are defined by parti-
tioning the state space into several domains characterised by
polyhedra. Each domain, or PWA region, is associated with
an affine function expressing the local transition function. It
is shown in [21] that every MPL system can be transformed
into a PWA system. For the model in (4), the PWA regions
are generated from g = (g1,...,9n) € {1,...,n}", where
A(i, g;) # € for 1 <14 < n. The region corresponding to g is

n n
Rg:ﬂ ﬂ {x € R"|z,, —

i=1j=1

zj > Ai,j) = Al 9 9)

Notice that Rg is a DBM. The affine dynamics associated to
a non-empty Ry are

zi(k) =24, (k—1)+ A(i,9:), i=1,...,n. (10)

As shown in [27], the PWA region (9) can be also generated
by matrix operations as follows

Rg = ([Aext]z ® Aext) © Int1, (11)

where Ay is the extension of A by adding the 0" row and
column with A(0,0) = 0, A(0,7) = A(4,0) = e for 1 < i <
n and g is also extended into (go, g1,---,9,) With go = 0.
Moreover, we may add square brackets to represent the region

matrix (2) and the conjugate (3) of Aey, i.e. [Aext]g.
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Remark 3. For the sake of simplicity, instead of using

x(k — 1) and x(k), we may write x = [x1,...,1,]" and
x' = [x},...,2.]" to represent the “current” and the “next”
variables. O

Remark 4. Following the introduction of (11), in the rest of
this paper, all matrices (after extension) and tuples are indexed
starting from zero. In accordance to (12) and (13), it is always
the case that xo = x(, = 0. O

As shown in [14], the translation into PWA system from
an IMPL system can be done by generating the PWA regions
from its upper matrix A, i.e.,

ﬁg: m n {X € Rn|xg77 x] Z Zext(iaj) 7Zext(iagi)} .

i=05=0
12)
If (12) is not empty then the corresponding affine dynamics

are
} , (13)

for + = 0,...,n. Let us remark that the IMPL dynamics in
(13) are evidently richer, more complex than the MPL ones in
(10). Furthermore, whilst they are semantically equivalent to
those in (7), they are syntactically simpler, as they do not use
the maximum operation on the right-hand side of (7).

x; > max{@ + Aexl(iv 0)7 sy Tp Aext(ia n)}
l‘i < Tg, + Aext(ivgi)

Example 2. Let us generate the PWA regions for the IMPL
system (8). As mentioned above, the regions can be generated
from the upper matrix A: notice that there are four possible
finite coefficients g of Aex, namely (0,1,1),(0,1,2),(0,2,1),
and (0,2,2). By (11), we have

B [0 ¢ ] [0 & €] [0 ¢ ¢
R(0,1,1) =le -2 -3|®|le 2 5H|dlz=|e 0 3],
e ¢ €] |e 3 5] e ¢ 0
_ (0 ¢ €] [0 e €] [0 ¢ €]
Roi2) = -2 ¢ [®|e 2 5|®lz=|e 0 3|,
e ¢ =5 |e 3 3] e —2 0]
B 0 « e] [0 e €] (0 & £
Rozn=|e € =3|®|le 2 5|@lz=|¢ 0 2|,
e -5 ¢] [ 3 5] e —3 0]
B 0 ¢ e] [0 e €] [0 & €]
Roz2y = ¢ ¢ |[®|le 2 5|®lz=|e 0 ¢,
e -5 —5] |[e 3 3 e —2 0]

which respectively corresponds to DBMs

01,1 = {XER? |z — 3y > 3},
(012 = {XER?[3 <y — 2y <2},
(021) = {x €R? |2 <y — a5 < 3},
(022 = {Xx € R? | w1 — x5 <2}.

x| o = xl

It is straightforward to see that §(07172) is empty. O

ITII. COMPUTATION OF IMAGE AND INVERSE IMAGE OF
SETS OVER INTERVAL MAX-PLUS LINEAR SYSTEMS

This section describes a procedure to compute the image
and inverse image of a set X w.r.t. the IMPL system (7),

Img(X)={A®x|xec X,AcA}
Inv(X)={xeR"|dJAcAst. A®x€e X }.

(14)
15)
We first show the steps to compute the image and inverse

image of a single DBM w.r.t. IMPL dynamics (13). Notice
that (13) can be rewritten as a DBM in R?"

ﬂ{[XT, ()T 2y, — 2} > —Aeu(i, g:) }N
= (16)
TG TT 2f =2y = A (i)

i=05=0

As summarised in [13, Algorithm 5.1], the general procedure
to compute the image of a DBM D w.r.t. (13) involves: 1)
computing the intersection of D xR™ and the DBM associated
with the dynamics (16), i.e.

{x",(x)"]" eR*" |xe D}n
(" ()T € R | g, —af > —Aexi(i, g:)}N
i=1

N7 )T e R [ o~

i=1j=1

> A0 4) 5

then 2) calculating the canonical-form representation (cf.
Section II-C) of the obtained intersection; and finally 3)
projecting the canonical-form representation over a7,...,x),
by removing the complementary variables, i.e. 1, xo, ...,
Zy,. The complexity of the procedure depends critically on the
second step, which runs in cubic time w.r.t. the number of
variables 2n.

Likewise, the procedure [13, Algorithm 5.2] to compute the
inverse image of a DBM D’ w.r.t. (13) is: 1) intersecting R™ x
D’ and (16), i.e.

{[XT, (X/)T]T c RZn ‘ x € D/} N

ﬂ{[XTa (X/)T]T S RQ" | Jjgi - .13; Z _Zcxt(iagi)}ﬁ
=1

n n

VT DT e R af — 25 > A (i, )}

i=1j=1

2) calculating the canonical-form representation of the ob-
tained intersection; and 3) projecting the canonical-form rep-
resentation over zi,...,x, by removing the complementary
variables, i.e., z,..., ). The complexity of this procedure
is again cubic in 2n.

Remark 5. In view of the fact that the state-space of IMPL
systems can be partitioned by PWA regions (12) and can be
expressed as DBMSs, in this work we assume that the set X
in (14) and (15) can be expressed as a union of finitely many
DBMs. We emphasise that recent work [3], [4], [14] has also
followed this assumption. O
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Next, we show that the computation of image and inverse
image of a DBM w.r.t. affine dynamics (13) can be done using
matrix operations in max-plus algebra which, unlike the above
procedures, do not involve the canonical-form computation of
DBMs. These operations later underpin the new Algorithms
1-2.

Proposition 1. The image of DBM D w.r.t. the dynamics in
(13)is a D" = ;Lo =X € R™ | &} —a ~;; di;}, where
dgj = @Z:O{Aext<iv k) +D(ka gj) _Aext(j7 gj)} and D(kv gj)
represents the bound of x;—x4, in DBM D. The operator ~;;
depends on the argmax of d;j (see Algorithm 1). Alternatively,
considering the bound matrix only, the image computation can
be expressed as

D' = (A ® D ® [Aen]g) @ Int1,

where [Zext]g is the region matrix of Ay w.rit g and [Zext]g is

the conjugate of [Aexis.

Proof. The DBM D is defined over variabes x, . . ., z,, while
the resulting image will be represented as a DBM D’ over
variables z{),...,z),. Let us denote @;; = Aex(i,7) and
a;; = Aeyli,g) for 4,5 € {0,...,n}. By (13), for each

1,7 €{0,...,n}, we have
x — & > max{zo + g, - - -, Tn+ Qi } — (Tg; + g, ). (17)

Because z; — x; is (lower) bounded by D(7,j) in DBM D,
(17) can be rewritten as

x — :c; >max{D(0,g;) + a, - -, D(n,95) + a3, } — Tjg,,

which can be expressed as

n

-l > @ (A(i, k) ® D(k,g;) — @) -
k=0

(18)

By setting dgj as the right-hand side of (18), the resulting
image can be expressed as D' = (;_,(j_o{x' € R" | x} —
X ~ij di;}, where ~;; depends of the argmax of dj;.

We recall that [Aey], is a region matrix with only one finite

element in each row. Furthermore, we have [Aext]g(gj, j) =
—[Aexg(J; 95) = —jg,. Thus, the expression (18) is equiva-
lent to

@ — 2 > [Agy ® D @ [Aeg (i, 5)-

Considering the bound matrix only, one can write D’(i,j) =

[Aext @ D @ [AexiJg] (4, 7). Tt is possible that, for i = j, [Ae ®

. €

D @ [Aeulg](i,5) < 0. Hence, the final expression is D’ =

(Aext ® D ® [Aexl]g) EB In+1' D

Bolstered by Proposition 1, Algorithm 1 shows a procedure
to compute the image of a DBM (D,S) w.rt. the affine
dynamics in (13). It is important to note that Algorithm 1
is applied to the “sub-system” of the IMPL system that is
characterised by the PWA region in (12) and its corresponding
dynamics in (13). Therefore, it assumes that there is exactly
one region Ry such that (D, S) C R,.

Algorithm 1 Image computation of a DBM (D, S) w.r.t. affine dynamics
in (13) for IMPL system

Inputs: A = [A, A], where A, A € RIXT with A < A,
D, the bound matrix of the DBM,
S, the sign matrix of the DBM,
g = (go,--.,9n), the finite coefficient w.r.t. (13)
Output: a DBM (D', 5”)
: n < Row(A)
Ay < EXTEND(A)
Aext < EXTEND(A)
D' In+1
S’ «+ EYE(n+1)
s for i € {0,...,n} do
for j € {0,...,n} do
v 4= Ay (i) + D(, gj)T — Aex(4; 95)
val < max(v)
10: idx < argmax(v)
11: if val > D’ (i, 7) then
12: D’ (i,7) « val
13: Sl(%.]) < Mingecida S(k)g])
14: return (D', S’)

ORI NR RN

> D' (4, 7) is either O or &

At the start of Algorithm 1, we extend the upper and lower
matrix by by adding the 0™ row and column as A, (0,-) =
Aext(0,)) = Ay (,0)T = Aexe(-,0)T = [0 & ... ¢]. Then,
we initialise D’ as a max-plus identity matrix and S’ as a
Boolean (identity) matrix. Notice that the initial DBM (D’, S”)
represents R™. In line 8, vector v corresponds to the right side
of (18). Hence, for each i, € {0,...,n}, D'(i,§) is updated
by max(v) if D'(,5) < max(v). In line 10, idx is a set
of index(es) corresponding to the maximum elements in v.
Notice that the sign in (18) depends on S(k, g;) for k € idx.
Also, > (denoted by O in 5) is stricter than > (denoted by
1). Thus, we update S’(7, j) by minge,q. S(k, g;). The worst-
case complexity of Algorithm 1 is in O(n?): the for loops in
lines 6-7 involve (n + 1)? iterations, and the steps in lines
9-10 run in linear time.

We recall that the the translation of an IMPL system into a
PWA one allows for the simplification of (7) into (13). Thus,
in order to compute the image of a DBM D in R™ w.r.t. the
IMPL system dynamics (7), it is necessary to intersect D with
all the non-empty PWA regions in (12). In general, the image
computation involves the following steps: 1) intersecting the
DBM with each region of the corresponding PWA system;
2) computing the image of non-empty intersections w.r.t. its
corresponding affine dynamics (13) using Algorithm 1; 3)
collecting the resulting images. In general, this procedure
results in a union of finitely many DBMs.

Example 3. Let us compute the image of Xo = {x € R? | 0 <
x1 <2,0 < 29 < 2} wrt. the IMPL system (8). The intersec-
tion of Xo and the PWA regions are D1 = X ﬂﬁ(ovm) =
0, Dy = X ﬂ§(072)1) ={x € R? | 1 = 2,29 = 0}, and
D3 = XoNRpppo ={x e R* |0 <2y <2,0< 2, <
2, -2 < x1 — xo < 2}. The image of Dy is

0 ¢ ¢ 0 -2 0 0 ¢ €
Dy=1le 1 3|®|2 0 2(®|le e =3||al
e 2 3 0 -2 0 e —5 ¢
0 -7 -5 0 -7 =5
=13 -2 2|®l3=|3 0 -=2|,
4 -1 -1 3 -1 0
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which can be expressed as Dy = {x' e R? |3 <2} <7,4<
ah <5,-2 < a} —af < 1}. The image of Ds is

0 ¢ ¢ 0 -2 -2 0 ¢ €
Di=|le 1 3|®|0 0 =2|®le e «e||&
e 2 3 0 -2 0 e =5 -5
0o -7 -7 0o -7 -7
— 3 2 2len=|3 o -—2f,
3 -2 =2 3 -2 0
which can be expressed as Dy = {x' € R? | 3 < 2} <

7,3 <a, <7,-2<ua) —ab <2} Itis a coincidence that,
D), C Dj. Hence, the image of Xo w.r.t. IMPL system (8) is
Img(Xo) = DY, as depicted in Figure 2.

2

Fig. 2. The image and inverse image of Xo w.r.t. the IMPL system in (8).
The arrows in Inv(X() indicate there is no finite lower bound for z1 and x».

Proposition 2. The inverse image of DBM D' w.rt. the
dynamics (13) is D = (o (Vj—o{X € R™ | z; — 2j ~ij dij},
where di; = @7_o(~Aeuli, 9B (D' (1) + Ao i 7))
and D'(i, j) represents the bound of x; — x; in DBM D'. The
operator ~;; depends on the argmax of d;; (see Algorithm 2).
Alternatively, considering the bound matrix only, the inverse
image computation can be expressed as

D = ([Ae]z ® D' ® Apy) ® Ins1-

Proof. The DBM D’ is defined over variabes x, . . ., 2], while
the resulting inverse image will be represented as a DBM D
over the variables x, ..., z,. Notice that (17) is equivalent to

n

/\(l'j—l'k>$—x +Aext( )
k=0

Thus, for each fixed j, k € {0, ...

Zext(jv gj))

,n}, we have

n

g, — T > —Aeu(j g5) + EP(D'(4,1) + A i, ).

=0

In general, the above expression can be rewritten as

j—wk>69 ext(J,95) +€B Aelik))),

19)

because it is possible that there exists such that [ # j and g; =
g;. By setting d;; as the right-hand side of (19), the resulting
inverse image can be expressed as D = ();_,[)_o{x € R" |
~;; d;;} where ~;; depends on the argmax of d;;.

Considering the bound matrix only, (19) can be expressed
as

X; 7)6]‘

D(g;, k) = [[Aex]g ® D' @ Apyi](g5, k).

Again, it is possible that [[Aex]s ® D' © Ay (g5, k) < 0 for
J,k €{0,...,n} such that g; = k. Thus, the final expression
is D= ([ACXI]E ®D'® Aext) D In+1- O

Algorithm 2 illustrates the steps to compute the inverse
image of DBM (D', S’) w.r.t. affine dynamics (13). The steps
at lines 1-5 are similar to those in Algorithm 1. In line
8, vector v corresponds to the right side of (19). For each
J.k € {0,...,n}, we need to update D(g,,k) and S(gj, k).
The variables val in line 9 and sign in line 11, respectively,
represent the new bound and operator of x,, — xy: that is,
Tg; — Tk > val if sign = 1 and x4, — x> val if sign = 0.
If the new bound is larger than the old bound, then the new
bound and operator replaces the old ones. In case the new
bound is equal to the old bound, we only need to update the
operator. Similar to Algorithm 1, the complexity of Algorithm
2 is O(n?).

Algorithm 2 Inverse image computation of a DBM (D', S’) w.r.t. affine
dynamics in (13) for IMPL system

Inputs: A = [A, A], where A, A € RN with A < A,
D’, the bound matrix of the DBM,
S’, the sign matrix of the DBM,

g = (go,---,9n), the finite coefficient w.r.t. (13)

Output: a DBM (D, S)

1: n + Row(A)

2: A + EXTEND(A)

3: Aext + EXTEND(A)

4 D Iy

5: S+ EYE(n+1)

6: for j € {0,...,n} do

7 for k € {0,...,n} do

8: ’U<_Aext( k)T +D'(4,7) — Aextld, 95)
9: val max(v)
10: idx <+ argmax(v)
11: sign < min;eciqq. S'(4,7)}
12: if val > D(g;, k) then
13: D(g;, k) < val
14: S(gj,k) + sign
15: else if val = D(g;, k) then
16: S(gj,k) < min{S(g;, k), sign}

17: return (D, S)

Similarly, the inverse image of a DBM in R™ w.r.t. IMPL
system dynamics (7) characterised by [A, A] can be computed
by: 1) computing the inverse image of the DBM w.r.t each
affine dynamics (13) of the PWA system; 2) intersecting the
resulting inverse image with the corresponding PWA region;
and 3) collecting the non-empty intersections. Again, this



IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. ??, NO. ??, JUNE 2022

procedure results in a union of finitely many DBMs. However,
it is possible that the resulting inverse image is an empty set.

Example 4. Let us determine the inverse image of Xo =
{xeR?|0< a2 <2,0< 2y <2} wrt. IMPL system
(8). The inverse image of Xy w.rt. the affine dynamics for
ﬁ(o,l,l)»ﬁ(o,z,n and ﬁ(0,272) is respectively E1, Ey and Fs,
where

0 ¢ e 0 -2 -2 0 ¢ ¢
Ei=1|le -2 -3[{®|0 0 e |®le 1 3||dI3
e ¢ 15 0 e 0 e 2 3
[0 0 1 0 0 1
=|-2 -1 1|®l3=|-2 -1 1
| € e € e e 0
={xcR?| 2<2; <0,25 < 1,27 — 29 > 1},
0 ¢ €] [o -2 =2 0 ¢ ¢
Ey=1|le ¢ =3[®|0 0 e |®le 1 3| |dl3
e =5 ¢ ] 0 e 0 e 2 3
[0 0 1] 0 0 1
=|-3 -1 0|®l3=]|-3 0 0
-5 —4 =2 -5 -4 0
={x € R?|-3<2,<0,-5<a,<—1,0<z; — 20 <4},
0 ¢ €] [o —2 =2 0 ¢ ¢
Es=||e ¢ e l®[0 0 e |®|le 1 3| |dl3
e =5 —5] 0 e 0 e 2 3
[0 0 1] 0 0 1
=1 ¢ € e|®l3=| ¢ 0 €
-5 -3 -2 -5 =3 0

={xcR? |z, <0,-5<xy<—1,21 — x5 < 3}.

The intersection of the resulting inverse image w.rt. the
corresponding PWA region is F1 N ﬁ(o,m) = {x € R? |
—2< 21 L0,z < 3,21 — x93 > 3},E2 ﬂﬁ(o’gtl) = {X S
R? | -3 <1 <0,-5<ay <-22< a2 —x9 <3}
and E3 NRpgp2 = {x € R? | 21 < 0,-5 < 25 <
—1,29 — 22 < 2}. Hence the inverse image of X is
|nV(X0) = (E1 N R(O,l,l)) @] (E2 n R(Oyg’l)) U (Eg N R(O’Q’Q)),
as illustrated in Figure 2. O

Remark 6. It is important to note that, one can find X €
Inv(X) such that A®x ¢ X for some A € [A, A]. This is due
to the existential quantifier in the inverse image computation
(15). For instance, from the preceding example, we have X =
[0 —1]T €Inv(Xy),A®x = [22]T € X but Awx = [44] ¢
Xo. O

IV. EXPLICIT REACHABILITY ANALYSIS OF INTERVAL
MAX-PLUS LINEAR SYSTEMS

This section discusses the reachability analysis problem for
IMPL systems and an existing procedure to study it.

Problem 1. Suppose we have the IMPL system in (6),
Xo, Yy CR™ respectively as the initial and target sets and a
positive integer N; the bounded reachability analysis refers to
the problem of determining whether the set Y is reachable in at
most N-steps from X: there exist x(0) € Xgand 1 <k < N

such that x(k) € Yy, where x(k) is computed recursively by
(6) from x(0). It is assumed that Xy NYy = 0. O

The procedure to solve Problem 1 has been discussed in
[14] by explicity computing the reach sets (cf. Definitions 4-
5). The presented results are the extension of work for MPL
systems in [3], [4].

Definition 4 (Forward reach set [14]). Given an IMPL system
(6) and a non-empty set of initial conditions Xy C R", the
forward reach set Xy at the event step N > 0 is the set of
all states {x(N) | x(0) € Xo} that can be reached by the
dynamics in (7). O

Definition 5 (Backward reach set [14]). Given an IMPL
system (6) and a non-empty target set Yy C R", the backward
reach set Y_p is the set of all states {y(—N)} that may lead
to Yy in N steps using the IMPL dynamics (7). (|

It is assumed that both Xy and Y; can be expressed as
the union of finitely many DBMs. For an autonomous IMPL
system (6), given a non-empty set of initial conditions X,
the forward reach set X at time horizon k can be computed
recursively as the image of Xj_1

Xk:|mg(Xk,1):{A®X|AEA,XEX}C,;L}. (20)

Likewise, the backward reach set Y_j, from a non-empty target
set Yy is computed recursively as the inverse image of Y_j41
w.r.t. IMPL dynamics (7)

Yop =Inv(Y_py1)
={xeR"|JAcAst. A®Xx €Y 441}

The computation of (20) (resp. (21)) is performed by calcu-
lating the image (resp. inverse image) of each DBM in X;_;
(resp. Y_x41), as described in Section III. While it is evident
that X}, # () for k > 0, it is possible that there exists an [ > 0
such that Y_j,, =0 for k > L.

21

Remark 7. Inspired by a similar procedure in [3], [4]
for MPL systems, a “one-shot” procedure to compute (20)
and (21) kis introduced in [13] as follows, where A%k =
A%k, A";

Xy ={A®x]|AcA® xc Xy},

Y p={xcR"|34€cA® st. A®x € Yy}

(22)
(23)

In this work, we argue that the resulting reach sets in (22)-
(23) are in general not equal to their sequential counterparts
(20)-(21). It is true that (20) C (22) and (21) C (23). However,
the inclusion relations (22) C (20) and (23) C (21) in general
do not hold. For instance, using an IMPL system (8), we have
®2 |5 6] =2 |8 10 |5 6 ®2
1 {5 6}”4 {8 10]”4{8 10]6‘4 :
and A®[00]T = [6 10]T. One can check that it is impossible
to find Ay, Ay € [A, A] and x € R? such that A} @ Ay @
x = [6 10]7. In general, given A € [A®k,z®k], it is not
always the case that there exist Ay,..., A, € [A, A] such
that A1 ® ... Q A, = A. |

Algorithm 3 summarises the procedure to solve the reach-
ability analysis of IMPL systems via forward reach sets
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computation. In line 2, we translate the underlying IMPL
system into an equivalent PWA system w.r.t. its upper matrix
A. Starting from bound k = 1, we compute the reach set X,
and then intersect the resulting set with the target set Y. If
the intersection is not empty (line 6), then the procedure is
terminated. In this case, one can conclude that Yj is reachable
from X, at bound k. On the other hand, if the intersection
is empty then the bound is increased by one. This process is
repeated until either the condition in line 6 is fulfilled or k
exceeds the maximum bound N.

Algorithm 3 Explicit forward RA of IMPL systems

Inputs: A = [A, A] where A, A € R57 with A < A4,
initial set Xo C R™,
target set Yo C R™,

N eN

Output: boolean

. reach < false

: generate PWA system w.rt. A

k+1

while £ < N do

Xp < Img(Xz_1)

if X3, NYy # 0 then
reach < true
break

k+—k+1

. return reach

SIS A ol e

—_

Algorithm 4 summarises the steps to solve reachability anal-
ysis of IMPL systems via backward reach sets computation.
Again, we first generate the PWA system from the upper
matrix A. Starting from k = 1, the backward reach set Y_, is
computed. If Y_, = () then the algorithm is terminated with
false as output. In case Y_j # (), one needs to check the
emptiness of Y_; N Xj. If it is not an empty set, then one can
conclude that Yj is reachable from X at step k. Otherwise,
the bound £ is increased by one. This process is repeated until
either one of the conditions in lines 6 and 8 is fulfilled, or k
exceeds the maximum bound N.

Algorithm 4 Explicit backward RA of IMPL systems

Inputs: A = [A, A] where A, A € RXT with A < A,
initial set Xo C R™,
target set Yo C R™,

N eN

Output: boolean

. reach < false

: generate PWA system w.rt. A

k+1

while £k < N do

Yo j < Inv(Y_py1)

if Y_j = ( then
break

if Y_j, N Xo # 0 then
reach < true
break

k+—k+1

: return reach

B AR I ol

_—
N2

Remark 8. Both Algorithms 3 and 4 are similar to the existing
procedure for RA of IMPL systems in [13]. The only difference
is that we compute the images from the initial set X, and the
inverse images from the target set Yy using Algorithm 1 and
2, respectively. O

It is straightforward to conclude that both Algorithms 3 and
4 are sound and complete: they are able to provide the correct
answer (true or false) for arbitrary inputs. Thus, the
(bounded) reachability analysis for IMPL systems in Problem
1 is indeed decidable. However, to determine whether there
exists an integer N > 0 such that the target set Y is reachable
from X at N-steps is undecidable; this is due to the fact that
if Algorithms 3 and 4 yield false, in general we cannot
conclude that that Y[, is not reachable from X within time
horizons greater than N.

Example 5. With the preceding IMPL system in Example 1,
we define the initial and target sets respectively as Xo = {x €
R? |2y — 29 <3} and Yo = {x € R? | 21 — x2 > 5}.

The forward reach sets are X = {x € R? | =2 < z; —
x9 < 2} for all k > 1. Hence, we can conclude that Yy is not
reachable from Xy. By backward reach set computation, we
have Y1 = (), leading to the same conclusion. |

The main drawback of the new approach is its scalability.
First of all, the number of regions in the PWA system depends
on the size of state matrix A and on the number of finite entries
in A. The worst-case complexity for generating the PWA
system via (9) is O(n"*?) [2], where n is the dimension of the
state matrix. Furthermore, the forward and backward reachable
sets are a union of finitely many DBMs. In the worst case, the
number of DBMs grows exponentially w.r.t. the time horizon.
As shown in [14], the worst-case complexity to generate the
forward reach sets up to bound N is O(Y ¢ ' | X| - n™*3),
where | X};| represents the number of DBMs used to express
Xj. Similarly, the complexity for backward reach sets com-
putations is O(ZkN:_ol |Yi| - n"3). In order to mitigate the
exposed scalability limitations, we provide next a fresh new
look at reachability analysis for IMPL, based on SMT solving.

V. SMT-BASED REACHABILITY ANALYSIS OF INTERVAL
MAX-PLUS LINEAR SYSTEMS

This section discusses a novel approach to solve Problem 1
via SMT solving. We first mention basic notions of Satisfiabil-
ity Modulo Theory (SMT) and then describe the new, SMT-
based procedure for reachability analysis of IMPL systems.
The resulting procedure is inspired by similar work applied to
MPL systems in [28]. At the end of this section, we show that
the SMT-based procedure can be used to solve generalisations
of Problem 1 obtained by allowing logical quantifiers over the
initial set as well as the state matrices in (6).

A. Satisfiability Modulo Theory

Satisfiability Modulo Theory (SMT) concerns the problem
of determining the satisfaction of a first-order logical formula
w.rt. a background logical theory, such as Boolean logic
(which generalises SAT problems), bit-vectors, real and integer
arithmetics, etc. [9], [11], [25]. For instance, the following
formula

(>0)A(y<2)A@@—y<-1) (24)

admits solutions for z, y € R, but has no solution for z,y € Z.
In general, an SMT formula may contain conjunctions (A),
disjunctions (V), and quantifiers (3,V). An SMT solver is
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a software tool that reports whether the given formula is
satisfiable or not. In the former case, it can provide one of the
satisfying assignments for the formula. The quantifier 3 (resp.
V) is used to express that a formula holds for at least one
assignment (respectively, all possible assignments) over the
quantified variables. For instance, the formula dz,y € R. F
(where F'is as in (24)) holds, while Vx,y € R. F' does not. To
negate a quantified formulae, one can “switch” the quantifiers
(keeping the same order of quantifiers) and then negate the
quantifier-free sub-formula (De Morgan’s law).

One of the widely used theories in SMT is Linear Real
Arithmetic (LRA) [25, Chapter 5]. Given real variables
X1,...,Xp, a formula in LRA is an arbitrary Boolean combi-
nation, or quantification, of atoms in the form Z:.L:l a;x; X c,
where <1 € {>, <, >,<,#,=} and ay, ..., a,,c are rational
constants. Real Difference Logic (RDL) [17] is a sub-logic of
LRA in which all atoms are restricted to the form x; —x; >< c.
The quantifier-free fragment of LRA and RDL is denoted
as QF-LRA and QF-RDL, respectively. Both theories are
decidable [11, Section 26].

Notice that each DBM can be expressed as a QF-LRA for-
mula, where Boolean connectives are exclusively conjunctions
(A). Moreover, if a DBM does not contain any inequality with
single variable, then it can be translated into a formula in QF-
RDL [28]. The non-emptiness of a DBM is equivalent to the
satisfiability of its corresponding QF-LRA formula.

SMT has grown into a very active research subject: it
has standardised libraries and a collection of benchmarks
developed by the SMT community [10], as well as an annual
international competition for SMT solvers [8]. As a result,
there are several powerful SMT solvers, such as MATHSATS5
[15], Yices 2.2 [20], and Z3 [18]. Applications of SMT-solving
arise on supervisory control of discrete-event systems [31],
verification of neural networks [24], optimization [26], and
sound synthesis of Lyapunov functions [6] and of control
architectures [1].

B. SMT-Based Reachability Analysis of Interval Max-Plus
Linear Systems

This subsection presents the novel procedure to solve RA of
IMPL systems via SMT-solving. The main idea underpinning
the new method is to transform the underlying IMPL system,
as well as its initial and target sets, into a formula in QF-
LRA, and then passing the formula into an SMT solver. A
similar procedure has been successfully applied to solve RA
of simpler MPL systems in [28].

As shown in [28], the MPL system in (4) with state matrix
A € RpX? can be expressed as a formula in QF-RDL, as

follows:

/\ /\ ng) — ngil) > aij | N
(25)
Vo = =ag )

Jj€fin;

where xgk), .. ,xSLk ) represents the symbolic variables at a

given step k, and fin; is a set containing the indices of the
finite elements of A(i, ).

For IMPL systems, we know that the state matrix is not
fixed at each step k& and bounded by the lower matrix A and
upper matrix A. Thus, formula (25) is modified into a QF-LRA
formula

n
i=1

/\ ng) — xgk_l) > az(-f_l) A

j€Efin,

\/ ng) - xgk_l) =al" V| A

j€Efin,

(26)

k—1 k—1 —
N @V >a)n@ETY <a;) ],
j€E€fin,

where al(?) represents a symbolic variable for the element of

the state matrix at the k-th step from (6), at row 4 and column
7, and fin; is a set containing the indices of the finite elements
of A(i,-).

Remark 9. A similar translation to a QF-LRA formula can
be obtained for a time-varying IMPL system of the form
x(k) = By ® x(k) ® Ax—1 @ x(k — 1) for By € [B,B]
and A, € [A, A], which has seen practical use in the
literature. The main idea is that any maximisation operation
x, = max{x1 + a;,...,Zn + an} can be expressed into
a QF-RDL (a sublogic of QF-LRA) formula as in (25).
Furthermore, one can also translate a minimisation operation
xf = min{x1+a;, ..., xn+an,} to QF-RDL formula due to the
duality relation min{x; + a;,..., T, + an} = —max{—1x; —
Qjy vy =Ty — A} O

For simplicity, we introduce the sets of symbolic variables
AF=D = (%Y 11 < < nj e fing} and VB =
{xgk), . .,xglk)}. Also, the first two conjuncts of (26) will
be denoted by Im(V*#=1) V) whilst the last conjunct (a
constraint) is expressed by M(A®*~1)).

Consequently, the following QF-LRA formula

N

A (1/®D,v0) A ua®-1))

k=1
is a symbolic representation of the states of the trajectory of
the IMPL system in (6) for K = 1,..., N. Furthermore, it
follows that the reachability of the target set Y, from the initial
set X up to bound N can be equivalently expressed as the
satisfiability of the formula

N N
XOA (/\Im(v(kl), V(k))/\M(A(kl))> A\ YW, @)
k=1 k=1

where X (©) (resp. Y (*)) is the QF-LRA representation of set
Xy (resp. Yp) over V(O (resp. V(*)),

Algorithm 5 illustrates the SMT-based version of Algorithm
3. The command symb_mat(A,k — 1) generates the k-th
symbolic matrix according to the finite elements of A while
the function symb_var(k,n) generates a set of n real-valued
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variables for time horizon k. In line 4, F' is a last-in/first-out
(LIFO) program stack containing SMT formulae, as in (27).
The command push adds a new formula into F, while pop
removes the last one.

At the start of the procedure, both X, and Y, are
expressed as QF-LRA formulae over V(®). The function
Y.subs(V(#~1 V() substitutes each appearance of xl(.k_l) in
Y with ng) The non-emptiness checking of a union of DBMs
in line 6 of Algorithm 3 is now formulated as the satisfiability
checking of a QF-LRA formula in line 14 of Algorithm 5,
where mk_and(F') stands for Asepf. The check function is
implemented by an SMT solver, where check(mk_and(F)) =
SAT means that mk_and(F’) is satisfiable. In lines 10-13 of
Algorithm 5, a QF-LRA formula for (26) and the target set
over V(¥) are added to F' at each iteration k. If the condition
in line 14 is not fulfilled, then the last element of F' (i.e., Y (%))
is removed.

Algorithm 5 SMT-based Forward RA of IMPL systems

Inputs: A = [A, A] where A, A € R57 with A < A4,
initial set Xo C R"™ expressed as a QF-LRA formula,
target set Yo C R"™ expressed as a QF-LRA formula,
N eN

Output: boolean

: reach <— false

: n < Row(A) > the number of rows of A
V() < symb_var(0,n)
F+0 > empty stack
F.push(Xo) > Xo is defined over V()
k<1

: while £ < N do

AF=1) « symb_mat(A4, k — 1)
V() « symb_var(k,n)

10:  F.push(Im(V(k=1) p(R)y)

11: F.push(M(A(F—D)Y)

122 Yo.subs(V(E—1) pik))

13: F.push(Yp)

14: if check(mk_and(F')) = SAT then

CRINNR LD

> Yy is now defined over (k)

15: reach < true
16: break
17: F.pop()

18: k+—k+1
19: return reach

We now will describe the approach for SMT-based back-
ward RA of IMPL systems. For £ > 1, we introduce
Y=k = xg_k), ey x%_k)} to represent the set of variables
encompassing the k-step backward states obtained from V(©),
and A1 =) to express the corresponding k-step backward state
matrix. The backward version of (27) is

N N
YO A </\ Im(VR, pI=F)y A M(A(lk))> A\ xR,
k=1 k=1

(28)

Algorithm 6 describes the SMT-based procedure to solve
Problem 1 using the backward approach. The satisfiability
checking in line 12 of Algorithm 6 is equivalent to the non-
emptiness checking in line 6 of Algorithm 4. If the SMT
solver reports “unsatisfiable,” then the procedure terminates
and outputs false. Otherwise, the initial set over Y(=k) s
added to the formula before checking its satisfiability again
in line 16. If it is satisfiable then the algorithm is terminated

with t rue as the output, otherwise the last element of F' (i.e.,
X (%)) is removed.

Algorithm 6 SMT-based Backward RA of IMPL systems

Inputs: A = [A, A] where A, A € R57 with A < A4,
initial set Xo C R"™ expressed as a QF-LRA formula,
target set Yo C R"™ expressed as a QF-LRA formula,
N eN

Output: boolean

: reach <— false

1 n <+ Row(A)

V(O « symb_var(0, n)

F+0

F.push(Yp)

k+1

: while £ < N do

A=) « symb_mat(A,1 — k)

V(=k)  symb_var(—k,n)

10:  F.push(Im(V(=F) p(1=k))

11: F.push(M(A1—F)Y)

12: if check(mk_and(F')) = UNSAT then

13: break

14: Xg.subs(V(1=K) P(=k))

15: F.push(Xp)

16: if check(mk_and(F')) = SAT then

> the number of rows of A

> empty stack
> Y is defined over ()

ORI NR DN

> Xg is now defined over V(—)

17: reach < true
18: break
19: F.pop()

20: k< k+1
21: return reach

In comparison with Algorithms 3-4, Algorithms 5-6 do not
need to generate the PWA system from the underlying IMPL
system and to compute explicitly the reach sets. The perfor-
mance of the SMT-based Algorithms 5-6 critically hinges on
the number of constraints (inequalities and equalities) in (26):
if both A, A have m finite elements in each row, then there are
4mn constraints in (26). Therefore, excluding the constraints
from initial and target sets, there are 4mnN constraints in (27)
and (28). Indeed, the more constraints in (27) and (28), the
slower the running time for Algorithms 5 and 6. In the next
Section we shall display the drastic increase in scalability of
Algorithms 5-6 over Algorithms 3-4.

With regards to the initial and target sets, the SMT-based
algorithms are more general than the explicit ones, which
compute reach sets. As we mentioned before, Algorithms 3-4
use DBMs to express the initial and target sets. We have argued
that each DBM can be translated into a QF-LRA formula, and
Algorithms 5-6 can more generally accept any initial and target
sets, as long as they are expressible as formulae in QF-LRA.

C. Quantified Reachability Analysis of Interval Max-Plus Lin-
ear Systems

This subsection discusses extensions of Problem 1 by al-
lowing quantifiers, 3 or V, over either initial sets or state
matrices in (6), thus resulting in four possible new problems.
Consequently, reachability analysis is studied by modifying
the forward SMT-based RA of IMPL systems (Algorithm 5).
These extensions allow to perform safety analysis of IMPL
systems with respect to uncertainty on the state matrices: for
instance, the dynamics of an IMPL system up to bound N
never reach the undesired conditions regardless the sequence
of state matrices Ag,...,Ay_1. Let us remark that these
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extensions (especially those with universal quantifiers) cannot
be solved by standard approaches, namely by computing the
reach sets: the termination condition in line 6 of Algorithm
3 does not necessarily imply x(k) € Yy for all x(0) € X,
nor for all Ag,...,Axy_1 € [A, A]. Therefore, the new
problem can be uniquely addressed by the proposed SMT-

based approaches.

Problem 2 (Quantified Reachability Analysis). Suppose we
have an IMPL system (6), Xo,Yy C R"™ respectively as the
initial and target sets and a positive integer N, the bounded
quantified reachability analysis refers to one of the following:

1. E'X(O) e Xp. E|A07...,AN,1 € [A, ] d1 < k <
N. x(k):Ak,1®...®Ao®x(0)eYL),

2. VX(O) € Xp. JAg,..., An_1 € [A, ] d1 < k <
N.x(k) = A1 ®...@ Ag @x(0) € Yp,

3. 3x(0) € Xo. VAg,..., Ay, € [AAl. 31 < k <
N.x(k) = A1 ® ..®A0®X(0)€Y£,

4. VX(O) e Xo. VA()7 ..,AN,1 € [A,A] J1 < k <
N. X(k’):Ak,1® ®AQ®X(O)EYQ (Il

Essentially, the above problems differ on how we quantify
the initial vector x(0) € X, and the N state matrices
Ag, ..., An_1 of (6). Notice that Problem 1 is equivalent to
Problem 2.1 and can be considered as the weakest formulation.
On the other contrary, Problem 2.4 assesses whether for all
x(0) € X and for all Ag,...,Ax_1 € [A, A] there exists
1 < k < N such that if we compute x(1),...,x(V) according
to (6) then at least one of these vectors belongs to Yp. It is
evident that Problem 2.4 is the strictest one: if the answer for
Problem 2.4 is true, then so are the others. The implication
relation within Problems 2.1-2.4 is illustrated in Figure 3.

Problem 2.4

N

Problem 2.3 Problem 2.2

NS

Problem 2.1

Fig. 3. Logical relations amongst Problem 2. An arrow corresponds to a
logical implication.

Remark 10. There are two additional possible orders of
quantifiers for Problem 2, namely

JAo,..., An_1 € [A,A]. ¥x(0) € Xo. 1 <k < N.
x(k) = Ap—1 ® ... ® A ®x(0) € Yy,

and

VA(), . .,AN,1 S [A, A] HX(O) € Xy. 1 <k < N.
x(k) = A1 ®...0 Ao @x(0) € Yp.
This work does not discuss these problems, because it does not

make practical sense to choose state matrices Ag, ..., An_1
prior to the initial vectors x(0).

The backward formulation of Problems 2.1-2.4

Ql(y S )/0) QQ(A(), R 7/1]\/_1 S [A,Z]) EX(O) € Xp.
ngkjSN y:Ak_1®...A0®X(O),

where the quantifiers Q1,Q2 € {3,V}, is also not discussed
in this work, because it is really unusual to quantify the target
set for a reachability problem. (|

Example 6. With regards to the IMPL system in Example 1
and the initial and target sets in Example 5, we already know
that the result for Problem 2.1 is false. Therefore, the output
for other problems is also false.

Now, consider two new initial and target sets, namely Xo =
{xeR? |2y —22 >3}, Yy = {x|R? | 21 — 20 = —2} and
N = 3. We will show that the answer for Problems 2.1 and 2.2
is true while for the remaining ones the output is false.
By taking

Ag=A1 = Ay = [é g},
it is evident that for all x(0) € Xy we have Ay @ x(0) € Y}
(notice that both columns of Ag belong to Yy). Thus, the output
for Problem 2.2 is true, and then so is Problem 2.1.
On the other hand, by taking Ag = A1 = Ay = A, one
could show that for all x(0) = [z1 z2] € X, the trajectories
of 8) up to k=3 are

. 1+ 1 o 1+ 5 _ 1+ 8
)= [ 7] e = (27 e =[]
It is clear that x(k) € Y for k = 1,2,3 (even for k > 3). Thus,

the negation of Problem 2.3 holds. As a result, the output for
Problems 2.3 and 2.4 is false. |

We argue that, in general, Problems 2.2-2.4 cannot be
solved explicitly by computing forward reach sets. Indeed,
if Problem 2.1 (which can be solved by Algorithm 3) does
not hold, then so do not the other problems. If instead the
output is t rue, then the condition on line 6 of Algorithm 3 is
fulfilled. However, regardless the corresponding state matrices
Ag, ..., Ax_1, we cannot conclude whether it is satisfied by
all vectors x(0) € Xy. In general, given two different vectors
x(0),y(0) € X, which eventually reach a target set Yy, it is
possible that they “enter” Y, with: i) different time horizons,
x(k1) € Yo and y(k2) € Yo with ky # ko, or ii) different state
matrices.

Before describing the procedure to solve Problems 2.1-
2.4, we will explain how to generate a quantified formula
from quantifier-free ones. Given quantifier-free formulae F}
and Fb over variables xi,...,x,, to express that all sat-
isfying assigments of F} also satisfy F, we could write
VX1,...,%, (F1 — F»). On the other hand, to say that there
exists one assignment for Fj that also satisfies F,, we can
write 3xq,..., %, (Fl A FQ)

Now we show how to express Problems 2.1-2.4 as LRA for-
mulae. Recall that the quantifier-free expression for Problems
2.1-2.4 can be formulated as (27). The assertion “Jk,1 < k <
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N, such that x(k) € Y, present in Problems 2.1-2.4, can be
expressed as a sub-formula of (26), as

N N
F= (/\ Im(V(k_l),V(k))> A (\/ Y(k)) . (29)
k=1

k=1

Building on this, we can add quantifiers for the respec-
tive symbolic variables V(?), ..., V() and symbolic matrices
A AN,

The quantifier for V() is restricted by the formula X (©),
while the quantifiers for state matrices A©) ..., A®M) are
restricted by the formula M(A@)A.. . AM(AN=D), For k > 1,
the set of variables V(*) is always preceded by quantifier
3 because the vector x(k) is uniquely determined by the
chosen initial vector x(0) and state matrices Ao, ..., Ak_1.
Furthermore, the location for their quantifiers will be on the
last ones. Thus, Problems 2.1 and 2.2 can be respectively
formulated as

N—-1
O34 NIgYIN] <X<0> A\ M(A®) /\F> , (30a)
k=0
N-—-1
ANCEV IR VIR (X(O)% ( /\ M(A®R) /\F)) ., (30b)
k=0

where AN and FVIV] are respectively the abbreviation of
JA® [ JAN-D and IYW L FY),

For the remaining two Problems 2.3-2.4 where the state
matrices are universally quantified, we express their negation
instead. This will positively affect the performance of the
procedure, as it is known that the fewer are the universal
quantifiers in a quantified formula, the faster it is for an SMT-
solver to check its satisfiability. For instance, the negation for
Problem 2.3 is ¥x(0) € Xo. JAo,...,Ay_1 € [4,A4]. V1 <
E<N.x(k)=A,-1®...® Ao ®x(0) ¢ Y. The quantifier-
free expression of this statement can be expressed as

N N
G= </\ Im(V(k_l),V(k))> A (/\ —\Y(k)> . 31

k=1 k=1

As a result, the negation of Problems 2.3 and 2.4 can be
respectively formulated as

N-1

vY(O3ANIgYIN] <X<°>—> ( /\ M(A®) A G>> . (32a)

k=0

N-1
EVOEV IR VR] (X(O) A\ MA®) /\G) . (32b)
k=0

Notice that, similar to (30b), there is only one universal
quantifier in (32a). Similarly, the formula (32b) does not
contain any universal quantifier: just like in (30a).

Algorithm 7 summarises the steps to solve Problems 2.1-
2.4. At the start, we generate empty stacks that will contain
the formula encoding the trajectories (7r7) and the interval
matrices (I) of the IMPL system and of the target set (T'rg).
Other stacks, Var and Mat, correspond to the symbolic
variables and matrices. In lines 5-11, we collect the symbolic
variables and matrices in (26) and introduce the LRA formulae
for (26). Then, in lines 13-16, a quantifier-free formula w.r.t.

(29) or (31) is generated: the command mk_or(7'rg) stands for
Verrgf. The quantifier formula corresponding to one of four
formulae in (30a)-(30b) or (32a)-(32b) is then generated in
lines 17-20. Finally, we check the satisfaction of the resulting
formula using an SMT solver. The result is expressed as a
boolean variable res, which initialised as false. If the SMT
solver reports “satisfiable” then res is changed to true.
The output of the quantified reachability analysis depends
on the type of the problem (represented by an integer type €
{1,2,3,4}) and boolean variable res. If 1 < type < 2, this
corresponds to one of Problems 2.1 and 2.2, then the value
of res is the output (line 25). Conversely, recalling that for
Problems 2.3-2.4, the procedure in Algorithm 7 checks the
satisfaction of their negation, if 3 < type < 4, then the
negation of res becomes the output instead (line 27).

Algorithm 7 Quantified RA of IMPL systems

Inputs: A = [A, A] where A, A € Rj5? with A < A4,
initial set Xo C R"™ expressed as a QF-LRA formula,
target set Yo C R"™ expressed as a QF-LRA formula,
N eN,
type € {1 ...,4}
Output: boolean
: n < Row(A4)
: Traj,Trg,I,Var, Mat <+ ()
V() « symb_var(0,n)
cfor 1 <k <N do
Mat.push(AF—1)
V() « symb_var(k, n)
Var.push(V())
Lpush(M(A(—D)Y)
Traj.push(Im(V(F—1) P(k)Y)
10:  Yo.subs(V(E=1) p(k))
11: Trg.push(Yo)
12: F < mk_and(Trayj)
13: if (type = 1V type = 2) then
14: F + F Amk_or(Trg)
15: else if (type = 3 V type = 4) then
16: F < F N —mk_or(Trg)
17: if (type = 1V type = 4) then
18:  F « 3V, 3Mat. IVar. (Xo A mk_and(I) A F)
19: else if (type = 2 V type = 3) then
20: F < VYV, 3Mat. IVar. (Xog — (mk_and(I) A F))
21: res «— false
22: if check(F') = SAT then

> the number of rows of A
> empty stacks

> symbolic matrices

> symbolic variables

CRXIDNRDD =

> formula in (29)

> formula in (31)

23: res < true

24: if (type = 1V type = 2) then

25: return res

26: else if (type = 3V type = 4) then
27: return —res

The performance of Algorithm 7 crucially depends on
the SMT-checking in line 22. As mentioned before, more
universal quantifiers in a (quantified) formula result in a slower
SMT solver to check its satisfiability. Thus, the running time
of solving Problem 2.1 and 2.4 is potentially faster than
those of Problems 2.2-2.3: this argument is confirmed in the
experiments of the next section (cf. Table V).

VI. COMPUTATIONAL BENCHMARKS

We compare the performance of the new, SMT-based reach-
ability analysis of IMPL systems presented in this paper with
the explicit approaches in [14]. The experiments for both
procedures are implemented in C++. For the SMT solver,
we use Z3 [18]. We use Armadillo [29] to enable matrix
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operations in max-plus algebra. The computational benchmark
has been implemented on an Intel®) Xeon®) CPU E5-1660 v3,
16 cores, 3.0GHz each, and 16GB of RAM.

We work with pairs (n, m), where m < n. For each dimen-
sion n (i.e., number of continuous variables), we generate 20
matrices A, A € R?X" (of dimension n), with m finite ele-
ments in each row, where their values are taken to be between
1 and 20. We recall that the upper and lower matrices A, A are
generated under the assumptions in Remark 1. The locations
of the finite elements in each row of are chosen randomly. It is
important to note that, across different experiments (Tables I-
V), we have re-used the generated matrices for the same pairs
of (n,m).

In the first benchmark, we present the comparison of the
procedure to compute image and inverse image of DBMs
w.r.t. an IMPL system from [13] and the new methods in
Algorithms 1-2. For each experiment, we generate the PWA
system from the given IMPL system, then compute the image
and inverse images of each PWA region w.r.t. its corresponding
affine dynamics. Table I summarises the outcomes: the second
column shows the average number of PWA regions, while
the last four columns depict the average running time of the
procedures.

TABLE 1
COMPUTATIONAL BENCHMARK FOR IMAGE AND INVERSE IMAGE
COMPUTATION OF DBMS W.R.T. IMPL SYSTEMS.

avg. num. of image comp. inverse image comp.

(m) | ™ egions  [T13, Alg. 5.17] Alg. T 113, Alg. 5.21] Alg. 2
4,2) 11.30 1.63ms | 0.28ms 1.74ms | 0.31ms
(4,3) 25.20 3.59ms | 0.54ms 3.76ms | 0.74ms
(5,2) 23.75 5.18ms | 0.74ms 5.58ms | 0.89ms
(5,3) 7435 14.38ms | 2.27ms 14.30ms | 2.50ms
(6,2) 45.00 15.23ms | 1.46ms 13.16ms | 1.78ms
(6,3) 194.15 51.47ms | 8.36ms 51.83ms | 9.64ms
(7,2) 89.40 36.75ms | 4.81ms 35.11ms | 4.81ms
(7,3) 505.35 98.94ms | 14.92ms 99.36ms | 16.49ms
(8,2) 179.80 83.15ms | 9.25ms 90.81ms | 12.55ms
(8,3) 146540 |  265.20ms | 35.68ms | 271.74ms | 41.34ms

It is clear that the new procedures to compute the image
and inverse image of DBMs w.rt. an IMPL system via
Algorithms 1-2, outperform the existing ones in [13]. Although
all algorithms have cubic complexity, our proposed algorithms
are indeed more efficient as they only involve n + 1 variables
o, 1, --.,Tn. In comparison, the existing procedures in [13,
Alg. 5.1] and [13, Alg. 5.2] employ additional variables
xy,xhy .. 2.

Next, we compare the performance of the explicit reach-
ability analysis of IMPL systems via Algorithms 3-4 to that
of SMT-based RA by Algorithms 5-6. We select Xy = {x €
RM|0<z<...<zp<l}andY ={xe€R" |21 >...>
Ty, 1 —xp > 20} with p = [F] as the set of initial and target
sets, respectively. The experiments have been implemented to
perform the reachability analysis over N = 10 steps. We set
30 minutes as a timeout condition: if a procedure runs more
than a half hour then it will be terminated.

Table II (resp. Table IIT) shows the average and maximum
running time from 20 experiments of the reachability analysis
of IMPL systems via Algorithms 3 and 4 (resp. Algorithms 5

and 6). The last column of Tables II and III report the number
of experiments, out of 20, with a t rue outcome. The notation
“timeout (r)” corresponds to “there are r experiments whose
running time exceed 30 minutes”.

TABLE I
COMPUTATIONAL BENCHMARK FOR EXPLICIT REACHABILITY ANALYSIS
OF IMPL SYSTEMS.

runing times
(n,m) Algorithm 3 . Algorithm 4 #true
(4,2) {0.32,2.09}s {0.02,0.09}s| 11
(4,3) {1.33,16.17}s {0.03,0.12}s| 10
(5,2) {0.38,3.16}s {0.04,0.16}s| 14
(5,3) | {36.54,522.13}s {0.19,0.47}s| 10
(6,2) [{62.11,1238.01}s|  {0.10,0.15}s| 18
(6,3)| timeout (1) {1.11,2.56}s] 15
(7,2) [{69.49,1091.54}s[{17.89,226.45}s| 16
(7,3) timeout (4) {10.55,87.96}s| 14
(8,2) timeout (2) timeout (2) -
(8,3) timeout (1) timeout (1) -
TABLE III

COMPUTATIONAL BENCHMARK FOR SMT-BASED REACHABILITY
ANALYSIS OF IMPL SYSTEM.

running times

(n,m) Algorithm 5 | Algorithm 6 #true
(4,2) [{0.02,0.05}s/{0.01,0.03}s| 11
(4,3) [{0.02,0.05}s/{0.01,0.08}s| 10
(5,2) [{0.01,0.03}s[{0.01,0.02}s| 14
(5,3) [{0.03,0.06}s[{0.01,0.09}s| 10
(6,2) [{0.01,0.07}s/{0.01,0.02}s| 18
(6,3) [{0.02,0.06}s[{0.01,0.02}s| 15
(7,2) [{0.01,0.06}s[{0.01,0.13}s| 16
(7,3) [{0.02,0.07}s[{0.01,0.02}s| 14
(8,2) [{0.01,0.06}s[{0.01,0.11}s| 17
(8,3) [{0.01,0.08}s[{0.01,0.02}s] 19
(9,2) [{0.01,0.06}s[{0.02,0.03}s| 17
(9,3) [{0.02,0.18}s[{0.02,0.33}s| 18
(10,2)[{0.01,0.06}s[{0.01,0.02}s[ 17
(10, 3)[{0.02,0.21}s[{0.02,0.34}s| 18

As one can see comparing Tables II and III, the SMT-based
algorithms are significantly faster than those that explicitly
compute the reach sets. With regards to the comparison
between the forward and backward approaches for the explicit
RA of IMPL systems (Algorithms 3 and 4), the latter seems
to be faster. This is likely due to the break condition in line
8 of Algorithm 4, which causes the backward procedure to
terminate earlier than the specified step bound N. On the
other hand, due to the “almost constant” running times in
Table III, we cannot conclude that Algorithm 6 is faster than
Algorithm 5: this suggest to challenge both approaches over
IMPL systems with drastically larger dimensions, which is
pursued next.

Table IV presents a benchmark for SMT-based reachability
analysis for high-dimensional IMPL systems. It is now clear
that that the backward approach is faster then the forward
one. As the dimension increases, we see an increasing gap on
the average and maximum running time. Additionally, based
on our experiments, Algorithm 6 has an advantage when
the experiment yields false, which is owed to the break
condition in line 13 of Algorithm 6.
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TABLE IV
COMPUTATIONAL BENCHMARK FOR SMT-BASED REACHABILITY
ANALYSIS OF HIGH-DIMENSIONAL IMPL SYSTEMS.

running times
(M) R gomihm 5 5 Algorith 6 |7 07U
(20,10) | {0.25,1.50]s 10.05,0.181s| 17
(30,15) | {1.07,12.01}s {0.41,2.54}s| 18
(40,20) | {6.34,51.68)s {0.81,2.68)s| 14
(50,25) | {6.84,79.30}s {1.14,7.08}s| 18
(60,30) [{33.27, 112.95}s {1.65,4.78)s| 13
(70,35) [{12.02, 213.59}s {2.15,3.78}s| 19
(80,40) | timeout (1) (5.24,1981}s| 14
(90, 45) - 15.84,0.60}s| 14
(100, 50) - 1978,21.761s| 14
(110, 55) - (12.27,22.78}s| 18
(120, 60) - 128.09,104.85}s| 16
(130, 65) - {55.88,441.55}s| 15
(140, 70) - {81.46,333.28}s| 18
(150, 75) - 123.04,427.03)s| 17
(160, 80) - 1180.46,1090.61}s| 18

Table IV also suggests that the SMT-based RA of IMPL
system (Algorithms 5-6) is much more scalable than explicit
RA (Algorithms 3-4). For (n,m) = (70,35), the average
running time for Algorithms 5 and 6 is just over 12 and 2
second, respectively. It seems that the forward approach cannot
be pushed to really high dimensions. Because we get a timeout
experiment for Algorithm 5 with (n,m) = (80,40), we
continue the study with Algorithm 6 only. The average running
time of Algorithm 6 is about 3 minutes for (n, m) = (160, 80):
this suggests that the new approach can be practically appli-
cable to models of industrial scale.

For the last benchmark, we show the average running time
of Algorithm 7. It is evident that the presence of universal
quantifiers heavily burdens the performance of Algorithm 7.
Thanks to formula (32b), checking the satisfaction of Problem
2.1 is as fast as that of Problem 2.4. Notice that the number of
experiments with t rue output for Problem 2.1 (sixth column
of Table V) is the same with that of Problem 1 (last column
of Table III). On the other hand, for Problem 2.4, there is
no single experiment with t rue output, because of its more
restrictive requirements.

TABLE V
COMPUTATIONAL BENCHMARK FOR QUANTIFIED REACHABILITY
ANALYSIS OF IMPL SYSTEMS.

(n,m) running times #true

’ PI P2 P3 P4 |PI[P2[P3[P4
(4,2) 0.02s 0.07s 0.09s [0.02s[ 11| 6 | 7 | O
(4,3) 0.03s 0.06s 0.11s[0.03s[ 10| 3 [ 8 | O
(5,2) [0.03s 0.18s 0.19s[0.03s[ 14| 4 [ 1|0
(5,3) [0.04s 0.14s 0.30s [0.04s[ 10| 7 [ 3 | O
(6,2) [0.04s 0.93s 0.69s [0.03s|[ 18|15 9 | O
(6,3) |0.06s 0.69s 1.255[0.05s[15] 6 [ 2 | O
(7,2) ]0.05s 0.96s 1.11s[0.05s[ 16|10 1 | O
(7,3) ]0.08s 1.24s 291s[0.07s[14] 8 | 1 | O
(8,2) [0.06s 11.36s 10.728 [0.05s [ 17| 11| 5 | O
(8,3) |0.11s 18.66s 19.525 [0.09s [ 19| 11| 6 | O
(9,2) ]0.08s 18.17s 33.585[0.07s[17]12| 1 | O
(9,3) [0.14s 66.74s 81.31s(0.10s | 18 [14]| 0 | O
(10,2) ] 0.10s | timeout (2) | timeout (2)[0.09s| 17| - | - | O
(10,3) [ 0.16s 739.59s | timeout (1) [0.13s |18 [15] - | O

VII. CONCLUSIONS

This paper has introduced a new, SMT-based approach
to solve reachability problems over IMPL systems based on
SMT solving. The procedure has been tested on computational
benchmarks, which have shown a significant improvement
over existing explicit reachability techniques. Furthermore,
the procedure is scalable as it allows to perform reachability
analysis of very high-dimensional IMPL systems.
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