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Our tale starts with John von Neumann’s rejection of his own quantum mechanical formalism [26]], goes
via Erwin Schrédinger’s conviction that composition is at the heart of quantum theory [29] and Roger
Penrose’s diagrammatic substitute for tensor notation [25[], and a first pit-stop at categorical quantum
mechanics (CQM) [5, 16, [11]]. First presented as a high-level language for quantum computing [[1], it has
evolved in an educational tool [12], first university level, and now also high-school level [9]], or maybe
even earlier. Experiments are underway to verify this.

Going back in time to 2005, when Jim Lambek attended our presentation of quantum teleportation
in diagrammatic terms, he yelled: “Bob, this is grammar!”

ﬁello, | present to you quantum teleportation: /
ALICE

Bob! This is
natural language!

Hence, when Steve Clark and Steve Pulman put the challenge forward about how to combine meaning
and grammar, in a manner that sentence meanings all live in the same space [4], we knew that CQM
provided the answer, and did so in a canonical manner [3} 15, 2]. The resulting framework has been
referred to as DisCoCat. While in most presentations pregroup grammar [20, 21] has been used, the
framework works for any kind of type grammar [10} 34].

Moreover, DisCoCat does not only consider linguistic structure, but also uses the spiders of CQM to
provide ‘logical’ accounts of words like relative pronouns [27, 28, 18} 13} [7]].

But of course, a quantum model’s natural habitat is a quantum computer [17]], and after a series
of theoretical explorations [35) 23} 8], we performed quantum natural language processing on quantum
hardware [24, 22]], and now you can do so too, making use of our open-source Python library lambeq
[19]. What lambeq does, is turning any sentence in a circuit that can then be compiled on any kind of
quantum hardware, e.g. via Quantinuum’s tket [30].

One limitation of DisCoCat is that it does not allow for sentence meanings to be composed into text,
sentence meanings being vectors. On the other hand, circuits are things that do easily compose. Prior
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to our quantum implementations, we had already proposed DisCoCirc as an improvement on DisCoCat
[7]. By taking nouns as inputs rather than as vectors, and substituting sentence types by noun-types, we

obtain composable circuits:
Alice Bob

Now, noun-meanings aren’t fixed, but evolve as text progresses [14}[16], and they will also entangle as
the corresponding agents are interacting, like in the above picture.

When we attempted to realise DisCoCirc for all of English [32]], we were up for a surprise: we dis-
covered that in the passage to circuits differences between languages in terms of word-ordering vanished
[33]], and so did stylistic differences:

SOBER ALICE WHO ALICE SEES BOB DANCE CLUMSILY. ALICE VOIT QUE BOB DANSER MALADROITEMENT.
SEES DRUNK BOB ALICE LAUGHS AT BOB. ALICE SE MOQUE DE BOB.
CLUMSILY DANCE BOB IS DRUNK. ALICE EST SOBRE.
LAUGHS AT HIM. ALICE IS SOBER. BOB EST IVRE.
ALICE BOB
\ \
DANCE
CLUMSILY
SEES
[ [
LAUGHS
AT

These circuits are moreover generative: any circuit that one can put together always corresponds to some
text, although of course that text won’t be unique.

One may hope that therefore DisCoCirc brings us closer to what meaning actually is, independent
from the bureaucracy that comes into play when forcing language to live on a line, as we humans do. For
example, it is much closer to spatial reasoning [31]].
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