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Extended Abstract

Description Logics (DLs) are a family of class (concept) based knowledge repre-
sentation formalisms. They are characterised by the use of various constructors
to build complex concepts from simpler ones, an emphasis on the decidability of
key reasoning tasks, and by the provision of sound, complete and (empirically)
tractable reasoning services.

Although they have a range of applications (e.g., reasoning with database
schemas and queries [1, 2]), DLs are perhaps best known as the basis for ontol-
ogy languages such as OIL, DAML+OIL and OWL [3]. The decision to base
these languages on DLs was motivated by a requirement not only that key infer-
ence problems (such as class satisfiability and subsumption) be decidable, but
that “practical” decision procedures and “efficient” implemented systems also
be available.

That DLs were able to meet the above requirements was the result of exten-
sive research within the DL community over the course of the preceding 20 years
or more. This research mapped out a complex landscape of languages, exploring
a range of different language constructors, studying the effects of various com-
binations of these constructors on decidability and worst case complexity, and
devising decision procedures, the latter often being tableaux based algorithms.
At the same time, work on implementation and optimisation techniques demon-
strated that, in spite of the high worst case complexity of key inference problems
(usually at least ExpTime), highly optimised DL systems were capable of pro-
viding practical reasoning support in the typical cases encountered in realistic
applications [4].

With the added impetus provided by the OWL standardisation effort, DL
systems are now being used to provide computational services for a rapidly
expanding range of ontology tools and applications [5–9]. The increasing use of
DL based ontologies in areas such as e-Science and the Semantic Web is, however,
already stretching the capabilities of existing DL systems, and brings with it a
range of research challenges.

Ontology Languages and Description Logics

The OWL recommendation actually consists of three languages of increasing
expressive power: OWL Lite, OWL DL and OWL Full. Like OWL’s predecessor



DAML+OIL, OWL Lite and OWL DL are basically very expressive description
logics with an RDF syntax. OWL Full provides a more complete integration
with RDF, but its formal properties are less well understood, and key inference
problems would certainly be much harder to compute.1 For these reasons, OWL
Full will not be considered here.

More precisely, OWL DL is based on the SHOIQ DL [11]; it restricts the
form of number restrictions to be unqualified (see [4]), and adds a simple form of
Datatypes (often called concrete domains in DLs [12]). Following the usual DL
naming conventions, the resulting logic is called SHOIN (D), with the different
letters in the name standing for (sets of) constructors available in the language: S
stands for the basic ALC DL (equivalent to the propositional modal logic K(m))
extended with transitive roles [10], H stands for role hierarchies (equivalently,
inclusion axioms between roles), O stands for nominals (classes whose extension
is a single individual) [13], N stands for unqualified number restrictions and
(D) stands for datatypes) [14]. OWL Lite is equivalent to the slightly simpler
SHIF(D) DL (i.e., SHOIQ without nominals, and with only functional number
restrictions).

These equivalences allow OWL to exploit the considerable existing body of
description logic research, e.g.:

– to define the semantics of the language and to understand its formal prop-
erties, in particular the decidability and complexity of key inference prob-
lems [15];

– as a source of sound and complete algorithms and optimised implementation
techniques for deciding key inference problems [16, 10, 14];

– to use implemented DL systems in order to provide (partial) reasoning sup-
port [17–19].

Practical Reasoning Services Most modern DL systems use tableaux algo-
rithms to test concept satisfiability. Tableaux algorithms have many advantages:
it is relatively easy to design provably sound, complete and terminating algo-
rithms; the basic technique can be extended to deal with a wide range of class
and role constructors; and, although many algorithms have a higher worst case
complexity than that of the underlying problem, they are usually quite efficient
at solving the relatively easy problems that are typical of realistic applications.

Even in realistic applications, however, problems can occur that are much too
hard to be solved by naive implementations of theoretical algorithms. Modern
DL systems, therefore, include a wide range of optimisation techniques, the use
of which has been shown to improve typical case performance by several orders
of magnitude; key techniques include lazy unfolding, absorption and dependency
directed backtracking [16, 20, 19, 21].

1 Inference in OWL Full is clearly undecidable as OWL Full does not include restric-
tions on the use of transitive properties which are required in order to maintain
decidability [10].



Research Challenges

The effective use of logic based ontology languages in applications will critically
depends on the provision of efficient reasoning services to support both ontology
design and deployment. The increasing use of DL based ontologies in areas such
as e-Science and the Semantic Web is, however, already stretching the capabil-
ities of existing DL systems, and brings with it a range of challenges for future
research.

These include: improved scalability, not only with respect to the number
and complexity of classes, but also with respect to the number of individuals
that can be handled; providing reasoning support for more expressive ontology
languages; and extending the range of reasoning services provided to include, e.g.,
explanation [22, 23], and so-called “non-standard inferences” such as matching,
approximation, and difference computations [24–27].

Some applications may even call for ontology languages based on larger (pos-
sibly undecidable) fragments of FOL. The development of such languages, and
reasoning services to support them, extends these challenges to the whole logic
based Knowledge Representation community.
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