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## Motivating Example 2

Other languages display still more variation

## CzECH CONJUGATION

čistit (to clean)
čistím
čistíš
čistí
čistíme
čistíte
čistil
čištěn
čisti
čistěte
čistěme

## TURKISH PRODUCTIVE DERIVATION
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(of Europe)
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(we were unable to Europeanise)
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$\Rightarrow$ we should model morphemes!
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- Vector space?
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## How to...

- obtain morpheme vectors
- compose morpheme vectors
- do it all within a language model usable in an MT decoder
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include word identity as component too:
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## Pragmatic Solution

include word identity as component too:

$$
\begin{aligned}
\overrightarrow{\text { greenhouse }} \equiv \overrightarrow{\text { greenhouse }}_{\text {id }}+{\overrightarrow{\text { green }_{\text {stem }}}+\overrightarrow{\text { house }}_{\text {stem }}}^{\overrightarrow{\text { unkingly }} \equiv \overrightarrow{\text { unkingly }}_{\text {id }}+\overrightarrow{\text { un }}_{\text {pre }}+\overrightarrow{\text { king }}_{\text {stem }}+\overrightarrow{l y}_{\text {suf }}}
\end{aligned}
$$

## Simplest vector-based probabilistic LM

LBL (Log-bilinear model)
(Mnih \& Hinton, 2007; Mnih \& Teh, 2012)

"colorless green ideas sleep furiously ."

## Add morpheme vectors inside LM

## LBL++


"colorless green ideas sleep furiously ."

## Computational Efficiency
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## SOLUTION: DECOMPOSE MODEL USING WORD CLASSES

$$
\begin{aligned}
P(\text { word } \mid \text { history })= & P(\text { class }(\text { word }) \mid \text { history }) \\
& \times P(\text { word } \mid \text { class }(\text { word }), \text { history })
\end{aligned}
$$

- use unsupervised Brown-clustering
- each LM query becomes $2 \times \mathcal{O}(\sqrt{\text { vocab size }})$ $\Rightarrow$ fast enough for MT-decoding
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## Perplexity Improvements by Language
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## Perplexity Improvements on German

## CLBL $\rightarrow$ CLBL++ (Break-down By Token Frequency)



Bins of test token frequency
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CLBL++ composed vectors; unknown test word $\Rightarrow$ generic $\overrightarrow{\text { unknown }}$
CLBL++ composed vectors; unknown test word $\Rightarrow \sum$ known $\overrightarrow{\text { morphemes }}$
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## Machine Translation Evaluation

How to use the LM?

- rescore n-best list $<$ rescore lattice $<$ decoder feature

Hierarchical-phrase based decoder (cdec)

- Baseline: Kneser-Ney LM feature
- Test: Kneser-Ney LM feature + CLBL feature

CLBL speed-up from:

- class decomposition
- cache normalisers on-the-fly
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## Qualitative Evaluation: English affix vectors



## SUMMARY

Simple,
scaleable,
unsupervised
method for integrating morphology into vector-based LM

- improvements in three evaluation settings
- translation with normalised NLM works
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## Software released shortly

$$
\begin{gathered}
\text { www.clg.ox.ac.uk/resources } \\
\{\text { Jan.Botha, Phil.Blunsom\}@cs.ox.ac.uk }
\end{gathered}
$$

