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Abstract

The emergence of short tandem repeats (STRs) as functional genomic

elements associated with various diseases, has highlighted the need for

efficient methods aiming at their identification and analysis. Recently,

deep learning has emerged as an important tool in analyzing and capturing

characteristics of genomic data.

In this work, we explore for the first time the use of deep learning architec-

tures for STR prediction, identification, and analysis. For that purpose,

we train neural networks to predict if a sequence contains STRs as well

as to predict their exact starting and ending position. We investigate

the ability of the models to detect the repeats in cases of extensive mu-

tations, i.e. when their repeated units are imperfect, a highly desirable

property that is usually difficult to be achieved by other software and al-

gorithms. Subsequently, we attempt to correlate the repeat presence with

the genomic composition of their flanking sequence by training models to

predict if a sequence comprises a flanking sequence of a repeat. We use

both supervised and unsupervised deep learning architectures, like Con-

volutional Neural Networks and Variational Autoencoders. To achieve all

these, we firstly design different ways of creating training data from the

raw human genome and evaluate how the design of the datasets affects the

model performance. We show that the implemented models can achieve

high performance in most of these tasks.

This work, introduces a new approach of analysing STRs and lays the

foundation for future capitalization of the power of deep learning for this

complex task.
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Chapter 1

Introduction

1.1 Motivation

In the last decade, huge progress has been made in the genomics field, which has

led to a better understanding of the genetics of various diseases. A central topic of

research is the correlation of DNA variants with phenotypic variations, namely the

exploration of how different variants in the DNA sequence are associated with human

diseases and traits. Eukaryotic genomes are composed of both repetitive and unique

components. However, for many years, the repetitive part of the genome has been

considered as non-important and, thus, the above studies have only focused on the

exploration of genetic variation and mutations in the non-repetitive part.

Nonetheless, the repetitive elements of the DNA account for more than half of the

human genome. Repetitive DNA can be divided in tandem and interspersed repeats.

While in tandem repeats the repeated sequences are adjacent to one another, in

interspersed repeats, they are dispersed throughout the genome [7]. Short tandem

repeats (STRs), consisting of 1–9 bp motifs, are usually found in the non-coding

regions and are one of the most polymorphic and abundant repeat classes [8]. Their

repetitive structure causes frequent errors during DNA recombination and replication,

leading to STR mutation rates that are 10 to 104-fold higher than those of non-

repetitive loci [9].

The direct association of tandem repeats expansion with certain diseases has been

proven. The term repeat expansion is referring to repeat mutations in which the

number of repeated units, and thus the total length of the repeat, become unstable

[10]. Certain tandem repeat expansions have been proven to cause Huntington dis-

ease, spinocerebellar ataxias, Friedreich ataxia (FRDA), fragile X syndrome (FXS),

myotonic dystrophy, and other diseases [11] [12]. These are monogenic diseases, which

means that they are caused by mutations in a single gene [13]. Although the role of

1
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the tandem repeats in some of these monogenic diseases is known since the 1990s,

the perception that most tandem repeats are ”genomic junk” and are reflecting the

fallibility of DNA replication but do not affect the differences in complex phenotypic

features, such as the occurrence of polygenic diseases, was held for many years. This

changed when the revolution in genomic sequencing and functional genomics allowed

the identification of tandem repeats as functional sequences with complex roles in

DNA, RNA, and protein levels, many of which are still unexplored.

Specifically, latest evidence suggests that STRs are contributing to gene regula-

tion and expression [14] [12] [15] [16]. This is of high importance since research has

suggested that the way non-coding variants influence traits and phenotypes is by

changing gene expression, which determines the diversity of cell types and states in

multi cellular organisms [17]. Therefore, STR expansions, the majority of which are

found in non-coding regions, by influencing gene expression could potentially be the

source of variants in phenotypes, e.g., different traits or existence of a disease.

The fact that emerging data indicate that STRs influence gene expression could

potentially mean that they control gene products associated with polygenic disor-

ders. Polygenic disorders are caused by mutations in multiple genes and, thus, the

identification of their sources is more complex. Tandem repeats’ involvement in dis-

orders with complex genetics is mostly unknown but recently efforts have been made

to identify tandem repeat expansions that are associated with complex diseases e.g.

autism [18]. The evidence of the association of tandem repeats with polygenic dis-

orders indicates that a potential source of the “missing heritability” problem is the

non-inclusion of tandem repeats polymorphisms in the analysis, which focuses only

on the polymorphisms of the non-repetitive part of the genome, mainly the single

nucleotide polymorphisms (SNPs) [19].

The so called “missing heritability” problem observed in most complex traits or

diseases is a problem that researchers have been trying to explore for years, and it

condenses to the fact that all the SNP variations taken together confer less disease

risk than expected and cannot account for most of the heritability of a given trait

or disease [20]. Literature suggests that one of the potential causes for these heri-

tability gaps in polygenic disorders could be the fact that the relevant studies do not

capture polymorphisms of the repeatome, particularly tandem repeat polymorphisms

(TRPs) or tandem repeat variants [15] [12]. As tandem repeats have quite higher mu-

tation rates than single nucleotides, SNPs do not identify the vast majority of TRPs.

Therefore, to discover TRs that are associated with complex polygenic diseases, an

approach that views tandem repeats as potentially functional polymorphisms should
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Figure 1.1: Tandem repeat mutations.

be taken. After identifying the tandem repeats that influence and contribute to a

range of disorders, these can be targeted to prevent and treat the disease.[12].

Having underlined the importance of tandem repeats and their influence on gene

regulation and expression, as well as their effect on phenotypes, the importance and

need of a method for their identification and discovery is clear. The definition of

tandem repeats as adjacent copies of a small motif is not strict and substitution

mutations, while also insertions and deletions exist in motifs. In line 1 of Fig. 1.1,

substitution mutations where a base pair is replaced by a different base pair are

shown. Another type of mutation in TRs are insertion and deletions, which can

concern a repeat unit or single nucleotides as shown at line 3 of Fig. 1.1. Thus, the

repeated units are usually not identical leading to heterogeneity between the copies.

This heterogeneity makes TR detection complicated and challenging.

In the last years, deep learning (DL) has emerged as an important tool in analyzing

genomic data, learn motifs and capture characteristics of the input DNA sequences.

One key application of DL in genomics is the prediction of phenotypes ab initio

from DNA sequences. In line with this direction of research, in the last 5 years,

researchers have attempted to predict gene expression levels, which can be viewed as

an intermediate phenotype, ab initio from DNA sequences using DL models. These

efforts were met with high success with models evolving over the years and achieving

higher performance [21], [22], [23], [22], [24].

In [25], the authors used a DL model to confirm the hypothesis that STRs influ-

ence gene expression by showing that a significant fraction of Cap Analysis of Gene

Expression (CAGE) peaks initiate at STRs. To that end, they trained a convolutional

neural network (CNN) that predicts CAGE signal from STRs. That is, instead of

using the whole DNA sequence as in the previous models [21], [22], [23], [22], [24],

they used as input only the STRs. The importance of that is two-fold. Firstly, it

highlights the contribution of STRs in gene expression, as discussed at the start of this

Chapter, but also underpins the ability of DL models to analyse STRs and discern

their effect on gene expression.
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Inspired by these studies, while also the general emergence of DL as a bioinformat-

ics tool that enables the better understanding of DNA functionality, in this work, we

explore the use of deep learning architectures for STR prediction and identification.

In more detail, we test both supervised and unsupervised architectures and compare

our results with other software and algorithms proposed in literature. In addition,

we use DL models to explore the correlation between the presence of repeats with the

genomic composition and underlying characteristics of their flanking sequences. In

more detail, we investigate whether DL models can predict the initiation of a repeat,

namely that a repeat is coming, purely from its flanking sequence. This constitutes a

fist step towards the association of certain genomic composition or other factors with

the initiation and, potentially, the origin of tandem repeats. The origin of microsatel-

lites is a quite complex issue and is still not completely clear among the research

community [26], [27]. More details on that are given in Section 3.1.1.1.

1.2 Identification of repetitive elements – Related

work

Many different algorithms and software have been proposed for the identification

and detection of TRs. These can be divided in two broad categories based on the

general strategy they follow. The first group consists of algorithms that exhaustively

search for known repeat units throughout the input sequence. These algorithms use

pre-existing knowledge on known TRs, provided by relevant databases. The second

group consists of ab initio/de novo methods that do not require any pre-existing

knowledge on known TRs. This enables them to identify instances of unknown TRs.

The amount of works is vast and some of the software use quite complicated algo-

rithms and concepts. Here we will mention mainly the algorithms with which we will

compare our models. As it will be described in Section 2.4, we will compare our mod-

els in terms of their performance on a manually curated dataset created in [6]. In that

work the authors have evaluated the performance of a number of algorithms on their

manually curated dataset of non-naive, biologically relevant TRs. The authors in their

work have noted that despite the vast amount of works on TR detection tools, they

were able to only use in practice the ones that they eventually compared evaluated

and reported on their work. For that reason we will mainly focus on presenting these

algorithms which are Dot2dot ([6]), RepeatMasker (https://www.repeatmasker.org/ ),

Tandem Repeats Finder (TRF) [28], TRStalker [29], Mreps [30], Troll [31]. Along

with them, we will also briefly mention some other works.
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RepeatMasker is an instance of the first group of software that rely on already

known repeat candidates and extensively searches for instances of them. Repeat-

Masker is widely used for locating both tandem and interspersed repeats. Tandem

Repeats Finder (TRF [28]), models the alignment of tandem copies as a series of

Bernoulli trials, whose probability of success depends on the average percent identity

between the copies. TRF is fast and is considered accurate in finding repeat loca-

tions. Dot2dot is an ab-initio method inspired by graphical methods used to visually

display local alignments between pairs of sequences. The algorithm exploits the fact

that aligning a TR with itself forms a regular patterns, and uses visual search tech-

niques to detect TRs. The method allows for a degree of divergence between repeat

copies.

TRStalker [29] is a heuristic algorithm aiming to find long repeats that have

been subject of extensive mutations. The authors deal with on a Steiner version of

the problem of detecting fuzzy TR repeats for which the fuzziness is measured with

respect to a motif string not necessarily present in the input string. This is equivalent

to an NP problem and, thus, the algorithm cannot guarantee that all NP-Complete

Tandem Repeats satisfying the target definition in the input sequence will be found.

The aim is to detect highly mutated repeats that are hard to find my other algorithm

Mreps [30] is an algorithm based on the concept of maximal repeats. These are

repeats that can be extended as much as possible to the right/left without breaking

the periodicity of the motif. Mreps finds all maximal repeats in an input sequence.

It includes a resolution parameter allowing for a certain flexibility in order to find

approximate repeats, i.e. mutated repeats. The detection of approximate repeats

is done by computing the so-called runs of k-mismatch tandem repeats, i.e. repeats

that allow at most k mismatches between two adjacent repeated units. Troll [31] is

an algorithm that is extensively searching for pre-determined lists of motif patterns

using Aho–Corasick [32] algorithm used to solve the equivalent dictionary problem,

which it to find all occurrences from a list of patterns in a text string.

TANTAN [33] and Look4TRs [34] are two algorithms using hidden Markov mod-

els. TANTAN uses simple hidden Markov model (HMM) to quickly compute the

probability that each residue is part of a tandem repeat. The generative model in-

cludes a state for non–repetitive sequence, with transitions into states for repeats of

various periodicity. Look4TRs is a self-supervised Hidden Markov Model (HMM),

which converts the sequence of nucleotides to a sequence of scores indicating whether

each one of them is part of a repeat. The model is trained using self-generated scores

of repeat regions and non-repeat regions. To generate the scores, look4TRs, generates
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two random/synthetic chromosomes based on a real chromosome of the input genome

and inserts artificially generated repeats in these data. Then, the HMM is trained on

the scores of the generated MS and the scores of the regions in between.

1.3 Contributions

In this dissertation, we explore the use of deep learning for the prediction of regions

that contain short tandem repeats, as well as for their exact localization. In addition,

we use deep learning models to explore the correlation between the genomic compo-

sition of the flanking sequence of the repeats with their presence. The contributions

presented in this work are the following:

1. We explore what type of dataset is more appropriate for the proposed problem.

That is, we investigate two different ways of creating training data from the

raw human genome sequence. In more detail, we design two different ways

of creating training samples and explore how this different design affects the

performance of the models trained on them. Given the fact that we are not

aware of any previous work using deep learning to predict broader regions where

tandem repeats are located or to annotate input sequences by finding the exact

starting and ending position of tandem repeats, the most appropriate way to

create the training data from the available raw human genome sequence is

unexplored.

2. We experiment with, evaluate and compare three different, supervised and unsu-

pervised, deep learning architectures to predict tandem repeat locations, namely

fixed length windows that contain repeats. We investigate how the model per-

formance is influenced by different factors, such as the length of the repeat

observed by the model. We also test the ability of our models to predict the

repeats at different mutation levels, which is a highly desired property, since

mutated repeats are often associated with diaseases.

3. We test the performance of the models in annotating sequences. That is, to find

the exact starting and ending position of repeats. For that purpose, we adapt

and extend an existing algorithm [35] to be used as an extra processing step,

in combination with the model’s prediction of the exact starting and ending

positions.
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4. We experiment with the deep learning architectures for the task of predicting

if a sequence comprises a flanking sequence of a repeat. This way, we attempt

to correlate the repeat presence with the genomic composition of their flanking

sequence. That is a first step towards exploring the flanking sequence composi-

tion and characteristics as potential contributor to the origin and emergence of

repeats, which constitute still unclear and complicated issues.

5. We design different experiments and use different evaluation datasets to fulfill

the aforementioned objectives. We analyse our results and propose different

lines of future work.

1.4 Dissertation Structure

This dissertation is structured as follows:

• Chapter 2 (Problem Definition) formulates the problems targeted in this work.

We discuss the format of the input and output of the implemented models and

the details of the experiments designed and performed.

• Chapter 3 (Background) Gives the genomic background around tandem repeats

and the theoretical background of deep learning models that are used in this

work.

• Chapter 4 (Dataset Creation) discusses the nature of the data, the pre-processing

steps, and the creation of the datasets used in the experiments.

• Chapter 5 (Methods) describes the specific architectures and optimization set-

tings that were selected and discusses related challenges.

• Chapter 6 (Experiments) describes the different experiments performed, presents,

compares and analyses the results.

• Chapter 7 (Conclusions) performs a structured assessment of the results. Then,

it describes the limitations of our work and suggests potential future directions

to address them and further improve the performance of our models.



Chapter 2

Problem Definition

In this Chapter, we will discuss the description of the problem addressed in the current

work. The detailed problem definition, input and output format of the models used,

while also the evaluation metrics used to assess the performance of the models will be

given. In addition, details on the dataset nature and metrics will be discussed before

a more detail description is given in Chapter 4.

2.1 Input format

The input of our models will be a human DNA sequence. DNA consists of two chains

(strands) that form a double helix Fig. 2.1. Each polynucleotide chain consists of

monomeric units called nucleotides, corresponding to one of the four chemical bases:

adenine (A), guanine (G), cytosine (C), and thymine (T). Each nucleotide binds with

its respective counterpart, forming a base pair (bp), according to the base pairing

rules (A is bound with T and G is bound with C) [36]. The complementarity of DNA

results in the two strands of DNA containing the same biological information. For

that reason, only one strand will be used as input to our models. Thus, the input

consists of a sequence of A,G,T,C letters.

Around 30% of the genome consists of repetitive sequences while 3% of it consists

of short tandem repeats (STRs). STRs are sequences where a short motif (1-9 bp)

is repeated a number of times, with the repeats being adjacent to each other. More

details on STRs are discussed in Section 3.1.1. From the human genome, we created

sequences containing STRs, which constitute the positive samples of our dataset.

Negative samples were selected to be sequences that did not contain any repetitive

element (tandem repeat or interspersed repeats). In Section 2.1.1, we will introduce

the different types of datasets as well as the objectives targeted by each of them.

8
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Figure 2.1: DNA is packed in structures called chromosomes. It is comprised of 4 chemical
bases A, C, T and G, called nucleotides. Nucleotides bound in a complementary way A-T
and C-G.

More details on the way these datasets were created will be given in Chapter 4. In

Section 2.4, the different experiments related to each dataset type are presented.

2.1.1 Dataset types

Three different dataset types were created.

1. The first dataset contains 80bp windows where the starting point of the repeat

is found between positions 0-20. This ensures that the window contains a sub-

stantial part of the repeat that will allow the model to identify it. This dataset

contains each repeat only one time.

2. The second dataset contains 80bp windows where the starting point of the

repeat could be in any position. Each repeat is contained in more than one

sample, in a different position in each of them.

3. The third dataset consisted of sequences flanking the repeat, meaning that they

were met just before the start of the repeat.

The first two datasets were used in experiments that aim to identify repeats. We

will refer to this aim as objective I. Firstly, we aim to predict if a window contains

a repeat (objective I.I). Subsequently, apart from predicting windows containing re-

peats, the models were also tested on their performance on annotating sequences

with repeats. That is, on their ability and precision on finding the exact starting and

ending position of repeats (objective I.II).
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The third dataset was used in experiments that aim to predict if a sequence

constitutes a flanking sequence of a repeat, namely if a repeat is following immediately

after it. We will refer to this aim as objective II. The idea behind these experiment is

to test the ability of the models to identify patterns that are potentially signaling and

initiating the repeats. More details on the importance of that are given in Section

3.1.1.1.

2.2 Output format

The experiments related to both the objectives discussed above constitute a two-class

classification problem. For each window the output of the model can be interpreted

as the probability of it belonging to the positive class. The positive class depends

on the specific experiment and dataset used. For the first group of experiments,

targeting objective I, the positive class constitutes of samples containing repeats,

while for the second group, targeting objective II, he positive class constitutes of

samples containing the flanking sequence. To make the class prediction we define a

threshold of 0.5. Thus, for outputs of the model higher than 0.5 we consider the input

window belonging to the positive class.

We face the annotation task (objective I.II), again as a two-class classification

problem. To annotate a certain sequence, we slide a window of 80bp over it. For each

such window, the model predicts if it contains a repeat or not. In each position, the

nucleotide that is on the ending part of the window (last position) is annotated. That

is, as the window slides over a sequence with step equal to one, one extra nucleotide

is annotated as being contained in a repeat or not. The goal is for the model to be

able to predict the start of the repeat as early as possible.

2.3 Evaluation metrics

This section discusses the evaluation metrics used to assess the performance of the

models. For the experiments related to the prediction of an input sequence as con-

taining a repeat (objective I.I) or as being a flanking sequence before the repeat

(objective II), we use two main metrics: accuracy and F1-score. These are standard

metrics used for the evaluation of the quality of classification performed by machine

learning models.

For the experiments involving the exact annotation of sequences (objective I.II),

a measure indicating the similarity/matching between the sequence annotated by the
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model as a repeat and the ground-truth repeat should be used. For this purpose,

Jaccard coefficient was used. It provides an efficient way to measure the similarity

between the model’s annotation, namely the part of the sequence the model has

masked as the repeat and the ground truth. Jaccard coefficient is generally used to

measure the similarity of two intervals and, in our case of two genomic intervals. It is

defined as the ratio between the length of the intersection of the two intervals divided

by the size of their union. It takes values in the range of [0, 1] and is one only when

the two sequences exactly match.

Apart from the different evaluation metrics used in the experiments for the exact

annotation of sequences, different evaluation datasets were used. That is, although

the models were trained using the datasets discussed above in Section 2.1.1, the

performance of the models was evaluated in different datasets. In more detail, for the

training data, RepeatMasker has been used to annotate the DNA sequence, namely,

to identify the repeats so that the labelled samples can be created. More details on

the creation of the labelled data using RepeatMasker are given in Chapter 4. Thus,

when evaluating the model’s performance on the left-out data using the accuracy, f1,

precision and recall metrics, we consider RepeatMasker annotation of the DNA as

the ground truth.

However, RepeatMasker is imperfect. The contribution of annotating the repeats,

which is one of the main objectives of this work, would be important in two cases.

The first aim is that our models can annotate the DNA with higher accuracy than

RepeatMasker or other software. The second aim would be for our models to be

able to achieve comparable performance with RepeatMasker or other software and

produce similar annotation of tandem repeats, while being significantly faster.

In relation to the first aim, in order to compare the performance of our models

with other software and RepeatMasker, we need a test dataset manually curated,

where the location of the repeats has been independently found and verified. That

is, we need to compare our models’ performance on a dataset that can be considered

accurate and that is not the result of another software’s annotation. For that reason,

we use a manually curated collection of five datasets containing biologically relevant,

non-näıve repeats, created in [6]. In more detail, the authors collected:

• 45 verified disease-related TRs,

• 21 TRs relevant to DNA profiling,

• 86 TRs located in the Y-chromosome commonly used for paternity or genealog-

ical tests,
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• 600 TRs distributed across the autosomes each of which containing a short and

highly polymorphic TR and,

• 15,326 TRs located in upstream regulatory regions.

2.4 Project Focus

Initially, we explored what type of dataset is more appropriate for the proposed

problem. We have designed two different ways to create the training datasets from

the raw genomic data and, also, designed experiments to evaluate the performance of

our models in different tasks. We aim to use our models to make predictions about the

location of repeats, and also analyse the genomic data to give as insights about their

presence that will allow us to draw biological conclusions. Thus, we have designed

the following experiments:

• Experiment I: We create the dataset so that the starting point of the repeat

is placed on the initial part of the sample by randomly selecting a position in

a prespecified range. The dataset is comprised of samples containing repeats

(positive class) and random sequences that do not contain repeats (negative

class). We train our models to perform 2-class classification predicting which

samples contain the repeats.

We investigate how the models’ performance is influenced by different factors,

such as the length of the repeats observed by the model and the repeats mutation

levels.

• Experiment II: We create the dataset so that the starting position of the

repeat can be in any position of the input sample. Again, we train our models

to perform 2-class classification predicting which samples contain the repeats.

We investigate how the performance of the second type of models is influenced

the by the length of the repeats and the repeats mutation levels.

Then we compare the performance of the models of this experiment with the

ones from Experiment I, in order to conclude on the most appropriate dataset.

• Experiment III: We use our models to find the exact starting and ending

position of the repeats in sequences containing biologically-relevant repeats.

We design an extra processing step to make the prediction of our models more

precise. We compare our models with other software/algorithms proposed in

the literature.
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• Experiment IV: We create the dataset so that it contains the upstream flank-

ing sequence of repeats (positive class) and random sequences that do not com-

prise repeat flanking sequence (negative class). We train our models to perform

2-class classification predicting which samples comprise flanking sequence of re-

peats. That way we aim to correlate the genomic composition of the flanking

sequence with the presence and potentially the genesis of repeats.



Chapter 3

Background

The current chapter provides an overview of the theoretical background related to

this work. In Section 3.1, the genomics background related to tandem repeats is

given. Information on the structure of TRs, their hypermutability, and potential

sources accounting for it are introduced. In addition, their established association

with monogenic diseases as well as their potential role in polygenic diseases according

to latest evidence is discussed. Then, in Section 3.2, initially, the general theoretical

background of deep neural networks is introduced. Then, we discuss the theoretical

background of convolutional neural networks (CNNs) and variational autoencoders

(VAEs), the two main architectures used in this work.

3.1 Genomics preliminaries

Chromosomes are long DNA molecules containing part of the genetic material of

organisms. Human cells have 23 pairs of chromosomes. Each chromosome contains

a different number of genes, which are made of DNA. DNA consists of two chains

that form a double helix. Each of the chains consists of monomeric units called

nucleotides, corresponding to one of the four chemical bases: adenine (A), guanine

(G), cytosine (C), and thymine (T). The chains are bound together through their

nucleotides and are complementary (A is bound with T and G is bound with C).

DNA can be distinguished in repetitive and non-repetitive.

3.1.1 Tandem repeats

Repetitive DNA constitutes of patterns of one or more nucleotides that are repeated.

Repetitive elements are constituted of two groups: tandem repeats and interspersed

repeats. Interspersed repeats are specific patterns that are dispersed in multiple loci

14
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Figure 3.1: Unit size and number of units are factors that characterize tandem repeats.
Microsatellites (Short tandem repeats), are comprised of repeated motifs of 1-9 bp, while
minisatellites of ≥ 10 bp. .

throughout the genome, while tandem repeats are characterized by the repeated pat-

terns being adjacent to each other. The number of times the motif is repeated varies

from a small number to more than a hundred [37]. Although definitions vary, short

tandem repeats (STRs), also called microsatellites, are the tandem repeats where

the repeated motif is 1-9 bp and comprise 3% of the human genome. Based on

the length of the major repeated motif, STRs can be classified into mono-, di-, tri-,

tetra-, penta-, and hexanucleotide repeats. Longer tandem repeats, also called min-

isatellites, have a motif from 10-100bp and long tandem repeats, also called satellite

DNA have a repeated motif longer than 100 bp [38]. In Fig 3.1 taken from [39], the

repeat GTACGTACGTACGTAC is constituted of the repeat motif GTAC repeated

four times.
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Tandem repeat mutations

DNA replication is the biological process by which a double-stranded DNA molecule

makes a copy of itself and produces two identical DNA replicas. During DNA replica-

tion, the repetitive nature of tandem repeats can induce slippage replication events,

namely the misalignment of two DNA strands during replication, which leads to ge-

netic rearrangements such as microsatellite instability [40]. In more detail, replication

slippage causes the generation of deletions or insertions within repeat regions lead-

ing to varying number of copies of the repeated motif. These variations are called

“dynamic mutations” [41]. Research has shown that the slippage replication events

are influenced by the repeat unit length, with lower repeat lengths corresponding

to higher slippage rates. In addition, studies suggest a positive correlation between

repeat number and mutation rates [8]. Mutation rates are also influenced by external

factors, e.g., during transcription of a tandem repeat, higher transcription levels could

result in mutations [39]. Recombination events [42], which is the biological process

by which pieces of DNA are broken and recombined to produce new combinations of

alleles, can also lead to contraction and expansions of TR sequences. Strand-slippage

replication is considered as the main mechanism of STR mutation process, while re-

combination is considered the main mechanism causing the mutation of minisatellites

[43].

Since the repetitive nature of tandem repeats favors the occurrence of such events,

tandem repeats are hypermutable [44], with mutation rates 10–105 times higher than

the average DNA polymorphisms rates throughout the genome [39] and, thus, con-

stitute a large part of the genetic variation across humans. Apart from the insertion

and deletions of one or several repeat units, STRs are also affected by “non-specific”

mutations as shown in Fig 1.1, such as insertions/deletions of single nucleotides, while

also transition, where a single (two ring) purine (A or G) is changed for a (one ring)

pyrimidine (T or C) or vice versa, and transversion, where a purine nucleotide is

changed to another purine (A ←→ G), or a pyrimidine nucleotide to another pyrim-

idine (C ←→ T).

Position of STRs and how it affects their importance

Most STRs are located in non-coding regions, while around 8% of them are located

in coding regions. While 3% of the human genome constitutes of STRs, 6% of the

coding regions are considered to contain STR variations [9]. As mentioned in [9], in the

coding regions, STRs tend to be located in genes whose products affect transcriptional
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regulation, DNA binding, protein–protein binding, and developmental processes. It

is also known that in non-coding regions, many STRs are located in promoters and

enhancers and other regions having a role in gene regulation and gene expression [45].

The location of TRs suggests that they have a functional role in gene regulation,

expression and in phenotypic variants. As described in the Section 1.1, for many years,

repetitive DNA was considered as non-functional and “junk” [46], [47]. However, the

last years, the importance of STRs has been highlighted through many studies. STRs

variations have proven to have an important role in regulation, e.g., by modulating the

binding of transcription factors [48], having the capacity to inhibit promoter activity

[49]. In addition, latest studies have highlighted STRs play a key role in regulating

gene expression [15] [16]. All this evidence has underlined the biological importance

of STRs and their role in genetic and phenotypic variation and indicates the need to

investigate their yet unexplored association with diseases.

TR expansions associated with diseases

As briefly mentioned in the Section 1.1, the determinant role of TR expansions in

some monogenic diseases was already uncovered since the 1990’s. Over 40 mendelian

disorders, which result from a mutation at a single genetic locus have been attributed

to STR expansions. Huntington disease, spinocerebellar ataxias, Friedreich ataxia

(FRDA), fragile X syndrome (FXS), myotonic dystrophy are some prominent exam-

ples of diseases caused by STR expansions [Hannan, 2018]. For example, Huntington

disease is caused by the expansion of a CAG repeat in exon 1 of the IT15 gene. While

the repeats in healthy individuals vary from 6 to 35, 36-39 repeat units indicate an

increased risk of developing the disease and individuals with more than 40 repeats

have the disease.

Apar from the contribution in monogenic disorders, the emerging data discussed

above that indicate the functional role of STRs and their determinant role in gene

expression, indicate that STRs have the potential to contribute to the missing heri-

tability of polygenic disorders by controlling gene products that are associated with

certain polygenic disorders [12].

The recent findings that highlight the importance of STRs have increased the in-

terest in them, with some studies identifying associations between STR expansion and

polygenic disorders. In [18], the correlation between tandem repeats with a motif of

2-20 bp and autism spectrum disorder was investigated and it was observed that tan-

dem repeat expansions at 2,588 gene-associated loci were significantly more prevalent

among individuals with the disorder, while it was rare among the health population.
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In various studies, short tandem repeat instability, also called microsatellite instabil-

ity (MSI) has been highlighted as a molecular phenotype for different types of cancer,

e.g. endometrial, and colorectal tumors [50], [51]. In [52], the authors identified

MSI-positive tumors in 14 of the 18 cancer types explored, while also observed a cor-

relation of patient survival rates with the number of unstable sites. Tandem repeat

polymorphism has been associated with various other complex diseases, e.g. diabetes

[53].

3.1.1.1 Origin of tandem repeats flanking sequence

The origin of microsatellites is a complex matter that has concerned the research

community for years. [26]. Their genesis appears to be non-random [27]. They can

arise de novo, spontaneously within unique sequences, while also brought to a genomic

location by transposable elements.

Many theories have been proposed for the microsatellite’s origin. Recombination

and replication slippage, as it was described previously in the current section 3.1, are

considered two of them. However, several studies have suggested that a minimum

number of repeats is needed before DNA slippage can extend the repeat [54], [55]. A

number of studies have been conducted to correlate the origination of microsatellites

with the presence of specific genomic elements, e.g. mobile genetic elements [56],

[57], [58]. However, other studies have shown that the high density of transposable

elements does not always correlate with the presence of microsatellites [59], [60], and

thus, their contribution in microsatellite genesis remains unconfirmed.

The amount of studies exploring the origin of TRs, and the fact that these oc-

casionally come to conflicting conclusions, highlight the complexity of the issue of

microsatellite origin. The investigation of this issue could lead to a better under-

standing of the function and organization of the genome, the evolution of species and

the population genetic studies [26].

The flanking sequence of the repeat is defined as the sequence immediately up-

stream and downstream of the repeat locus and is of high importance. Its genomic

composition has been proven to significantly influence the mutability of the repeat

[61], an assumption that was first made in [62]. The flanking region’s GC content

and type of DNA (e.g. if it is gene-related) are a few factors that have been proposed

as ones that potentially affect the mutation rates of the repeat [27].

However, conflicting results have been observed. For example, in [62], the rich-

ness in GC content in flanking sequence of microsatellites has been negatively corre-

lated with their genetic diversity. However, one study in shrews [63] and another in
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Drosophila melanogaster [64] did not find any such positive or negative correlation.

Studies have suggested that the influence of flanking regions on repeats should be

further explored [27].

One objective of the current work (objective II as introduced in Section 2.1.1), is to

investigate the correlation between the genomic composition of the repeats’ flanking

sequence with their presence. We will use NNs to capture patterns and characteristics

that are present in the flanking regions of repeats and could potentially be a factor

contributing to their genesis/origin.

3.2 Deep Learning preliminaries

In this Section, we summarise some machine learning background that is relevant in

the current work. Initially, we introduce the general ideal behind neural networks

(NNs) and we continue by describing the specific architectures that we have imple-

mented in this work’s experiments, the convolutional neural networks (CNNs) and

the variational autoencoders (VAEs).

3.2.1 Neural networks and Backpropagation

A feed-forward neural network (FNN) is an artificial neural network(ANN) in which

the nodes do not come in circular forms. These networks can only process information

in one direction. These can be single-layer networks (i.e. consisting only of input and

output layers) or multi-layer networks with multiple hidden layers. In a feedforward

neural network, every perceptron in one layer is connected with each node in the next

layer. The general idea is that the FNN receives an input, propagates its information

through the layers by computing an ‘activation’ for each neuron, and finally outputs

the activations in the output layer. In between, it assigns each input a learnable

weight, and adds a learnable bias term to produce a pre-activation value. Typically,

all the nodes are fully connected. More formally, given a k-dimensional input vector

x ∈ Rk the output y ∈ R of a perceptron can be calculated as:

y = f(W x + b)

where W ∈ Rk are weight parameters of the perceptron, b ∈ R is a bias term which

provides an independent constant added to the input and f : R −→ R is an activation

function. Typically, every unit has a linear function followed by a non-linear activation

function. There are no back-loops in the feed-forward network. These networks are
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mostly used for supervised machine learning tasks, where the model learns to predict

outputs y from inputs x.

Backpropagation algorithm is a widely used technique for training neural net-

works, in which the two more essential factors are the loss function and gradient

descent optimization algorithm. On a training dataset, the loss function evaluates

a model with kernels and weights through forward propagation, which next, are up-

dated, in respect to the loss value, through backpropagation and gradient descent.

More specifically, through forward propagation, the model, takes a certain input

x, whose true label is y, and predicts a label z. Comparing those two labels, true

and predicted, the loss value is calculated. Concerning the backpropagation phase,

gradient descent optimization is used, in order to determine in what direction the

learnable weights should be adjusted to decrease the loss. The procedure is called

backpropagation, since the loss value is fed backwards in order to, fine-tuned the

weights of the network. In order to finish the training procedure through backpropa-

gation, a stopping criterion is applied, which typically refers to a number of epochs,

a loss value threshold etc.

3.2.2 Convolutional Neural Networks

In this Section, we will introduce convolutional neural networks (CNNs). The fol-

lowing introduction is based on the the notes of the Machine Learning course at the

University of Oxford [1] and [65]. In Section 3.2.2.1, we will discuss CNNs in the

context of genomics and DNA sequences.

Convolutional neural networks, firstly introduced in [66], is a class of neural net-

works that has been introduced for the analysis of imaging data and its successful

application has expanded in multiple other domains. As the feedforward NNs intro-

duced in the previous Section, CNNs are also comprised of neurons that have learn-

able weight ans biases. However, their layers have neurons arranged in 3 dimensions:

width, height, depth. Their distinct feature are two main operations, convolution and

pooling.

Convolution Operation

The parts of the network where the convolution operation takes place are called

convolutional layers. These layers are comprised of learnable filters, also known as

kernels, which scan the input, i.e. are moved over the image. At each position, the

dot product between the filter and the same size patch of the input at that position

is computed, as shown in Fig. 3.2. The aim is to discover spatial patterns in patches.
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Figure 3.2: Convolution operation. The dot product between the patch of the input
image (shaded blue part) and the filter is calculated (left corner of the green box).

In more detail, let the input be a 2-dimensional tensor of shape m × n, and

the convolutional filter a real-valued 2-dimensional tensor of shape W × H. While

the filter is scanning the input over all possible dimensions (width and height), the

element-wise product of it with each input patch of shape W × H is calculated.

The tensor occurring from the element-wise multiplication is summed and the result

corresponds to an element of a 2-dimensional feature map. That feature map (green

box in Fig. 3.2) corresponds to the responses of that filter at every spatial position.

Each filter scanning the input image produces a feature map. The filters are learnable

parameters, that are learned through backpropagation. Filters of initial convolutional

layers typically learn to detect less complex patters, such as edges, while filters in later

layers learn more complex patterns.

Different ways of how the filter is scanning the input can be selected, i.e. which

patches of the input are considered. The parameters that determine the way the

input is scanned are stride and padding. For a 2D convolution, the stride parameter

controls the step towards each direction. For example, one could select to not scan

every possible input patch, but every other one, i.e using a stride of 2. Pixels in the

corners are not treated in the same way as pixels at the inside parts of the input, since

the filter cannot move to some positions at the corners of the input. Although, this is

usually not a problem, especially for large inputs, padding is a way to eliminate this

behavior by adding a frame of zero-valued pixels at the boundary of the input data.

Typically multiple filters are applied at each convolutional layer, each one produc-

ing a different feature map. The feature maps generated when the filters slide over

the input, correspond to identified simple or complex features present in the image.
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Pooling Operation

Another operation that is often used in CNNs is pooling. After the convolutional

layer, the dimensionality of feature maps is typically getting reduced. This is done

by applying a certain operation on all patches. That operation is typically taking

the maximum, average or minimum among all elements for each input patch, i.e.

pooling the pixels together. The aim is to decrease the size of the feature maps but

at the same time preserve important features detected before the pooling layer. Since

we typically want to decrease the dimension of the feature maps, pooling is usually

applied with a stride of 2 or higher.

By using only the maximum, average or minimum activation through the pooling

layer, the convolutional layers become more invariant to distortions of the target in

extracted feature maps. In Fig. 3.3 the case of max pooling is shown, where the

maximum value in each patch of the feature map is calculated. Different patches of

the feature map are shown with different colours. This way, the feature map, showed

in the left part of Fig. 3.3 is down-sampled and the outcome is comprised of the most

highlighted feature of each patch volume.

Figure 3.3: Pooling operation. Maximum pooling is applied with pool size (2,2) and
stride (2,2). Figure taken from [1]

.

3.2.2.1 CNNs in genomics

CNNs is one of the main architectures that is applied to genomic data. Fig. 3.4

shows the procedure of applying a CNN model to one-hot encoded DNA sequences

for the different layers of the model. In the first convolutional layer, the sequence is

scanned by several filters, with each filter application outputting a scalar value, as

shown in Fig. 3.4b. This value corresponds to a measure of similarity between the

filter and the part of the sequence it was applied to. In the example of Fig. 3.4b,

the learned filters correspond to transcription factors GATA1 and TALI1. After each
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convolutional layer, a non-linear activation function, typically a ReLU, usually follows

(Fig. 3.4c). In part d of Fig. 3.4, a pooling layer is applied, reducing the dimension

of its input.

Different numbers of convolutional layers are appropriate for different tasks. After

the total number of convolutional layers, the output is flattened (Fig. 3.4h) and used

as an input to a series of fully-connected layers. The output of the last fully-connected

layer is the final prediction of the CNN and its size depends on the nature of the

problem.

Figure 3.4: Convolutional neural networks applied to DNA sequences. Figure taken
from [2].

CNNs have been widely used to detect motifs in DNA sequences. In initial layers,

the CNN captures simpler motifs, while in deeper layers the network captures com-

binations of them and is able to learn more abstract representations and underlying

characteristics of the sequence. An advantage of the end-to-end neural networks is

that there is no need to prespecify any feature, since they adaptively extract features

to map the raw input data to meaningful internal representations through backprop-

agation.

3.2.3 Variational Autoencoders

Machine Learning models can be grouped into generative versus discriminative mod-

els. While discriminative models aim to predict some output based on the observed
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data, the generative models aim to learn the underlying joint distribution over the

variables, which include the inputs and outputs, both of which are modelled as prob-

ability distributions. [4].

Variational autoencoders [3] [67] are an instance of generative models that aim to

jointly learn a deep-latent variable model and corresponding inference models using

stochastic gradient descent. In the following sections, firstly, the ideas of a proba-

bilistic models, latent variable models and variational inference will be introduced,

as they are core concepts in the VAE framework. Secondly, the basics of VAE will

be introduced. The following introduction on VAEs is based on the original paper

introducing the Variational autoencoders [3] and the authors’ follow up notes [4].

Probabilistic models, Latent Variable Models and Variational Inference

Probabilistic models are mathematical descriptions that model events and phenomena

through random variables and probability distributions. They aim to capture the

correlations between the variables of interest in the form of the joint probability over

them.

Let x be the vector denoting all the observed variables of a model. We assume

that these are generated through an underlying process p∗(x), which we aim to model

with an approximate probabilistic model pθ(x). The learning consists in searching

the value of θ that leads to the best approximation of the true underlying distribution

of the data p∗(x), such that for the observed x: pθ(x) ≈ p∗(x).

Latent variable models (LVMs) are probabilistic models that incorporate latent

variables z corresponding to the observed variables x. Latent variables z are not

observed but are part of the model and, in conjunction with the global parameter θ,

can help explain the observed variables x. They are often lower-dimensional and more

interpretable than x and are usually supposed to capture some underlying, complex,

or conceptual characteristics of the generative process, which cannot be measured and

observed directly. The joint distribution over both the observed and latent variables

is given by pθ(x, z), while the marginal distribution over the observed variables x is

given by:

pθ(x) =

∫
pθ(x, z)dz

LVMs are connected to two main purposes: model learning and inference. Model

learning is focused on finding the best configuration for θ, while inference aims to

calculate the posterior p(z|x) for a given fixed θ. In the case of model learning, latent

variables are useful to capture the high-ordered dependencies between the observed
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variables, whereas in the inference case, latent variables are the important unobserved

features that we want to retrieve. The inference problem focuses on finding the

posterior distribution, namely the conditional distribution of the latent variables given

the observations, which is given by:

p(z|x) =
p(z,x)

pθ(x)

For most models, the denominator, also called normalizing constant, is intractable.

Even in cases where the denominator is tractable, the posterior distribution can be

complex, which makes it impossible to characterize it, sample from it etc.

Variational inference (VI) tackles this issue by attempting to approximate the

posterior in a functional, simpler form. Thus, the inference problem is reformulated

into an optimization problem. A variational family qφ(z) is introduced and the set

of parameters φ, which characterize it, are optimized in terms of the quality of ap-

proximation of p(z|x) with qφ(z). Kullback-Leiber divergence between qφ(z) and the

target p(z|x), which is typically used to measure the quality of the approximation, is

given by:

KL (qφ(z)‖pθ(z | x)) = Eq

[
log

q(z)

p(z|x)

]
· (3.1)

This proves to be equivalent to maximizing an evidence lower bound (ELBO) with

respect to the parameters φ. More details on this will be discussed in Section 3.2.3.1.

By maximizing the ELBO instead of minimizing the KL divergence, the optimization

does not involve the posterior in its normalized form, which is usually intractable.

Instead, only the unnormalized version of the posterior is needed.

Deep latent variable models (DLVMs) are LVMs where the probability distribu-

tions are parameterized by flexible deep neural networks. The most common DLVM

used is specified as the factorization of the prior distribution, pθ(z), and the likeli-

hood pθ(x|z), which is parameterized by a neural network. This is mathematically

formulated as follows: pθ(x, z) = pθ(z)pθ(x|z) Typically, pθ(z) is considered fixed,

e.g. pθ(z) = N(0, 1). DLVMs are LVMs, as shown in Fig. 3.5, with the arrows

corresponding to neural networks. Thus, θ, which, from a probabilistic perspective,

corresponds to the parameters of the distribution pθ(x|z), from the NN perspective,

corresponds to the NN parameters, e.g. weight, biases etc.
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Figure 3.5: Variational autoencoder model: Solid lines correspond to the generative model
pθ(x|z)pθ(z) and dashed to the inference model qφ(z|x). Figure taken from [3].

3.2.3.1 Variational Autoencoder framework

After having introduced the above relevant ideas of DLVMs and VI, variational au-

toencoders combine these ideas by providing a principled method for optimizing

a DLVM with its corresponding inference model using stochastic gradient descent

(SGD) [4]. In other words, VAEs jointly address the inference problem of approx-

imating the posterior of the latents pθ(z|x) and the model learning problem of ap-

proximating the parameters θ.

For this purpose, VAEs introduce an inference model qφ(z|x), which approximates

the true intractable posterior pθ(z|x). The VAE framework provides a computation-

ally efficient way to jointly learn the inference model’s parameters φ and the gen-

erative model parameters θ. qφ(z|x) is also referred to as encoder and pθ(x|z) as

decoder.

The goal is to maximize the log-probability of the data under the model log p(x).

However, as mentioned above. VAEs use as optimization objective the ELBO, a lower

bound for the log marginal likelihood log p(x) that can be derived as follows:
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log pθ(x) = Eqφ(z|x) [log pθ(x)]

= Eqφ(z|x)
[
log

[
pθ(x, z)

pθ(z | x)

]]
= Eqφ(z|x)

[
log

[
pθ(x, z)

qφ(z | x)

qφ(z | x)

pθ(z | x)

]]
= Eqφ(z|x)

[
log

[
pθ(x, z)

qφ(z | x)

]]
︸ ︷︷ ︸

=Lθ,φ(x)

+Eqφ(z|x)
[
log

[
qφ(z | x)

pθ(z | x)

]]
︸ ︷︷ ︸

KL(qφ(z|x)‖pθ(z|x))

Indeed, we have KL (qφ(z | x)‖pθ(z | x)) ≥ 0 which is equal to zero only if q = p,

and, thus, the ELBO is a lower bound for log p(x) that is given by:

Lθ,φ(x) = log pθ(x)−KL (qφ(z | x)‖pθ(z | x)) ≤ log pθ(x) (3.2)

This convenient mathematical formulation describes the VAE framework. By

maximizing the ELBO w.r.t the parameters θ and φ, we jointly:

1. Approximately maximize log pθ(x), which comprises the model learning proce-

dure. Thus, we learn a generative model, namely the joint distribution pθ(x, z),

which can be factorized as pθ(x, z) = pθ(z)pθ(z|x). p(z) corresponds to the

prior distribution and pθ(z|x) to the decoder.

2. We minimize the KL divergence, leading to a better approximation of pθ(z|x)

by qφ(z|x). Thus, we learn an approximation qφ(z|x) of the true intractable

posterior of the decoder pθ(z|x) through the encoder.

Conveniently, the ELBO allows for the joint stochastic gradient descent optimiza-

tion with respect to both the parameters φ and θ. The gradients of the ELBO are

typically intractable but we can derive unbiased estimators of them which allows us

to perform SGD. For gradient of the Eq. (3.2) w.r.t the generative parameters θ,

an unbiased estimator of the gradient is straightforward [Appendix]. The problem-

atic part is the gradient w.r.t. the variational parameters φ, because the ELBO’s

expectation is w.r.t. qφ(z|x).

In the case of continuous latent variables, the reparameterization trick, which will

be discussed in the next section, is typically used to obtain unbiased estimators of the

ELBO’s gradient w.r.t φ. In the case of discrete variables, different approaches have

been proposed. In the following section, we will discuss one of them, the Gumbel-

Softmax trick introduced in [5] and [68]. This is relevant for this work, since one of
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Figure 3.6: The forward pass of a VAE is comprised of encoding the datapoints through
the inference network to a latent distribution, then, sampling from this distribution and
decoding them through the generative network. Figure taken from [4].

the models implemented was a VAE with discrete latent variables using the Gumbel-

Softmax trick.

3.2.3.2 Reparameterization trick and Gumbel-Softmax

In the case of continuous latent variables and differentiable encoder/decoder models,

the ELBO’s gradient is computed through the change of variables. The initial problem

is that we cannot backpropagate gradients through the random/stochastic variable z.

To solve that, we re-express the random variable z as a deterministic and differentiable

function of φ, namely, z = g(φ, x, ε), and make the randomness derive from another

auxiliary variable ε as in Fig. 3.5. The distribution p(ε) is independent of φ and

θ. This allows the backpropagation through z and the computation of the gradients

w.r.t φ with a simple Monte Carlo estimator.

In the case of discrete latent variables (the stochastic node that we want to back-

propagate through is discrete), an efficient way to backpropagate has been proposed in

[5]. Jang et al. introduced an efficient way to replace a non-differentiable sample from

a categorical distribution with a differentiable sample from a novel Gumbel-Softmax

distribution. This is feasible due to the fact that the Gumbel-Softmax distribution

can be smoothly annealed into a categorical distribution.

Let z be a categorical variable with class probabilities π1, . . . πk, whose samples are

(k − 1)-dimensional one-hot encoded vectors. A way to sample from the categorical
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Figure 3.7: Reparameterization trick Left: for continuous latent varaibles Right: for cate-
gorical latent variables Figure taken from [5].
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distribution is the Gumbel-max trick which is described in the following formulation:

z = one hot
(

arg max
i

[gi + log πi]
)

(3.3)

Where g1, ..., gk are i.i.d samples drawn from Gumbel(0, 1) 1. By taking the

argmax of these we have sampled from the categorical distribution. However, since

we cannot backpropagate through the not differentiable argmax, Jang et al. proposed

approximating it with the continuous differentiable softmax. The output of this

sampling mechanism is yi, a continuous soft variable instead of an one-hot encoded

vector.

yi =
exp ((log (πi) + gi) /τ)∑k
j=1 exp ((log (πj) + gj) /τ)

for i = 1, . . . , k (3.4)

Temperature τ determines how close the sample yi, is to one-hot encoded, for τ →
0, the Gumbel-Softmax distribution becomes identical to the categorical distribution

that we are approximating, and the samples become one-hot encoded. Thus, in the

backward pass of the VAE with discrete latent variables, the gradients are taken

w.r.t. the soft samples yi, allowing for backpropagation. For completeness, we give

the Gumbel Softmax distribution density:

pπ,τ (y1, . . . , yk) = Γ(k)τ k−1

(
k∑
i=1

πi/y
τ
i

)−k k∏
i=1

(
πi/y

τ+1
i

)
(3.5)

1Gumbel(0,1) distribution can be sampled using inverse transform sampling. Firstly, we draw
u ∼ Uniform(0,1) and then compute g = − log(− log(u))



Chapter 4

Dataset Creation

This chapter discusses the nature of the data, the pre-processing steps, and the cre-

ation of the datasets used in the experiments.

The human DNA sequence data for each chromosome was obtained from the

USCS Genome Browser in the FASTA format, a text-based format commonly used

in bioinformatics to represent nucleotide or amino acid sequences. The version of the

USCS data used was hg38 (GRCh38 Genome Reference Consortium Human Reference

38), which was released on December 2013.

To create the labelled dataset, RepeatMasker was used to mask the parts of the

sequence corresponding to the repeats of interest. A version of all the chromosomes

with the repetitive regions masked can be obtained from the USCS server, where

the masking contains both the tandem and the interspersed repeats. However, in

this work, we have focused on the analysis and identification of short tandem repeats

(STRs). Thus, to create the appropriate dataset containing only the tandem repeats

as positive examples, the RepeatMasker was run with the -noint (no interspersed)

option to include only the tandem repeats. Tandem repeats were masked with lower-

case letters. Using the masked data we created the datasets with the format explained

in the following section.

4.1 Dataset Creation

This section will describe how the different datasets that were used to train our models

were created. As described in Section 2.1.1, we aim to explore two different objectives

with our models. The first one is to detect and identify the STRs. The second one is to

explore the capability of our models to find patterns in the flanking sequence, namely

the sequence that is adjacent to the repeat that would enable them to accurately

31
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predict the emergence of a repeat. For the training towards the fulfillment of the first

objective, the identification of the STRs, we created two different datasets.

1. The first dataset contains 80bp windows where the starting point of the repeat

is found between positions 0-20. This ensures that the window contains a sub-

stantial part of the repeat that will allow the model to identify it. This dataset

was created by firstly separating each chromosome into 80bp windows. Then in

each positive window the starting point of the repeat was identified. A number

between 0-20 was randomly sampled and the starting point of the repeat was

placed there. This dataset contains each repeat one time. We will refer to this

dataset as Non-overlapping windows Dataset.

2. The second dataset contains 80bp windows where the starting point of the

repeat could be in any position. This dataset was created by sliding a 80bp

window over the chromosome. Each window was labelled as positive (containing

a repeat) if at least one bp of the repeat was contained in it. Any window not

containing at least one bp of a repeat was labelled as negative. The sliding

window scanned the chromosome with a step of 10. The step was required

to reduce the amount of resulting data. From the above procedure, it can be

inferred that, in this dataset, each repeat was contained more than once. In

other words, different samples of the dataset could contain the same repeat at

different positions. We will refer to this dataset as Sliding windows Dataset.

For the models targeting the second objective, we have created a dataset where

positive samples are comprised of the 60bp windows met exactly before a repeat

starts. For negative samples, we ensured that no repeat existed for at least 60bp of

the sequence following the sample. We also created a dataset in the same way but

leaving a 10 bp gap between the repeat and the windows labelled as positive samples.

This is to account for potential mistakes in annotation of the RepeatMasker, e.g.

RepeatMasker misannotating the initial part of a repeat. This way, we ensure that

there is no misannotated part of the repeat included in the positive samples.

4.2 Creation of Train/Test splits

Naturally, the amount of negative data is much larger than the amount of positive

since positive data are restricted to the locations of TRs, which comprise around 3%

of the whole genome. Since accuracy and f1 score are the main metrics that we used
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for the evaluation of our models, we balanced the classes and used the same amount of

negative samples as positives. For that purpose, we applied random under-sampling

on the negative class. Under the assumption that the critical part of information

that we want the model to capture lies on the positive samples that contain the

repeated patterns, under-sampling the negative class does not involve any risk of

loosing potentially useful or critical information.

For all other experiments, apart from the ones on the datasets coming from sliding

windows, we used two different train/test splits schemes. We trained our models

using data from chromosome 2-22 and 10% of the data were left-out of the training

procedure and were used as test data. The second testing dataset was comprised

of repeats coming from chromosome 1. Chromosomes 1 was left out of the training

procedure to evaluate how the models performed on identifying repeats from never-

before-seen chromosomes. In both cases, testing data did not overlap training or

validation data.

For the experiments on the datasets coming from sliding windows, the vast amount

of data resulting from each chromosome does not allow for the use of the data from all

chromosomes. The amount of positive samples resulting from scanning chromosome

19 with a 80bp sliding window and a step equal to 10 is larger than 500,000 samples.

For that reason, we used only data from chromosome 19 for the models trained on

sliding window data and the models’ performance was measured on data coming from

chromosomes 1. We selected chromosome 19 since in humans, it is the one with the

highest density of STRs [8].



Chapter 5

Methods

This Chapter discusses the specific architectures and optimization settings that were

explored for targeting the different objectives of this work and describes the ones that

were eventually selected. The theoretical background of the proposed architectures

has been extensively covered in Section 3.2. In Chapter 2, the input and output format

of the models, which is determined by the problem definition for each objective, has

been introduced. The current chapter focuses on the specific architectures explored,

the optimization settings, e.g. loss functions used, and the hyperparameter tuning

procedure.

5.1 Implementation

The DNA data as explained in Chapter 2 consists of a sequence of A,G,T,C letters.

Before training, the input raw data are one-hot encoded. That is, A is encoded to (1

0 0 0), C is encoded as (0 1 0 0), G is encoded as (0 0 1 0), T is encoded as (0 0 0 1).

Recall that every letter actually denotes a base pair (bp), as A always binds with T,

G always binds with C, and vice versa. The letter N, which is contained in the input

data in positions where the nucleic acid is unknown, was encoded as (0 0 0 0). As a

result, the input to our models is a 4× l matrix, where l is the chosen length of the

input sequences. In our case, l is equal to 80.

The hyperparameters for each architecture were chosen with random search among

the hyperparameter space selected. The hyperparameter space for the CNN architec-

ture is shown in Table 5.1 and 5.2, for the Gumbel-Softmax VAE in Table 5.3 and

in Table 5.4, and for the vanilla VAE in Table 5.5 and Table 5.6. 150 models were

trained for each architecture for each of the Experiments I, II and IV. For Experi-

ment III, the models trained in Experiment II were used, since Experiment III aims
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at evaluating the performance of the already trained models on the task of exactly

annotating the sequence.

The hyperparameters were selected based on the accuracy and F1 score among

the models trained on the testing set, which comprised 10% of the overall data. For

the CNN model this is straightforward. For the VAE models, the accuracy and F1

score concern the classification performed in the latent space after the training of

the VAE. As will be further discussed in Section 5.3.2, the way we use the VAE

architecture to target our objective of predicting the repeats is the following. First,

the VAE is trained in the standard unsupervised setting. Our aim is for the model to

learn meaningful representations of the data in the latent space. That is, we aim at

creating a latent space where positive samples, i.e. the ones containing repeats, will

be encoded in a different way than negative samples. Thus, after having trained the

VAE, we use its encoder part to encode the (positive and negative) input data into

the latent space before performing classification using a feedforward NN.

We note that when we refer to hyperparameter tuning for the VAE case, we refer

to the hyperparameters of the VAE model and not of the feedforward NN that was

used to perform classification in the VAE’s latent space. The classification in the

latent space is a relatively easy task for any powerful enough NN and, thus, we

did not perform any hyperparameter tuning for it. For the classification in the latent

space, we selected a feedforward NN with 2 hidden layers, each comprising 128 hidden

units. When we refer to the best model selected during the hyperparameter tuning

procedure, we refer to the one that resulted in the best combination of accuracy and

F1 score in the classification performed in the latent space. More details on that will

be given in Section 5.3.2, after some discussion of theoretical background.

All the experiments involved a 2-class classification problem. For that purpose,

binary-cross entropy was used as the loss function. We note that for the VAE case, we

distinguish the 2-class classification performed in the latent space with the training

of the VAE. More on the loss function selected for the training of the VAE will be

discussed in Section 5.3.1. The optimizer used was Adam [69] and the learning rate

was one of the tuned hyperparameters (between the values 1e-5 and 1e-4). The batch

size was also tuned, with the values explored being 32, 64, and 128 for CNN and

64, 128, and 256 for VAE models. For the CNN case, the number of epochs was

selected to be 100. The number of epochs for training the VAE was selected to be

200, while for the classification in its latent space, the feedforward NN was trained

for a maximum of 50 epochs. Early stopping was performed in case the validation

accuracy was non-increasing for 10 continuous epochs to prevent overfitting to the
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training data. All models were implemented in Pytorch [70] and run on NVIDIA

GeForce GTX 1080 Ti GPUs machines with 12GB memory.

5.2 Model Architecture: CNN

For the CNN, both the case of 1D and 2D convolutions were explored. In the first

case, we view the input as a 1D matrix, of size 1× l with four input channels. In the

second case, we view the input as a 2D matrix of size 4× l, with one input channel.

Also, in the case of 2D convolutions, for the first convolutional layer, we explored

sizes of filters (1 × n) and (n × n). This was because filters of size (1 × n) were

considered a more natural choice for the task of identifying repeats in sequences. In

more detail, (n × n) filters on the first convolutional layer typically correspond to

letter combinations and motifs, as explained in Section 3.2.2.1. We consider that,

in the first convolutional layer, filters of size (1 × n) scanning both the vertical and

horizontal direction (for the case of 2D convolution) are more likely to correspond to

repeat patters. In Table 5.2, the search space for the hyperparameters related to this

2D versus 1D convolutions exploration can be seen. In Table 5.1, the hyperparameter

search space for the rest of the parameters is shown. Padding was selected to be 2.

In both tables the best identified hyperparameters for each experiment are shown.

For example, for Experiment II, the selected architecture consists of 2 convolu-

tional layers. The first layer is comprised of 25 filters of size (1 × 6) and the second

layer of 32 filters of size (6× 6). The stride was selected to be 1. Each convolutional

layer is followed by a Rectified Linear Unit activation function (ReLU). Then after

each ReLU, a max pooling layer is following with a kernel size of (2× 2) and a pool

stride of (2× 2). After the second convolutional layer, two fully connected layers fol-

low. The number of units in the first fully connected layer is determined by the size

of the output of the last convolutional layer. The number of units in the second fully

connected layer was selected to be 64. After each of the convolutional layers, dropout

[71] with a rate of 0.2 is applied to avoid overfitting. Finally, a sigmoid function is

applied to the output to obtain a probability for the 2-class classification problem.

The network’s output then corresponds to the probability that the input belongs to

the positive class.
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Hyperparameter Search Space
Selected
Exp I

Selected
Exp II

Selected
Exp IV

Batch size [32, 64, 128] 64 32 32
Learning rate [1e-3, 1e-4, 5e-5] 5e-5 5e-5 5e-5
No. conv. layers [1,2,3] 2 2 2
No. conv. filters [8, 16, 25, 32] 32 25 25
No. Fully connected layers (fcl) [1,2] 2 2 2
No. of neurons in fcl [32, 64, 128] 128 128 64
Dropout [0.0, 0.2, 0.5] 0.2 0.2 0.2

Table 5.1: Part I of the hyperparameter Search Space for CNN. The first column lists the
hyperparameters tuned and the second column the corresponding values explored. Columns
four to six denote the best choice identified for each experiment.

2D 1D
Selected
Exp I

Selected
Exp II

Selected
Exp IV

Size of conv.
filters layer 1

[(5, 5), (7, 7),

(1, 5), (1, 6), (1, 7)]
[5, 6, 7] 6 (1, 6) 5

Size of conv.
filters layer 2

[(5, 5),(6, 6),(7x7)] [5, 6, 7] 6 (6, 6) 5

Conv. layer
stride

[(1, 1), (1, 2)] [1, 2] 1 (1, 1) 1

Max pooling
kernel size

[(2, 2), (3, 3)] [2, 3] 2 (2, 2) 2

Max pooling
stride

[(2, 2), (3, 3)] [1,2] 2 (2, 2) 2

Table 5.2: Part II of the hyperparameter Search Space for CNN. The first column lists the
hyperparameters tuned and the second column the corresponding values explored. Columns
four to six denote the best choice identified for each experiment.
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5.3 Model Architecture: VAE

In the following section, we will first highlight some of the different options we have for

the VAE training configuration. Then, we will discuss some main challenges related

to the training of VAEs and connect them to our choice of exploring the Gumbel-

Softmax VAE, in addition to the standard vanilla VAE. Finally, we will give the

specific details on the hyperparameter search space and on the architecture we used

for each experiment, taking into account all the aforementioned issues and challenges.

5.3.1 Optimization configuration

For the VAEs, two different optimization configurations have been explored in terms

of the loss function. As discussed in Section 3.2, variational autoencoders are trained

by maximizing a lower bound for log p(x), the ELBO introduced in Eq. 3.2, which

we restate here in Eq. 5.1 for convenience.

Lθ,φ(x) = log pθ(x)−KL (qφ(z | x)‖pθ(z | x)) ≤ log pθ(x) (5.1)

The maximization of the ELBO both approximately maximizes log pθ(x) and min-

imizes the KL divergence leading to a better approximation of pθ(z|x) by qφ(z|x).

This equation can be reformulated as follows:

Lθ,φ(x) = −Ez∼q(z|x)[log p(x | z)]︸ ︷︷ ︸
reconstruction error

+ KL (qφ(z | x)‖p(z))︸ ︷︷ ︸
regularization

(5.2)

The first term corresponds to a reconstruction loss, measuring how effectively the

decoder has learned to reconstruct the data. The second term acts as a regularizer to

the way the encoder is encoding the input data in the latent space, namely encouraging

the approximate posterior qφ(z|x) to be close to a prior p(z), which is typically

the (multivariate) standard Gaussian distribution N(0, 1) in the case of VAE with

continuous latent variables.

For the reconstruction error term, we have explored two different options. The

standard one, used in Variational Autoencoders trained on binarized data, is the

binary cross entropy (BCE). When BCE is used, a sigmoid function is applied on the

last layer of the decoder, which transforms each element of the output to a probability,

i.e. to a value between 0 and 1. However, in our case the inputs are not just binarized,

but correspond to one-hot encoded data. Because of that, we have explored the use of

the categorical-cross entropy. In that case, instead of the sigmoid function, a softmax

function is applied over the vertical direction of the final layer of the decoder. We
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will make the reason behind this more clear. In the VAE setting, where the NN is

aiming at reconstructing the 4× l one-hot encoded input, every four output elements

on the first (vertical) dimension correspond to an one-hot encoded character. Thus,

applying softmax over these 4 elements of the output of the decoder is equivalent to

creating a prediction for this character. Then, the reconstruction error of Eq. 5.2 is

taken as the sum of all the categorical cross entropies between the softmax-activated

prediction for each character and the true class label, i.e the true character.

This modification of the reconstruction error term of the objective function has

been used in various works in the literature when the input is a sequence of one-hot

encoded elements [72], [73]. During our architecture exploration, we explored both

aforementioned options. The loss function that produced better results was BCE.

Challenges on training VAEs: Posterior Collapse

The aim of our VAE model is to learn meaningful latent representations. A model

that achieves that will have a nonzero KL divergence term and a relatively small

reconstruction term [74] in Eq. 5.2. However, the training of VAE is complex and

issues may occur. Such an issue is the ”posterior collapse” [74] [75] where the model’s

variational distribution qφ(z|x) closely matches the uninformative prior p(z) [76].

This is an issue that emerges because we are trying to minimize the KL term in Eq.

5.2. In the case that posterior collapse occurs, the KL term of the cost function goes

to zero. Despite that, the model is still able to achieve likelihoods that are close

to the optimal [74], meaning high values of ELBO. However, that by itself does not

guarantee the usefulness of the model, but should be accompanied by a nonzero KL

term. As a result, both of these two terms should be investigated to evaluate the

usefulness of the model. Various workarounds have been proposed to alleviate the

issue of posterior collapse. Some works have proposed less powerful encoder-decoder

architectures to direct the model towards making greater use of the latent space [3]

while others to artificially weaken the decoder e.g. through the use of word-dropout

[75].

Another solution that has been proposed in [74] is the annealing of the KL term

in Eq. 5.2. A variable weight is added to the KL term in the cost function. This

weight is annealed from a zero value, at the start of the training to a maximum value

of one. This way the model is encouraged to encode as much information as possible

in the latent space. Then, as the KL annealing weight increases, the encodings in

the latent space are smoothed according to the prior, since the KL term between the
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approximate posterior and the prior is starting be taken fully into account in the loss

function.

During the selection of the architecture, of the hyperparameters explored and

of the optimization configuration we have taken all the above into account. In

more detail, we have avoided particularly deep and powerful architectures in the

encoder/decoder that could potentially contribute to the posterior collapse. Also, we

apply KL annealing for the first 50 epochs, with the weight of the KL term in Eq.

5.2 equal to 0 at the start of the training and then progressively increasing, reaching

reaching a value of 1 in epoch 50.

5.3.2 Classification on the latent space

The goal of unsupervised training of the VAE is to extract a meaningful representation

in the latent space. As a next step, we perform classification over it. In more detail,

the trained encoder is used to encode the negative and positive samples into the

latent space. These lower-dimension encodings in the latent space that correspond

to the higher-dimensional initial positive and negative data, are fed as an input to a

simple feedforward neural network. This NN is trained to perform classification and

the performance is evaluated in terms of the accuracy and F1 score. Note that we

selected the hyperparameters that led to the best classification in the latent space in

terms of the accuracy and F1 score rather than the hyperparameters leading to the

maximum ELBO. That is because, as discussed before, maximum ELBO does not

always coincide with meaningful latent representations; e.g. in case posterior collapse

occurs, the ELBO can have a high value without meaningful latent representations

and, thus, without good classification performance on the latent space. For example,

we observed that the choice of extremely powerful encoder and decoder can easily

lead to posterior collapse but will also lead to a high value of the ELBO.

5.3.3 Discrete latent variables: Reasoning behind Gumbel-
Softmax VAE

In this Section, we will provide the reasoning behind the usefulness of discrete latent

variable models and, as a result, the reasoning behind our choice to explore the

Gumbel-Softmax VAE for our problem.

In language models, we have sequences of words or character tokens, which are in-

herently discrete. In the same way, genomic data are represented as discrete sequences
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of symbols. This inherent nature of the genomic data suggests the exploration of mod-

els with discrete latent variables as a natural choice. As a result, many works using

generative models on genomic data have used discrete latent representations [77], [78],

[77], [79].

Discrete variables are more interpretable and have a natural correspondence to

classes/categories of the data [80]. While using discrete latent variables has been

proven to be challenging, mainly because of issues with backpropagation, many ap-

proaches have been proposed to work around these issues. An example is the Gumbel-

Softmax reparameterization trick introduced in [5], that we described in Section

3.2.3.2. Many works have proposed different ways and architectures to train VAEs

to allow for discrete latent variables [81], [80], [82]. Modifications of the variational

autoencoder framework where the encoder outputs discrete, rather than continuous

latent representations have been shown to alleviate the problem of “posterior col-

lapse” [80], [83], [84]. This is of high importance since, as described above, posterior

collapse is a serious and complex issue where many latent variables are ignored and,

thus, latent representations are rendered useless.

In the current work, taking into account the inherently discrete nature of genomic

data and inspired by these studies, we have implemented a VAE with discrete latent

variables using the Gumbel-Softmax reparameterization trick, which will be referred

to as Gumbel-Softmax VAE. We note that for the Gumbel-Softmax VAE, the KL

term in Eq. 5.2 corresponds to the KL divergence between categorical distributions,

since the latent variable z is discrete. Thus, the prior selected is the discrete uniform

distribution instead of the standard Gaussian used in the vanilla VAE case. Also, in

Gumbel-Softmax VAE, we have two different parameters for the latent dimension.

5.3.4 Selected architecture

Tables 5.3 and 5.4 describe the hyperparameter space explored and the best hyper-

parameter choice for each experiment for the model of Gumbel-Softmax VAE. Tables

5.5 and 5.5 describe the hyperparameter space explored and the best hyperparameter

choice for each experiment for the model of vanilla VAE. Both models of VAE contain

one or two convolutional layers. Again, like in the case of CNNs, both the case of 1D

and 2D convolutions were explored for the convolutional layers of the VAE.
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Hyperparameter Search Space
Selected
Exp I

Selected
Exp II

Selected
Exp IV

Batch size [64, 128, 256] 128 128 128
Learning rate [1e-4, 1e-5] 1e-5 1e-5 1e-5
No. conv. layers [1, 2] 2 1 2
No. conv. filters [8, 16, 25, 32] 8 16 25
No. Fully connected layers (fcl) [1, 2] 2 2 2
No. of neurons fcl [32, 64, 128] 128 128 128
Latent dimension [4, 6, 8, 10] 6 6 8
Dropout [0.0, 0.2, 0.5] 0.2 0.2 0.2

Table 5.3: Part I of the hyperparameter Search Space for Gumbel-Softmax VAE. The first
column lists the hyperparameters tuned and the second column the corresponding values
explored. Columns four to six denote the best choice identified for each experiment.

Hyperpar. 2D 1D
Selected

Exp I

Selected

Exp II

Selected

Exp IV

Size of conv.
filters layer 1

[(5, 5), (7, 7),

(1, 5), (1, 6), (1, 7)]
[5, 6, 7] 6 (1,7) 5

Size of conv.
filters layer 2

[(5,5),(6x6),(7x7)] [5, 6, 7] 6 - 5

Conv. layer
stride

[(1,2), (1,3)] [1, 2] 1 (1,1) 1

Max pooling
kernel size

[(2x2), (3x3)] [2, 3] 2 (4,3) 2

Max pooling
stride

[(1,2), (1, 3)] [1,2] 2 (1,3) 2

Table 5.4: Part II of the hyperparameter Search Space for Gumbel-Softmax VAE. The first
column lists the hyperparameters tuned and the second column the corresponding values
explored. Columns four to six denote the best choice identified for each experiment.
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Hyperparameter Search Space
Selected
Exp I

Selected
Exp II

Selected
Exp IV

Batch size [64, 128, 256] 128 256 128
Learning rate [1e-4, 1e-5] 1e-5 1e-5 1e-5
No. conv. layers [1, 2] 2 2 2
No. conv. filters [8, 12, 16, 25] 12 16 12
No. Fully connected layers [1, 2] 2 2 2
No. of neurons fcl [32, 64, 128] 128 128 128
Latent dimension [4, 6, 8, 10] 8 10 8
Dropout [0.0, 0.2, 0.5] 0.2 0.2 0.2

Table 5.5: Part I of the hyperparameter Search Space for vanilla VAE. The first column
lists the hyperparameters tuned and the second column the corresponding values explored.
Columns four to six denote the best choice identified for each experiment.

Hyperpar. 2D 1D
Selected

Exp I

Selected

Exp II

Selected

Exp IV
Size of conv.

filters layer 1

[(5, 5), (7, 7),

(1 × 5), (1 × 6), (1 × 7)]
[5, 6, 7] 7 5 5

Size of conv.
filters layer 2

[(5,5),(6x6),(7x7)] [5, 6, 7] 7 5 5

Conv. layer
stride

[(1,2), (1,3)] [1, 2] 1 1 1

Max pooling
kernel size

[(2x2), (3x3)] [2, 3] 2 2 2

Max pooling
stride

[(1, 2), (1, 3)] [1, 2] 2 2 2

Table 5.6: Part II of the hyperparameter Search Space for vanilla VAE. The first column
lists the hyperparameters tuned and the second column the corresponding values explored.
Columns four to six denote the best choice identified for each experiment.



Chapter 6

Results

In Section 3.2, the theoretical background of the deep learning models, which are im-

plemented in this work, has been introduced. In Chapter 5, the specific architectures

and implementation details have been discussed. In the current chapter, we present

the results using the aforementioned models in different experiments. The different

objectives, the experiments associated with each, while also the different training and

evaluation datasets and metrics are summarized in Table 6.1.

As discussed in Section 2.1.1, the first objective of this work is to create models

that are able to identity short tandem repeats (STR). We note that throughout this

section when we use the word repeats, we refer to short tandem repeats, which is the

type of data we aim to detect and analyse in the current work. The objective of iden-

tifying STRs is further split in two parts. The first part, referred to as objective I.I, is

for the models to be able to predict if a certain window contains a repeat. The second

part, referred to as objective I.II, is for the models to be able to exactly annotate

a sequence in terms of the presence of an STR. That is, the models should find the

exact starting and ending position of the repeat contained in an input sequence. The

second objective, which will be referred to as objective II, is to explore if the flanking

sequence before the repeat, signals the repeat coming, that is, to investigate if the

NN can predict the emergence of a repeat only from its upstream flanking sequence.

Experiment I and Experiment II both deal with the 2-class classification problem

of predicting if a window contains a repeat (objective I.I). The difference between

them lies in the dataset that is investigated. In Experiment III, we use the models to

attempt the exact annotation of input sequences (objective I.II). Lastly, Experiment

IV again constitutes a 2-class classification problem, where the models are used to

predict if the input sequence is a flanking sequence of a repeat or not, that is, if after

this sequence a repeat is immediately following.

44
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Objective Description Experiments Training Dataset Evaluation Dataset Evaluation Metrics

Obj. I.I
Predict if an input window
contains an STR

Exp. I “Non-Overlapping windows” / type I Held-out part of the training Dataset Acc., F1

Exp. II “Sliding windows”/ type II

Obj. I.II
Annotate STRs
(find the start/end position)

Exp. III “Sliding windows”/ type II Curated dataset Jaccard

Obj. II
Predict if a window comprises
upstream flanking sequence

Exp. IV “Flanking seq.” Held-out part of the training Dataset Acc., F1

Table 6.1: Table summarizing the different experiments, training/evaluation datasets and
metrics used for each objective.

6.1 Experiment I & II

Experiment I and Experiment II both deal with objective I.I. The difference between

the two experiments is that they involve different types of datasets during training

and testing. The dataset used in Experiment I is the Non-overlapping windows

Dataset (where the repeats are placed on the initial positions of the samples), which

will also be referred to as type I dataset. The dataset used in Experiment II is the

Sliding windows Dataset (where the starting position of the repeats is placed

randomly), which will also be referred to as type II dataset. The nature of these

datasets and the way they were created was discussed in detail in 2.1.1 and Chapter

4, respectively. In both Experiment I and II, the model predicts if a window contains

a repeat or not. The evaluation metrics used to assess the model’s performance are

Accuracy, F1 score, Precision and Recall. The models of Experiment I will be referred

to as type I models, since they were trained on the type I dataset, and the models

of Experiment II as type II models.

We present the results for Experiment I in Section 6.1.1, and the results of Ex-

periment II in Section 6.1.2. Since both experiments target the same objective but

make use of different training datasets, we will compare their results and identify the

type of training dataset that is more appropriate to use. This is of high importance,

since the nature of the training dataset greatly affects the model performance.

6.1.1 Experiment I

The Non-overlapping windows Dataset, as explained in Chapter 4, contains 80

bp samples, where the starting position of the repeats is placed randomly in position

0-20 of the samples. That means that for a certain sample, if the start of the repeat

is randomly placed at the 10th position, then the sample will contain 9 nucleotides

(nt) of the flanking sequence before the repeat. Then, on the 10th position, the

repeat’s first nt will be placed. Depending on the length of the repeat the sample

could contain part of the downstream flanking sequence that follows the repeat. For
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Figure 6.1: Examples of 80 bp samples.

CNN Vanilla VAE GS VAE
Seq Length Acc F1 Acc F1 Acc F1
80bp 0.957 0.956 0.838 0.823 0. 906 0.903

Table 6.2: Performance on Experiment I on 10% of the data from chr 2-22 that was
held-out of training

example, in the first row of Fig. 6.1, an 80 bp sample where the starting point of the

repeat has been placed on the 10th position is shown; since the length of the repeat

is smaller than the remaining 70 bp, a part of the sequence that follows the repeat is

also contained in the sample. The second row of Fig. 6.1 depicts a sample that would

not be contained in the Non-overlapping windows Dataset, since the starting point of

the repeat is not placed on positions 0-20 of the sample. This type of dataset ensures

that a substantial part of the repeat is included in the sample.

We ran the three model architectures to classify the dataset sequences in terms of

if they contain a repeat or not. Table 6.2 shows the results in terms of the accuracy

and F1 score for our three different architectures: CNN, vanilla VAE and Gumbel-

Softmax VAE. For the variational autoencoder models, the evaluation metrics are

referred to the 2-class classification performed in the latent space, as was explained

in Chapter 5.

The metrics in Table 6.2 concern the test dataset, which is 10% of the total

dataset, that was left out of training and was used only for testing. The training and

testing dataset included samples from chromosomes 2-22. We did not include samples

from chromosome 1 in the training procedure, so that we also test the performance

of our models on data from never-before seen chromosomes. The performance on the

never-before-seen chromosome 1 is shown in Table 6.3. We observe that the models

can achieve the same level of performance on the never-before-seen chromosomes.

We observe that our models, especially the supervised CNN, achieve high simi-

larity to RepeatMasker in terms of predicting whether a repeat is contained in the
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CNN Vanilla VAE GS VAE
Chr Acc F1 Acc F1 Acc F1

1 0.957 0.956 0.83 0.818 0.905 0.902

Table 6.3: Performance on Experiment I on never-before-seen chromosome 1

input window. CNN achieves better performance in comparison to the unsupervised

VAE models. However, we must consider the fact that in evaluating the performance,

we accept as ground truth the RepeatMasker annotation. Thus, we expect the su-

pervised model, which has been trained on labelled data annotated in the same way

as the testing dataset, to achieve better performance. The possible advantage of the

VAE is that, since it does not rely on any labelled data during training, it could

potentially be more flexible. In more detail, the idea behind explorating the appli-

cabilty of VAEs is to create a structured latent space where repeats are separated

(encoded in a different way) than non-repeats. The way the data are encoded in the

latent space is independent of any labels, since VAEs are unsupervised models, and

thus, any fallibility of the RepeatMasker annotation does not influence the model.

One way in which this flexibility could be exploited would be the ability to discover

repeats not found by RepeatMasker.

Despite the lower performance in comparison with the CNN, both VAE archi-

tectures are able to create a latent space where the negative samples are separated

from the positives. In Fig. 6.2a, the t-distributed stochastic neighbor embedding

(t-SNE) of the latent space encodings of the GS VAE is shown. t-SNE is a technique

commonly used for the visualization of high-dimensional data in lower-dimensional

spaces. To construct this figure, after the VAE model has been trained, we use the

trained encoder to map the input samples to latent space encodings. In the case

of the specific VAE model, the latent space is 6-dimensional. Then, the t-SNE of

these 6-dimensional representations is taken. In Fig. 6.2b, the t-SNE [85] for the

vanilla VAE is shown. The GS-VAE distinguishes more clearly between repeats and

non-repeats in the latent space, which explains its better performance in Table 6.2.

Length of repeat in samples vs Accuracy

To explore how the length of the repeat included in the sample affects the accuracy of

each model, we separated 100,000 positive, randomly selected, samples from chromo-

some 1 in terms of the amount of nt of the repeat that are included in the samples.

For example, the sample shown in the top of Fig. 6.1, includes 36 nt that are con-

tained in the repeat, while the sample on the bottom row contains 11 such nt. In Fig.
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(a) Gumbel-Softmax VAE

(b) vanilla VAE

Figure 6.2: t-SNE of the high dimensional latent space. Negative samples (non-
repeats) are shown with orange and positive samples (repeats) are shown with blue.
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Figure 6.3: Accuracy over the repeat length contained in the samples (type I models).
We separated 100,000 sequences containing repeats from chr 1 based on the length of the
repeat contained in the samples and measured the models’ accuracy for each. The groups
considered repeat lengths 6-10, 11-15 and so on. At the x-axis the upper limit of the range
of each group is denoted. All models are more accurate when longer part of the repeat is
contained in the input sample

6.3, the accuracy of the three different architectures over the length of the repeat

contained in the sample is shown. While for a low number of nt contained in the

window, GS VAE performs better than the CNN, namely it identifies more repeats,

for larger length of the repeat contained in the window, CNN slightly outperforms

it. We note that only positive samples have been used for this figure, so that we can

monitor how the repeat length contained in positive samples affects the prediction.

Effects of mutation in type I model performance: Identifying mutated
repeats

As described in Section 3.1, repeats are hypermutable. Thus, the repeat unit is,

typically, impure, containing different insertions, deletions, or changes of nucleotides

(nt). These repeat polymorphisms are quite important to detect, since in many cases

they are associated with diseases, as described in Section 3.1.
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To explore the tolerance of our models in polymorphisms, namely their ability to

detect the repeats when these have been subject to mutations, we contaminate some

of the samples with noise and monitor the models’ prediction. Noise contamination

is done by iteratively changing one nt at a random position and is a way to simulate

mutations in the repeats. Fig. 6.4a shows the average model output among 10,000

sequences that contain a repeat, for different contamination/mutation levels. In more

detail, the input sequences are 80bp repeats and we successively contaminate one extra

bp of the repeat, namely we change it to another base. Thus, the y-axis indicates the

(average) model output among the 10,000 repeat sequences, while the x-axis indicates

the number of nucleotides that have been contaminated in each repeat sample. In

6.4a, we observe that all three models can identify the repeats even when they have

been subject of extensive mutations. For example, we observe that even for 25 nt

mutated, all models average output is above 0.6, indicating that the models still

detect the repeats in a substantial part of the samples.

We note that in Fig. 6.4a, for each model, the average output among only the

sequences that were identified as repeats for zero nt contaminated has been calculated.

That is, for each type of model only the sequences that were initially predicted as being

repeats have been considered, since we want to compare how the prediction changes

when we mutate the sequences. We report that for zero contamination level, namely

the initial samples, the CNN model identified 9,360 out of the 10,000 sequences as

repeats, GS VAE identified 8,744, while vanilla VAE, 6,140. In Fig. 6.4b, we monitor

how this initial number changes. That is, the number of sequences identified as repeats

(out of the total 10,000) for different contamination levels, is reported for each model.

We observe that CNN and Gumbel-Softmax VAE can detect a substantial part of the

repeats despite the high contamination level. For example, for 30nt mutated, CNN

and GS-VAE can detect around half of the repeats.

6.1.2 Experiment II

Experiment II uses the Sliding windows Dataset, which constitutes a more chal-

lenging dataset since the starting position of the repeat could be placed in any position

of the window. Thus, there is no guarantee that the model will be able to observe

a substantial part of the repeat in certain samples. This type of dataset implicitly

connects with the objective III. In more detail, by training the model with this type

of dataset, our aims are twofold. On the one hand, we aim to allow the model to

explicitly learn to distinguish the repeat patterns from samples that contain a sub-

stantial part of the repeat, in the same way that this was done in Experiment I. On
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(a) Model average output (y-axis) among repeats from chr1 for different contamination
levels (x-axis). The average for each model is calculated among the number of sequences
each one identified as repeats for zero contamination level (x=0). Total number of sequences
considered was 10,000.

(b) Number of repeats identified among 10,000 repeats from chr1, for different contamination
levels (x-axis).

Figure 6.4: Modelling performance on mutated repeats (type I models): We contaminate
the repeat sequences by iteratively changing one bp of the repeat to a random one to create
artificial mutations. The no. of bp changed is denoted on the x-axis. (a) Average model
output (b) No. of repeats identified, for different contamination levels.
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CNN Vanilla VAE GS VAE
Seq Length Acc F1 Acc F1 Acc F1
80bp 0.893 0.890 0.76 0.736 0.792 0.814

Table 6.4: Performance on Experiment II on 10% of the data from chr 19 that was
held-out of training.

CNN Vanilla VAE GS VAE
Chr. num Acc. F1 Acc. F1 Acc. F1

1 0.84 0.832 0.708 0.691 0.799 0.770

Table 6.5: Performance on Experiment II on never-before-seen chromosome 1

the other hand, by including samples which contain a small part of the repeat and

are comprised mostly of the flanking sequence before the repeat, we aim to allow the

model to capture patterns that are potentially signaling the repeat and use them to

make an accurate and early prediction of the repeat region.

Table 6.4 shows the results in terms of the accuracy and F1 score for our three

different architectures on the test dataset, which is 10% of the total dataset that was

left out of training and was used only for testing. The training and testing dataset

for this experiment included samples only from chromosome 19. The reason for this

is that the nature of the dataset, and the way it was created using sliding windows,

which was described in Section 4.1, results in a vast amount of data coming just from

one chromosome. As in Experiment I, we also test the performance of our models on

data from never-before seen chromosomes. Table 6.5 shows the performance of the

models on the never-before-seen chromosome 1.

As expected, the performance is lower in comparison with the results of type I

models shown in Table 6.2. However, this lower performance is due to the more

difficult nature of the evaluation dataset and does mean that type II models perform

worse than type I models. To compare the two types of models we should evaluate

them on a common testing dataset. The comparison between type I and type II

models will be discussed in Section 6.1.3.

Effects of mutation in type II model performance: Identifying mutated
repeats

Again, as in Section 6.1.1, we evaluate the performance of our models when we con-

taminate the repeats. The results are shown in in Fig 6.5a. All models are able to

detect the repeat even when they are subject of many mutations. We report that for

zero contamination level, the CNN model identified 9,744 out of the 10,000 sequences
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as repeats, GS VAE identified 8,926, while vanilla VAE 7,800. In Fig. 6.5b, we mon-

itor how this initial number changes. That is, the number of sequences identified as

repeats (out of the total 10,000) for different contamination levels, is reported for

each model. We observe that all models can detect a substantial part of the repeats

despite the high contamination level. For example, for 30nt mutated, vanilla VAE

and GS-VAE can detect around half of the repeats, while the CNN model can detect

more than 7,000 repeats.

6.1.3 Comparison of type I and type II models

The comparison between Table 6.2 and Table 6.4 is not a fair indicator of the dif-

ferences in performances between type I and type II models. The lower performance

of type II models, shown in Table 6.4, in comparison with the performance of type

I models, shown in Table 6.2, is expected due to the more difficult nature of the

evaluation dataset used for the results in Table 6.4. In other words, it is not due to

the models performing worse in identifying the repeats, but because of the nature of

the type II dataset, which includes a significant number of samples containing only a

few bp of the repeat. These samples are harder to identify as positive samples and,

thus, their inclusion in evaluating type II models lowers their performance.

To quantitatively assess and confirm these assumptions, in Fig. 6.5a, the accuracy

as a function of the length of the repeat included in the window (for 80 bp window)

is given. With dotted lines are the curves from Fig. 6.3, which correspond to the

type I models trained on the Non-overlapping windows Dataset, while the full lines

correspond to type II models trained on the Sliding windows Dataset. The data

used for this figure are the same as in Fig. 6.3, 100,000 positive, randomly selected,

samples from chromosome 1 separated in terms of the amount of nt of the repeat that

are included in the samples. This evaluation dataset, contains the repeats in random

positions in the samples.

It is shown that for all lengths, type II models outperform type I models. The

higher performance is particularly striking in cases where a small part of the repeat

is included. A potential explanation would be that the model captures motifs and

characteristics of the flanking sequence, namely the sequence just before the repeat

and, thus, by exploiting this information is able to predict the repeat even when

seeing a few bp. More on the capability of the model to capture characteristics of the

upstream flanking sequence of the repeat and predict its emergence will be discussed

in Experiment IV, in Section 6.3.
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(a) Model average output (y-axis) among repeats from chr1 for different contamination
levels (x-axis). The average for each model is calculated among the number of sequences
each one identified as repeats for zero contamination level (x=0). Total number of sequences
considered was 10,000.
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(b) Number of repeats identified among 10,000 repeats from chr1, for different contamination
levels (x-axis).

Figure 6.5: Modelling performance on mutated repeats (type II models): We contaminate
the repeat sequences by iteratively changing one bp of the repeat to a random one to create
artificial mutations. The no. of bp changed is denoted on the x-axis. (a) Average model
output (b) No. of repeats identified, for different contamination levels.
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Figure 6.6: Percentage of positive repeats found for different repeat lengths contained in
the samples. Comparison between type I and type II models.
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Heatmaps

The comparison between type I and type II models can be presented qualitatively

through the heatmaps shown in Fig. 6.8 – Fig 6.11. The heatmaps depict the models’

prediction for 50 randomly selected samples. Fig. 6.8 and Fig. 6.10 show the heatmap

for CNN and GS VAE type I models, while Fig. 6.9 and Fig. 6.11 for CNN and GS

VAE type II models.

Each row corresponds to a sequence sample, and each column corresponds to the

output of the model for an 80 bp window. The output of the model can be viewed as

the probability of the input window containing a repeat. The window slides, namely is

moved base-wise over the sequence and, at each position, we monitor how the output

of the model changes. In the sequence samples used to create these heatmaps the

starting position of the repeat has been placed in the same position for visualization

purposes. However, the repeats are of different length and, thus, their ending position

varies between samples. At position 1 of the x-axis, the window contains the first bp

of the repeat. As the window slides over the sequence, at each step it contains one

more bp belonging to the repeat.

To make the heatmap generation procedure clearer, we include an example of a

window sliding over an input sequence in Fig. 6.7. In the example, the repeat region

of the input sequence is shown with lower case letters, while the non-repeat region

is indicated with uppercase letters. For the heatmap generation we slide an 80 bp

window across that input sequence and, at each position, indicated by the position

where the rightmost part of the window is we monitor the model output. In the first

row the position of the window corresponds to the position 1 of the x-axis, while the

sliding window in the second row of the image corresponds to the position 10 of the

x-axis of the heatmap. Thus, ideally, we would want the model to start predicting

the repeat at position 1 of the heatmap. However, realistically, the model will need

to take as input at least a few bp of the initial part of the repeat before it can predict

the presence of the repeat.

From the heatmaps in Fig. 6.8 – Fig 6.11, it is evident that the models from

Experiment II can identify the presence of the repeat much earlier, namely when

the window contains only a few bp of the repeat on its rightmost part as it slides

the sequence. In more detail, models from Experiment I start identifying the repeat

when the first bp of the repeat is placed around position 50-60 of the input window.

On the other hand, models from Experiment II, in most cases, identify the start of

the repeat when the first bp of the repeat is placed around position 0-10 of the input

window, namely after seeing only 0-10 bp of the repeat.
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Figure 6.7: Example of an 80bp window sliding over an input sequence to generate a
heatmap. The 80bp window is given to the model as input and the output of the model
corresponds to an element of the heatmap. Top: The output of the model corresponds to
position 1 (x-axis) of the heatmap. Down: The output of the model corresponds to position
10 (x-axis) of the heatmap.

Figure 6.8: Heatmap for CNN, type I model. Each row corresponds to a sample sequence
and each column corresponds to the output of the model when it takes as input an 80bp
part of the sequence. That is, an 80 bp window slides over the input sequence and at
each position the output of the model is given in the heatmap. x-axis corresponds to the
position of the rightmost part of the sliding window. Here, we have denoted as 0 in the
x-axis the part where the first bp of the repeat is placed in the 50 samples used to generate
the heatmap.



6.1. Experiment I & II 58

Figure 6.9: Heatmap for CNN, type II model.

Figure 6.10: Heatmap for GS VAE, type I model.
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Figure 6.11: Heatmap for GS VAE, type II model.

From the above experiments (I&II), it is clear that the models trained on the Slid-

ing windows or type II Dataset can predict the start of the repeat much earlier

than the model trained on the Non-overlapping windows or Type I Dataset.

This means that the model of Experiment II performs better in classifying windows

where a small part of the repeat is included and, thus, is more appropriate to be

used for the annotation of a sequence, since during annotation the model needs to be

accurate in terms of the starting position of the repeat.

6.2 Experiment III

Experiment III deals with the objective I.II, which is to annotate the sequence in terms

of the presence of repeats. Since the performance of the model trained on the Sliding

windows Dataset was proven to be much more appropriate for the exact annotation

of the starting point of a repeat, we used this model for the annotating purposes. We

omit results for the models trained on Non-overlapping windows Dataset since they

are considered inappropriate for the specific task.

The selection of the dataset used for the evaluation of the exact annotation is

of high importance. The evaluation of ab initio methods on a dataset which is the
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output of another algorithm is complex, since we need to accept the other algorithm’s

output as the gold standard. However, even in that case, although true positives and

false negatives are easily found by comparing with the output of the gold standard

algorithm, the case of false positives is more complex. It is difficult to determine if a

model’s positive output that is not included in the gold standard positive outputs is

a false positive or if it is a novel TR (either not previously known or one that the gold

standard algorithm is incapable of finding). For that reason, for the evaluation of our

model in the task of sequence exact annotation, we used a manually curated dataset

created in [6]. In addition, the use of this dataset has the advantage of comparing

our models with other algorithms and software used, since the authors in [6] have

evaluated the performance of a great selection of other software, along with their own.

The dataset consists of 5 different smaller datasets containing biologically relevant,

non-näıve repeats. More details on the nature of these datasets were discussed in

Section 2.3. The evaluation metric used is Jaccard coefficient, introduced in Section

2.3, which provides a way to measure the similarity between the sequence output of

our model and the gold ground truth repeats contained in the dataset.

Most of the repeats contained in the dataset are short in length (<100 bp). This

poses a problem to our model. As shown in Section 6.1, type II models are much

more accurate than type I models in predicting the start of the repeat. However, type

II models need, indeed a smaller, but, still substantial part of the sequence to be seen

by the 80bp window, before it is able to predict the starting point of the repeat. The

extent to which this initial part is substantial depends on the total repeat length.

In other words, since, the evaluation dataset is comprised of small length repeats,

the model missing some initial parts of the repeat will greatly affect the evaluation

metric, Jaccard coefficient. For example, whereas in the case of a 200 bp repeat, if

the model misses the initial 10 bp and the last 5 bp, the Jaccard coefficient would

be 0.925, in the case of a 40 bp repeat, the Jaccard coefficient will be 25/40 = 0.625.

Thus, the nature of the dataset requires a precise annotation of the exact starting

and ending position.

For that reason, we designed an algorithm containing an extra processing step,

which aims in finding the exact starting and ending positions more accurately. In more

detail, the DL model is initially used to identify the region that contains the repeat

identifying the potential starting and ending positions. Then, we accept the model’s

prediction with a flexibility range of a few bp (in our case +− 15 bp). To identify

the starting/ending positions more accurately within that range, the similarity of

subsequent substrings (k-mers) around this position is analyzed. The addition of
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this extra step has improved the performance of our model, since, as it was explained

above, the precision of a few bp is quite important for annotating TRs of small length.

It was observed that this extra step helps increasing the Jaccard coefficient in cases

where the initial region is identified correctly (in some range) by the model. In some

samples, where the model failed to identify the starting ending position with relative

accuracy, the inclusion of the processing step (kmers) did not improve the Jaccard

coefficient. Below, we will give a brief explanation of the k-mers-related processing

step.

k-mers

In bioinformatics, the term k-mers refers to all substrings of length k of a sequence.

For example, the sequence AGTACA, has six monomers (A, G, T, A, C, A), five

2-mers (AG, GT, TA, AC, CA) four 3-mers (AGT, GTA, TAC, ACA), three 4-mers

(AGTA, GTAC, TACA), two 5-mers (AGTAC, GTACA) and one 6-mer (AGTACA).

The total number of possible k-mers for a DNA sequence is 4k. To determine if a

window contains the start of a repeat we check its similarity to the previous and

subsequent window. In more detail, in our extra processing step, we form windows

of length w and, for a fixed k, we estimate the frequency vector f of that window,

which is comprised of the number of occurrences of each k-mer. Thus, f is given by

the following vector:

~fwi = (f0, . . . , fj, . . . , f4k−1) (6.1)

where fj denotes the number of occurrences of the jth possible k-mer. By comparing

the frequency vectors of subsequent windows, we aim to adjust the boundary of the

repeat. The metric that is used to measure the similarity between the frequency

vectors of two windows, f and h, is taken as the normalized Pearson correlation

coefficient between them, given by:

ρ(~f,~h) =

∑n
i=1

(
~fi − f̄

)(
~hi − b̄

)
√∑n

i=1

(
~fi − f̄

)2√∑n
i=1

(
~hi − h̄

)2 (6.2)

where f̄ =
∑n

i=1
~fi/n and h̄ =

∑n
i=1

~hi/n, for n = 4k. Firstly, the similarity S1 of

two subsequent windows is calculated and then, this measure S1 is compared with

the similarity S2 of the two subsequent windows that follow. In more detail, let

S1 = Sw(i−w,i) be the similarity measure between two windows W(i-w) and W(i),
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then S2 = Sw(i,i+w) is calculated as the similarity measure between the two windows

that follow which are W(i) and W(i+w). In other words, the frequency vector of

the window W(i) is compared with the frequency vectors of windows W(i-w) and

W(i+w), resulting in similarity measures S1 and S2, respectively. The assumption

is that if the window W(i) is the one containing the first repeated unit, then the

similarity measure S2, denoting the similarity with the window W(i+w), will be close

to 1, since window W(i+w) is also part of the repeat and thus, would be quite similar

with window W(i). In addition, since W(i) is the first window containing part of the

repeat, the similarity measure S1 with its previous window, W(i-w), will be lower. As

a result, we expect measure:

B(i, w) = Sw(i,i+w) − Sw(i−w,i) (6.3)

which depends on the triplet of windows windows W(i-w) - W(i) - W(i+w), to be

high on the position that the repeat starts. Following the same procedure, with

the difference of scanning the sequence from right to left, will denote the window

containing the ending position of the repeat. This idea was adapted from [35], where

it was used to find the boundaries of long repeats, namely cases where the repeat

unit is repeated a hundred or thousand times. The authors used quite wide windows,

using the fact that long repeats have hundred or thousands of repeated units. In

[35], the authors noticed that using small length windows leads to a noisy B signal

in broad regions, making it impossible to detect peaks of the TRs.

In our case, however, the model can already identify the starting and ending

position with some precision. Therefore, we only use the additional step with smaller

windows to increase the accuracy even further. Thus, the B signal is calculated only

for a small region around the previously identified starting/ending position. As a

result, B is not noisy since it is calculated only for a small number of triplets of

windows.

In Table 6.6, the results for our models and other software and algorithms used

for the annotation of TRs, are given. The performance of other software/algorithms

reported in Table 6.6 is taken from [6]. Most of the software used for the annotation

of repeats output many different results for a given location of interest. For that

purpose, in [6], the authors define two extra measures, the average precision and the

average recall. Let T = t1; .....; tn be a dataset of TRs, and R the set of results of a

given algorithm, with R(ti) being the subset of R overlapping with ti by at least 1 bp.

That is, R(ti) contains the multiple different results for a given location of interest,
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CNN Vanilla VAE GS VAE
Disease 0.667 35 26 0.03 1 1 0.541 28 17
Codis 0.77 19 15 0.33 5 3 0.747 19 16
Y 0.776, 82 69 0.51 50 35 0.722 78 67
Marshfield 0.747 564 465 0. 343 238 176 0.724, 544 480
Promoters 0.587 11534 5910 0.253 5032 2432 0.545 10884 5780

Table 6.6: Performance on Experiment III. Model performance on different datasets created
in [6]. Compare with Fig. 6.12. The three columns for each model denote the following
measures: [average Jaccard, #TR j=0.5, #TR j=0.7] Since our models have a single output
per location, the average precision and average recall of Fig. 6.12 are both equal with the
average Jaccard coefficient.

namely the location of ti. Then the average precision and recall for the given dataset

of n TRs, are given by the following mathematical formulas:

σP (T,R) =
1

n

(
n∑
i=1

∑
x∈R(ti)

jac (x, ti)

|R (ti)|

)

σR(T,R) =
1

n

(
n∑
i=1

max
x∈R(ti)

jac (x, ti)

)
However, our models give a unique result for each region of interest and, thus,

the average precision and average recall are both equal with the average Jaccard

coefficient. A high recall in the expense of a small precision can render the algorithm

considerably less useful. For example, the extreme case of TRStalker, as shown in

Table 6.6, achieves a high recall in all datasets (above 0.9), but produces an extremely

high number of results covering a target locus (RPL), varying from 116 to 205 for

the different datasets. Covering the same locus with many different outputs creates

output redundancy and poses the problem that, since in the real case scenario the

ground truth will not be known, there will be no way to select among the multiple

outputs. Thus, a high recall is important when it is accompanied by a high precision.

We can see that our models perform comparably with other established software and

have the advantage of giving only one output for a locatino of interest.

6.3 Experiment IV

Experiment IV deals with the objective II, which is to explore if the neural networks

can capture characteristics of the flanking sequence of the repeat, and use them to

predict when a repeat is coming, thus associating them with the presence of repeats.

This constitutes a first step towards the identification of specific genomic composition
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Figure 6.12: Table taken from [6] showing the performance of a range of software on the
five different curated datasets.

or other factors as contributing factors to the initiation and, potentially, the origin

of tandem repeats. The importance of repeats’ flanking sequences and their effect on

repeats’ mutation rates have been described in Section 3.1.1.1. In this experiment, we

explore whether the composition of the repeat’s flanking sequence can be distinguished

from random sequences by our DL models. This way, we attempt to take a first step

towards exploring the flanking sequence composition and characteristics as potential

contributing factors to the origin and emergence of repeats. The origin and mutational

dynamics of microsatellites is yet not completely clear [27]. Details on that and the

importance of their exploration have been discussed in Section 3.1.1.1.

As discussed in Chapter 4, in this experiment we use a dataset where positive

samples are comprised of the 60bp flanking sequence before the repeat. Negative

samples are random parts of the genome, whose subsequent 60bp do not include

a repeat. We train the models in a 2-class classification setting, where the model

predicts if a certain input sequence comprises a flanking sequence of a repeat. The

models’ performance is evaluated in terms of the Accuracy and F1 score. The dataset

is balanced, and, thus, the baseling random prediction accuracy is 0.5 for in the 2-class
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CNN vanilla VAE GS VAE
Acc. F1 Acc. F1 Acc. F1
0.797 0.79 0.65 0.451 0.759 0.76

Table 6.7: Performance on Experiment IV. The model predict if an input sequence com-
prises a flanking sequence of a repeat or not.

classification setting. In Table 6.7, the performance of the three model architectures

explored in this work, CNN, vanilla VAE and Gumbel-Softmax VAE, is presented.

We observe that CNN and Gumbel-Softmax VAE, can predict which sequences

are flanking sequences of a repeat with accuracy considerably above the baseline

random prediction accuracy of 0.5 and that vanilla VAE performs poorly. As a sanity

check, we tested the trained models on sequences that were shuffled, to distort any

information. Namely, we permuted the letters in the testing sequences in order to

destroy any patterns that the network had capture during training. For both the

CNN and the Gumbel-Softmax VAE models the accuracy on the permuted sequences

dropped around the baseline random prediction accuracy of 0.5. In Fig. 6.13 the

heatmaps for the current experiment are shown. Fig. 6.13 (a) corresponds to the

heatmap for the CNN, while Fig. 6.13 (b) to the heatmap for the Gumbel-Softmax

VAE architecture.

To produce these heatmaps, for each sample we slide a 60 bp window over the

sequence with a step of 1 bp. At each position (x-axis) the output of the model

among the 5,000 sequences (y-axis) is denoted. The samples have been created to

contain 100 bp part of the flanking sequence before the repeat, while they also include

the repeat and some part of the flanking sequence after the repeat. The amount of

bp after the repeat varies among samples, since the number depends on the length

of the repeat. To make the numbering on x-axis clear, we note that position 0 of

the heatmaps corresponds to the output of the model that takes as input the 60 bp

window that are immediately before the first repeat bp. That is, on position 1 the 60

bp window scanning the sequence contains 59 bp of the flanking sequence and only

the first bp of the repeat etc.

In Fig. 6.14 (a) and Fig. 6.15 (a), the average binarized output of the network

among the 5,000 positive sequences is shown for the CNN and the Gumbel-Softmax

VAE respecitvely. That is, for each sample we binarize the predictions of the model

shown in the heatmaps, using the standard 0.5 threshold for the positive prediction

and, then, average among the 5,000 samples. We observe that the model output

peaks when the scanning window contains the part immediately before the repeat.
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A decrease in the average binarized output occurs when the window contains the

repeat. We note that the length of the repeat influences the minimum size of flanking

sequence (before or after the repeat) that is contained in the input window at any

point. To make this clear for the reader, we explain that, for example, for a repeat of

30 bp length, the 60bp window that scans the repeat and its flanking sequence will

contain a minimum of 30 bp of the flanking sequence before or after the repeat at any

point. For larger repeat sizes ≥ 60 bp there are points where the window does not

contain any part of the flanking sequence, leading to a larger decrease in the model

output. Thus, in Fig. 6.14 (a) and Fig. 6.15 (a), the decrease in positions where the

scanning window contains the repeat is small accounting for the samples that contain

small length repeats, since the curve is the average output among 5,000 sequences.

After this small decrease, a rise in the curve denotes that the networks detect the

patterns and characteristics used to predict the flanking sequence before the repeat,

in the flanking sequence after the repeat. That is, even though the NNs were trained

using data from the flanking sequences before the repeat, the characteristics that are

captured by the NNs and enable the accurate prediction of a sequence as flanking/non-

flanking are also present in the flanking sequence after the repeat in many samples.

This is more evident in the case of Gumbel-Softmax VAE (Fig. 6.15 (a)). Comparing

6.14 (a) and Fig. 6.15 (a), we observe that the unsupervised Gumbel-Softmax VAE is

more able to capture patterns that are present in the flanking sequences both before

and after the repeat despite being trained only on data from the upstream (before)

part. This could potentially mean that the unsupervised setting is more appropriate

for this experiment.

We also trained the models using the same type of dataset comprising of repeat’s

flanking sequences (positive class) and random sequences not comprising repeats (neg-

ative class) but we created the data leaving a 10 bp gap between the repeat and the

windows labelled as positive samples. This is to account for potential mistakes in

annotation of the RepeatMasker, e.g. RepeatMasker misannotating the initial part

of a repeat. This way, we ensure that there is no misannotated part of the repeat

included in the positive samples. The results for the CNN and Gumbel-Softam VAE

are shown in Table 6.8. The performance of the models drops a little but the models

can still predict which sequences are flanking sequences of a repeat with high accu-

racy. In Fig. 6.14 (b) and Fig. 6.15 (b), the average binarized output of the network

among the 5,000 positive sequences is shown for the CNN and the Gumbel-Softmax

VAE respectively.
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(a)

(b)

Figure 6.13: Heatmaps of 5,000 sequences containing a repeat and its flanking region. (a)
CNN (b) Gumbel-Softmax VAE
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(b)

Figure 6.14: Blue: Binarized output averaged among 5,000 sequences containing a re-
peat and its flanking region (positives). Green: Binarized output averaged among 5,000
sequences non containing a repeat (negatives). (a) CNN model trained immediate flanking
sequences (b) CNN model trained on flanking sequences with a 10 bp gap
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(b)

Figure 6.15: Binarized output averaged among 5,000 sequences containing a repeat
and its flanking region (positives). Green: Binarized output averaged among 5,000
sequences non containing a repeat (negatives). (a) GS VAE model trained immediate
flanking sequences (b) GS VAE model trained on flanking sequences with a 10 bp gap
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CNN GS VAE
Acc. F1 Acc. F1
0.765 0.767 0.74 0.738

Table 6.8: Performance on Experiment IV. The model predict if an input sequence
comprises a flanking sequence of a repeat or not. Model trained on flanking sequences
that are 10 bp away from the repeats starting point.



Chapter 7

Discussion

The aim of this project was two-fold. The first objective (Objective I) was to ex-

plore the use of deep learning models for the identification of tandem repeats. The

second objective (Objective II) was to use deep learning models to correlate the ge-

nomic composition of repeats’ upstream flanking sequences, namely sequences that

are placed immediately before and after the repeat, with their presence. Both ob-

jectives were fueled by the importance of tandem repeats and latest evidence that

reinforce their functional role and great contribution in gene expression, regulation,

and phenotypes, as discussed in 1.1 and 3.1. This latest evidence has led to an in-

creasing interest around tandem repeats, a fact that renders their identification and

analysis highly important.

Objective I, which aimed at identifying the repeats was split in two subtasks,

referred to as Objective I.I and Objective I.II. Objective I.I aimed for the models

to predict if a certain 80bp window contains a repeat or not. Objective I.II aimed

for the models to perform exact annotation of the input sequence in terms of the

presence of repeats. That is, to identify the exact starting and ending positions of

the repeat while scanning an input sequence that contained a repeat at a random

location. Objective II, which was related to the exploration of a potential correlation

of the presence of repeats with the genomic composition of their upstream flanking

sequence, aimed for the models to predict if a 60bp window comprises part of the

flanking sequence of a repeat or not.

To target the aforementioned objectives, we adapted and implemented state-of-

the-art methods in the domain of deep learning for application in genomic DNA

sequences. We explored both supervised and unsupervised methods to identify the

more appropriate of these settings for our targeted tasks. In particular, we explored

the application of the supervised convolutional neural networks (CNNs) and unsu-

pervised variational autoencoders (VAEs). In the framework of VAEs, we explored

71
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both the vanilla VAE, which is comprised of continuous latent variables, while also

the Gumbel-Softmax VAE, a fully discrete latent space VAE. The exploration of dis-

crete latent variable emerged as a natural choice taking into account the inherently

discrete nature of the genomic data and also that discrete latent variable VAEs have

been shown to alleviate issues, e.g. posterior collapse, in the complex procedure of

training the VAE.

To train these deep learning models, we tried different optimization settings and

architectures and we performed extensive hyper-parameter tuning as discussed in

5. To train and evaluate our models the whole genome sequence DNA data from

all chromosomes was obtained from USCS Genome Browser. For the labelling of

the repeats in training data, we used RepeatMasker, which is one of the most used

software for the identification of repetitive elements. During the evaluation of the

models’ performance, RepeatMasker’s labelling was admitted as the ground truth for

the experiments targeting all objectives, with the exception of Objective I.II. For

Objective I.II, the evaluation of the task of annotating the repeats, namely finding

their starting and ending position, requires high precision. That is, finding the exact

starting and ending position of a repeat is more difficult than predicting its presence

in an input window. Thus, the evaluation of this task should involve a highly precise

evaluation dataset where the annotated repeats are verified. For that purpose, a

manually curated dataset created in [6], consisting of biologically non-näıve short

tandem repeats was used to evaluate the models performance in the task related to

Objective I.II.

7.1 Assessing the results

The results achieved by the models are promising, with the CNN architecture and

the Gumbel-Softmax VAE achieving the best performances.

For the Objective I.I we, firstly, investigated the use of two different training

datasets. Type I dataset consisted of samples where the repeat was placed on their

initial part, namely the starting position was randomly placed on positions 0-20 of the

samples. Type II dataset contained samples where the initial position of the repeat

could be placed in any possible position. Type I dataset guarantees that the training

samples contain a substantial part of the repeat pattern, while type II dataset provides

no such guarantee. It was observed that models trained on the type II dataset could

more accurately predict if a window contains a repeat and their accuracy depended

less on the length of the repeat that is contained on the window in comparison with
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the models trained on type I dataset. That is, the type I models (for all architectures)

were more accurately predicted a repeat even in cases where only a small part of it

was contained on the rightmost part of the window, in contrast with type I models,

which achieved a low accuracy in such cases. After these comparisons, we concluded

that type II dataset is more appropriate in cases where we need the models to be able

to predict if any, larger or smaller, part of the repeat is contained in a window.

For both model types, we analyzed how the performance varies for testing samples

containing different lengths of a repeat and how the detection of repeats is influenced

when we contaminate them with noise. All models were able to identify the repeats

even when these were subject of considerable contamination. This is of high impor-

tance since, as discussed in 3.1, tandem repeats are hypermutable, meaning that they

are usually subject of subsequent mutations, which leads to their impurity. That

is, the repeated motif is usually not perfect, a fact that renders the identification of

the repeats more complicated. However, the mutated repeats are critical to detect

since they are associated with various diseases, as discussed in Section 3.1. Thus,

the ability of our models to discern the existence of repeats in sequences, even when

these are contaminated with noise (corresponding to artificial mutations) is critical

and attaches extra importance to our models’ performance.

In the more difficult task of annotating the input sequence in terms of the pres-

ence of repeats, constituting Objective I.II, our models performed comparably with

other established software. The sequence annotation was performed by scanning the

input sequence, namely by moving the input window along it with a step equal to 1

bp. At any point, the position corresponding to the rightmost window position was

annotated. Thus, since we aim to accurately predict the starting point of the repeat,

e.g. when ideally only the first, but realistically only a few bp of the repeat are in-

cluded in the input window, we used type II models. This choice is motivated by the

conclusions of experiments related to Objective I.I mentioned above. These indicate

that type II models have been identified as the ones which are appropriate for the

detection of repeats in cases when only a small part of them is contained in the win-

dow. The curated dataset used for the evaluation of the repeat annotation contains

short length tandem repeats, namely repeats where the repeated unit is repeated

some tens of times. As a result, extreme precision is needed in the identification of

the starting/ending point of the repeats. To increase the accuracy of our models,

we added an extra processing step, aiming in adjusting the models’ prediction. That

is, we analyzed the similarity of subsequent substrings (k-mers) around this position.

This extra step is based on the assumption that the window containing the initial
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part of the repeat will be much more similar to subsequent windows, also containing

parts of the repeat, than to previous windows containing random sequences.

CNN and Gumbel-Softmax VAE are performing comparable with other software,

while vanilla VAE performance is quite low in some of the datasets. The CNN has

a consistent performance among all five datasets, and achieves a performance com-

parable with other software even for the Diasease Datasets, which can be identified

as the more difficult one based on the software performances. Most of the software

cover a certain location with many outputs, namely for every given location various

potential repeats are output by the software. For that reason, the authors in [62]

introduced two different measures, recall corresponding to the maximum Jaccard co-

efficient among the multiple outputs for the locus and precision corresponding to the

average Jaccard coefficient of the output for the given locus. As our models give one

output for each location, both these measures correspond to the average Jaccard coef-

ficient. Thus, the comparison with software that have a high recall and low precision

is not exactly fair. A high recall in the expense of a small precision can render the

algorithm considerably less useful, since there is no way of selecting one among the

potential outputs.

For the Objective II, we tested the ability of the models to predict the emer-

gence of a repeat only by having as input their flanking sequence. CNN achieved an

accuracy and F1-score of over 79%, Gumbel-Softmax VAE an accuracy and F1-score

around 76%, while vanilla VAE performed poorly achieving an accuracy of 65% but

an F1-score of 45%. The ability of models to predict when an input sequence com-

prises a flanking sequence of a repeat indicates that the networks are able to capture

certain genomic composition and underlying characteristics of the flanking sequence

of repeats that correlate with their presence.

The influence that flanking sequences have on repeats have been reported in liter-

ature, e.g. on the repeats mutation rates [61], [27]. The relation between the flanking

sequence and the repeat is a complex one that is not yet completely clear and as sug-

gested in the literature should be further explored. [27]. Also, the origin of tandem

repeats is a complex issue and many theories have been suggested for their genesis.

The investigation of the tandem repeats origin could lead to a better understand-

ing of the function and organization of the genome, the evolution of species and the

population genetic studies [26]. The fact that our models are able to predict with

high accuracy which sequences constitute flanking sequences of the repeats indicates

a positive correlation between certain genomic compositions or underlying character-

istics of the flanking sequences and their presence. That could potentially comprise
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a first step towards exploring the flanking sequence composition and characteristics

as potential contributor to the origin and emergence of repeats.

7.2 Limitations and Future work

In the current work, we have for the first time explored the use of deep learning for

the analysis of tandem repeats. Our results are promising, indicating that further

work would be valuable in that direction. However, our current work has limitations

that should be addressed in future work.

Our models have performed well in terms of predicting fixed-length windows con-

taining the repeats. This is a really useful task that can be used to locate the repeats

with relative accuracy and also indicates the capability of deep learning models to

analyse tandem repeats. However, the ability to find the exact starting and ending

position of the repeats is a property that is needed to render our models useful tools

for the annotation of the genome. The task of finding tandem repeats is complex,

and this is evident by the fact that software that have been introduced years ago and

are frequently used in multiple applications for the annotation of the sequence, like

RepeatMasker, are imperfect and in cases inaccurate. As seen in Experiment III, our

models have performed comparably with some of the other software, however, some

of them have surpassed our models’ performance on all datasets used for the evalua-

tion. This is on some extent related to the nature of the curated datasets used for the

evaluation of the exact annotation task (Experiment III). As we described in Section

6.2, these datasets contain mostly small length repeats and, thus, the precision of

the models on finding the exact starting and ending position greatly influences the

evaluation metric. Since our models work on a fixed-length window basis, i.e. they

are trained to predict if a window contains a repeat, finding the exact starting and

ending position is not their strength. The fixed-length window characteristic of our

models, also makes them incapable of distinguishing repeats that are close together

and are separated only by a few base pairs. In relation to the above problems, we

propose the following two different routes.

1. The first one is to focus on using our models for the prediction of longer short

tandem repeats, e.g. repeats in which the small motif is repeated, for example,

hundreds of times. That is because in such cases finding the exact starting and

ending position of the repeat is not of great importance. Thus, in an experiment

similar to Experiment III, but with a dataset that would contain longer repeats,

our models could potentially perform better than the other software.
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A justified comment at this point would be that the other software could also

potentially perform better in finding larger length repeats. However, most of the

other’s software problem in finding the repeats is not related to their imprecision

in finding the starting and ending position, since they don’t work on a window-

basis as our models. The variability of the repeats due to mutations is what, in

most cases, renders their detection a challenge. In the case of our models, we

have tested their ability to detect mutated repeats by artificially introducing

noise to the sequence and, we observed that our models are able to detect

a substantial part of the repeats despite the fact that they were subject of

extensive mutations (Fig. 6.4b, Fig. 6.5b). Thus, we believe that our models

have the potential to overpass the performance of other software in detecting

mutated repeats. For the software that work on a candidate search base, the

difficulty to detect mutated repeats has been noted in the literature. However,

for other de novo algorithms, this ability would depend on the exact algorithm

they use to find the repeats. Thus, although the ability of our models to detect

mutated repeats has been explored in this work, their comparative performance

in this task against other software should be tested.

2. The second route involves the combination of our models with another ex-

tra processing step, which would allow our overall algorithm comprised by the

deep learning model and the extra processing step to be more precise. A first

step toward this direction has already been implemented by incorporating the

k-mers-related processing step in Experiment III. This is a relatively simple

processing step. Further work should be done on this direction, in terms of

exploring different processing steps. As potential alternatives for the processing

steps, the algorithms proposed by other software, e.g. the algorithm of [6], could

be explored. In other words, we could explore the potential combination of deep

learning models aiming at identifying the broader region containing the repeat

with the other algorithms that have been proposed in the literature. That could

potentially lead to an improvement in performance by exploiting each model’s

advantages. Connecting that again with the the fact that the NNs showcased

a flexibility in detecting mutated repeats, the combination of NNs with an al-

gorithm that is precise at finding the starting and ending position of repeats

but is not good at detecting mutated repeats could potentially increased their

respective performances.
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Apart from combining our models with an extra processing algorithmic step, we

could also attempt to increase their precision in detecting the exact starting and

ending points by training them in a different problem setting more appropriate

to the task. For example, we could train the models to predict the exact point

where a repeat starts in an input window. This comprises a different training

scheme than the 2-class classification training scheme we attempted in this work.

Apart from the issue of the exact annotation of the sequence, further work should

be done towards exploring the potential improvement of the performance of our mod-

els. Towards that we can:

1. Investigate different ways of creating the dataset. Given the fact that there is no

previous work on deep learning models used to predict tandem repeats, the most

appropriate way to create the training dataset from the available raw human

genome sequence is unexplored. We have taken an initial step on exploring

that in the current work by designing two different ways to create the training

dataset from the raw genome data obtained from the USCS Genome Browser.

According to the experiments designed and performed in this work, we have

concluded that the nature of the training dataset greatly affects the performance

of the models. The reasoning behind that is that we observed considerably

different performance between the models trained on the two different dataset

we created. Thus, we believe that the further exploration of this aspect of

that work is of high importance. During this exploration, we could potentially

attempt to combine different types of datasets, e.g. type I and type II datasets

used in this work. Also, apart from the way of creating the training dataset, we

should experiment with different input lengths.

2. Explore different architectures and combinations of them. Deep learning of-

fers a range of different architectures with some more appropriate than others

for specific tasks. In this work we have covered both supervised and unsuper-

vised methods. A further exploration of architectures could potentially increase

the model performance. Train our models using labelled data from other algo-

rithms. Experiment III has shown that even though RepeatMasker is a widely

used software, other more recently proposed algorithms outperform it. Thus,

using labelled data from these algorithms to train our models could potentially

increase their performance.



7.2. Limitations and Future work 78

In relation to the VAE model, we can further explore the latent space encodings.

Since the model is able to create meaningful representation of the data that enable

their classification in the latent space with high accuracy, it could potentially have

also incorporated other useful information in the latent space. For example, we could

explore if samples with repeats of different lengths are encoded in a different way or

if the position where the repeat starts in the input sample influences its the latent

space encoding. In addition, different VAEs could be explored., e.g. beta-VAE [86],

which has been proven to improve the disentanglement of different classes in the

latent space. Another idea would be to train the VAE in a semi-supervised setting to

attempt to exploit the existence of labelled data [87]. That could potentially help in

creating a more structured latent space.

In relation to the results from Experiment IV, our results are promising. The

high accuracy with which our models predict which sequences are flanking sequences

of the repeats indicates a positive correlation between certain genomic compositions

or underlying characteristics of the flanking sequences and the repeats’ presence.

However, this does not by itself proves that elements in the flanking sequence act as

contributors to the genesis of repeats. Since the genesis/origin of the repeats is a

matter that concentrates a lot of research interest, further experiments attempting

to correlate of the flanking sequence composition with repeat’s genesis should be

designed.

We hope to investigate these ideas systematically in future work.
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órur Kristjánsson, Dańıel Gubjartsson, Agnar Helgason, and Kári Stefánsson.
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