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1. Introduction

Coalitional games are games in which agents can potentially benefit by cooperating [24, pp. 257-298]. Such games provide
a natural and compelling model through which to understand cooperative action, and have been widely studied in the
context of both natural and artificial multi-agent systems. In the game theory literature, two basic questions are asked in
the context of coalitional games: Which coalitions will form? and How will the benefits of cooperation be shared within a coalition?
With respect to the first question, solution concepts such as the core have been proposed, which try to capture the idea of
rational participation in a coalition [24, p. 258]. With respect to the second question, solution concepts such as the Shapley
value have been proposed, which attempt to define a “fair” distribution of the benefits of cooperation to agents within a
coalition [24, p. 291].

In the context of multi-agent systems and artificial intelligence, the use of coalitional game models and cooperative solu-
tion concepts raises a number of important issues. Perhaps the most fundamental issues are those of representing coalitional
games, and reasoning with such representations. A number of researchers have developed models for coalitional games, and,
given such models, have investigated the complexity of associated solution concepts, e.g., [10,12,13,20,23,40,41]. However,
very little work has considered the kinds of logical, declarative representation schemes that are commonly used in the
knowledge representation community [38]. There is good reason to suppose that such logic-based representations will be
of value in reasoning about coalition games. For example, they can be used together with tools and techniques developed
in Al and computer science [39]:

e As query languages, for expressing properties ¢ of coalitional games. Checking whether a game has property ¢ reduces
to the model checking problem.

* Corresponding author,
E-mail addresses: tag@hib.no (T. Agotnes), wiebe@csc.liv.ac.uk (W. van der Hoek), mjw@liv.ac.uk (M. Wooldridge).

0004-3702/$ - see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.artint.2008.08.004


http://www.ScienceDirect.com/
http://www.elsevier.com/locate/artint
mailto:tag@hib.no
mailto:wiebe@csc.liv.ac.uk
mailto:mjw@liv.ac.uk
http://dx.doi.org/10.1016/j.artint.2008.08.004

46 T. Agotnes et al. / Artificial Intelligence 173 (2009) 45-79

e For directly reasoning about coalitional games via theorem proving.
e For expressing desirable properties ¢ of a coalitional game we want to synthesise. This corresponds to a constructive
proof of satisfiability for ¢.

Moreover, logical representation schemes are frequently succinct, compared to the alternatives. Logical representations of
coalitional games might also be of value in game theory itself, as they open the door for automated reasoning tools such as
theorem provers.

Our aim in this paper is thus to develop and study logic-based knowledge representation formalisms for coalitional
games (more precisely, coalitional games without transferable payoffs [24, p. 268]). We develop two logical languages that
are interpreted directly as statements of such games. We study the axiomatisation and computational complexity of these
logical languages, and demonstrate how they can be used to characterise and reason about coalitional games:

e First, we develop a Coalitional Game Logic (cGL). Syntactically, cGL contains modal cooperation expressions of the form
(C)p, meaning that coalition C can achieve an outcome satisfying ¢. In addition, ccL includes operators that make it
possible to explicitly represent an agent’s preferences over outcomes. The inclusion of an explicit mechanism for rep-
resenting preferences makes cGL very different to cooperation logics such as ATL [3] and Coalition Logic [27], which
otherwise might, at first sight, seem to be similar to cGL. However, the differences go much deeper than just introduc-
ing a way of representing preferences: we show in Section 5 that cGL is fundamentally incomparable to these logics.
Note that we interpret formulae of cGL directly with respect to coalitional games without transferable payoff, thereby
establishing an explicit link between formulae of the logic and properties of coalitional games.

e Second, we develop a Modal Coalitional Game Logic (McGL), a normal modal logic interpreted directly in coalitional games
by using the preference relations in coalitional games as modal accessibility relations.

Both logics can be used to characterise and reason about many important properties of coalitional games, such as non-
emptiness of the core. They differ, however, in that cGL can only express such properties under the assumption that the
possible outcomes of the games are finite, while McGL does not have this restriction. On the other hand, if we make the
finiteness assumption, cGL is more expressive than mcGL, while the latter can often express interesting properties such as
non-emptiness of the core much more succinctly.

The remainder of this article is organised as follows. In the next section, we discuss related work, and introduce the
basic mathematical framework of coalitional games and solution concepts for such games. cGL is introduced in Section 3.
Following a presentation of the syntax and semantics of the logic, we give a number of technical results relating to it, as
follows. First, we prove that the logic is expressively complete with respect to finite coalitional games without transferable
payoff, in the sense that for any two different finite coalitional games, there exists a formula of cGL that will be true in one
game and false in the other. We then give an axiomatisation of ccGL, and show that it is sound and complete with respect to
finite coalitional games. With respect to model checking and satisfiability, we show that while model checking for the logic
is tractable, the satisfiability problem for cGL is NP-complete. We present a tableau-based decision procedure for the logic,
and to illustrate the use of the logic, we show how to axiomatically characterise a number of well-known solution concepts
for coalitional games, including, for example, non-emptiness of the core of finite coalitional games. Finally, we give some
examples of formal deductions in the logic. In Section 4 we introduce mMcGL. After presenting the syntax and semantics, we
present an axiomatisation, and prove that it is sound and complete with respect to all coalitional games. We illustrate the
logic by expressing properties such as non-emptiness of the core of general (not necessarily finite) coalitional games, and
by formally deriving some properties of coalitional games as theorems within the proof system. Finally, in Section 5, we
compare cGL and McGL, first to each other, and then to Coalition Logic, and we conclude in Section 6.

2. Background

Originally developed within the game theory community [4,15,22], models of cooperative or coalitional games entered
multi-agent systems and artificial intelligence research in the 1990s. Initial research focused on approaches to coalition
formation. For example, Shehory and Kraus developed algorithms for coalition formation, in which agents were modelled
as having different capabilities, and were assumed to benevolently desire some overall task to be accomplished, where this
task had some complex (plan-like) structure [30-32]. Sandholm considered the closely-related problem of coalition structure
generation, i.e., the problem of partitioning an overall set of agents into mutually disjoint coalitions, so that social welfare
(the sum of individual coalition values) is maximised [29].

More recently, the issue of representing coalitional games, and the complexity of computing with these representations,
has received attention. The issue of representation—which is of course central to the field of artificial intelligence—is of
particular importance in the context of coalitional games, as the obvious representations for them have completely unreal-
istic space requirements (see, e.g., the discussion in [40, pp. 34-41]). Some effort has therefore been devoted to developing
succinct representations for coalitional games. There are roughly two main lines of attack with respect to the problem of
representing coalitional games, as follows.



T. Agotnes et al. / Artificial Intelligence 173 (2009) 45-79 47

e First, one can try to find some representation scheme that is guaranteed to be succinct (i.e., will lead to representations
that are of size polynomial in the number of agents), but which are incomplete, by which we mean that there will
be some coalitional games that simply cannot be captured within the representation. Such a representation will be of
interest if it can represent games in the domain of interest to us. An example is the “induced subgraph” representation
of Deng and Papadimitriou [12].

e Second, one can try to find a representation that is complete but not guaranteed to be succinct. That is, although the
representation might be of exponential size in the worst case, it will be useful if it can be used to represent succinctly
games in the domain of interest to us. An example is the “marginal contribution nets” representation of leong and
Shoham [20].

Given a specific representation scheme, it is possible to ask concrete questions about, for example, the complexity of
computing solution concepts. Deng and Papadimitriou were perhaps the first to investigate the complexity of cooperative
solution concepts, for several representations of coalitional games [12]; this led to work by Conitzer and Sandholm [8-10],
leong and Shoham [20], Wooldridge and Dunne [40,41], and Elkind et al. [13]. A survey of related results in this area is [5].

Although logic-based approaches to knowledge representation are widely used in artificial intelligence, there has been
little work on logic-based approaches to representing coalitional games.! There are many arguments in favour of a logic-
based approach to knowledge representation for coalitional games.? For example, such languages can be used as expressive,
general, semantically well-defined query languages for model checkers and the like [28,39]. Alternatively, and adopting a
more traditional A1 approach, such formalisms can be used to explicitly model an agent’s environment, and the agent can
then use theorem proving to make decisions about what action to perform (e.g., whether to join a particular coalition). And
finally, of course, logical representations are very often succinct, and so a logic of coalitional games might be of interest
as a succinct representation scheme for coalitional games. Perhaps surprisingly, little work has attempted to use logic as a
succinct representation scheme for coalitional games. leong and Shoham’s marginal contribution nets use a logic-based rule
notation to represent the characteristic function of a coalitional game [20]. Wooldridge and Dunne proposed a propositional
logic representation for their “Qualitative Coalitional Games”, explicitly arguing that this representation would be more
succinct in many cases of interest than an explicit representation [40]. However, in both of these cases, logic was used as
part of the underlying coalitional game model, rather than as a tool for representing properties of coalitional games overall.

Given these concerns, the existing formalisms most closely related to our interests are Alternating-time Temporal Logic
(aTL) [3] and Coalition Logic (cL) [27], which can be regarded as a strict fragment of ATL. In both of these formalisms, the
main construct is an expression of the form (C)¢, with the intended meaning that coalition C has the ability to achieve ¢.
Such coalition logics have proved to have many important applications, for example in the specification and verification
of social choice mechanisms [26], and for knowledge representation in multi-agent systems where one seeks to represent
the strategic structure of multi-agent environments [34]. The semantic structures underpinning coalition logic are effectivity
functions, which have been studied in the social choice literature [1]. But, while Coalition Logic, ATL, and their many vari-
ants have proved to be intuitive, powerful, and practical tools for understanding the properties of game-like multi-agent
systems [39], they have several limitations for reasoning about coalitional games. In particular, they do not provide any
mechanism for representing and reasoning about the preferences of agents, which is of course a fundamental requirement
for modelling rational action. (We investigate the potential use of Coalition Logic for coalitional games in detail in Section 5.)

2.1. Coalitional games

We here provide a summary of the relevant necessary definitions and concepts from cooperative game theory, but we
refer the interested reader to, e.g., [24] for more detail and discussion. A coalitional game (without transferable payoff) is an
(m + 3)-tuple [24, p. 268]:

I'=(N,$£,V,3q,...,3m)

where:

N ={1,...,m} is a non-empty set of players (or agents);

£2 is a non-empty set of outcomes;

V : (2N \ #) — 2% is the characteristic function of I', which for every non-empty coalition C defines the choices V (C)
available to C, so that w € V(C) means C can choose outcome w; and

J; C 2 x 2 is a complete, reflexive, and transitive preference relation, for each agent i € N.

We let @ J; @’ denote the fact that w is strictly preferred over @’ by agent i (i.e., w J; @’ but not @’ J; w). We sometimes
refer to the set N, of all agents, as the grand coalition.

1 In contrast, a number of researchers have investigated logics for representing and reasoning about non-cooperative games: see, e.g., [17] for one example
of such work, and [37] for a detailed survey.
2 We will not restate all the well-known arguments in favour of logic for knowledge representation—see, e.g., [38] for detailed discussions.
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The definition above is a very general definition of coalitional games. It gives no indication of what the outcomes 2 are,

or where the preference relations J; come from. There are several points to note here:

The first is that readers familiar with temporal logic [14] or state transition systems may be tempted to interpret out-
comes §2 as possible system states; and readers familiar with Alternating-time Temporal Logic [3] or Coalition Logic [27]
may be tempted to interpret V as an effectivity function [1]. However, this is not the intended interpretation. Indeed,
we show in Section 5.2 that there is no direct mapping between the state-based models of [27] and coalitional games by
interpreting outcomes £2 as states and V as an effectivity function. For example, it is perfectly consistent in a coalitional
game that, at the same time, disjoint coalitions have the abilities to choose different outcomes.

The second point to note is that a more common but less general definition of coalitional game is that of a coalitional
game with transferable payoff, formalised as a pair (N, v) consisting of the set of players N together with a function
v : 2N — R associating a real number v(C) with every group of players C. The intended interpretation of a game (N, v)
is that v(C) represents the payoff, or utility, that C could obtain should they choose to cooperate. It is easy to see
that coalitional games without transferable utility are more general than coalitional games with transferable utility: we
simply interpret V(C) as being the set of possible distributions of payoff v(C) to members of C.3

Henceforth, we use the term “coalitional game” to refer to the more general concept of a coalitional game without transfer-
able utility, as defined above. A finite coalitional game is a coalitional game with a finite set of outcomes.

Example 1 (Dinner Game*). Three agents must decide to go out for either Indian (I), Chinese (C) or Japanese (J) food. The
majority will go where the majority decides: if all three agents decide to go for Indian they will do that; if two of the agents
wants to go for Chinese the two agents will do that and the third agent will stay at home. To simplify the presentation in
this example, we will define the preferences of agents by way of utilities: for every agent i we assume a utility function

uj:

2 — R, so that u;(w) denotes the utility agent i gets from outcome w. These utility functions then induce preference

relations in the obvious way.

The utilities of the agents with respect to the outcome I, C, and ] are as follows:

ur(h =uz(C) =u3(J) =4,

u1(C) =uz(J) =usz(l) =2,

ur(J) = uz() =u3(C) =0,

each agent gets an additional unit of utility for each other agent that joins him,
an agent who stays at home has a utility of 0.

The situation can be modelled by the following coalitional game:

e N={1,2,3},
o 2 ={l12, 113, I23, C12, C13, C23, J12, J13, J23, [123, C123, J123}. 12 is the outcome where the majority 1,2 goes out for

Indian; Cq3 where all agents go for Chinese, etc.,

Vi)=vV(2)=VQ3) =9,

V(1,2) ={l2, Ci2, J12},

V(,3)={ls3,Ci3, Ji3}h

V(2,3) ={ls, Ca3, J23},

V(1,2,3) ={l23, C123, J123}

I23 31 I12 31 113 31 C123 31 C12 31 C13 31 J123 1 J12 21 J13 31 I3 31 C23 31 Jo3. Similarly for agents 2 and 3.

O O O O O

The following is a variant of the three-player majority game with an infinite set of outcomes.

Example 2 (Cake Game). Three agents must decide how to divide a cake amongst them. Any majority can decide a division
of the cake amongst themselves. We assume that each agent only cares about the amount of cake she gets: the more cake

the

3
4

better. The situation can be modelled by the following coalitional game:
N={1,2,3},

2=R3,

Vi) =v@)=VE3) =9,

V(C) ={(x1,X2,X3): X jecXi =1, Vien\cXi =0},

(x1,X2,x3) Ji (¥1, y2, y3) iff Xi = yi.

Of course, £2 will be infinite in this case.
Based on an example given by Vincent Conitzer.
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2.2. Solution concepts for coalitional games

Game theory defines and studies different concepts related to coalitional games, in particular solution concepts such as,
e.g., the core. It is desirable that formal logics for coalitional games, such as those introduced in the next two sections,
are able to express and reason about such concepts. We discuss here three solution concepts from the theory of coalitional
games, viz. the core [15], stable sets [22] and the bargaining set [4]. Our formulation of these solution concepts follows that
of [24]; there the two latter solution concepts are however defined only for games with real numbered payoffs and trans-
ferable utility and below we translate the definitions to the more general games with preference relations over general
outcomes and non-transferable utility.

A C-feasible outcome is an outcome which can be chosen by the coalition C; thus w is C-feasible if w € V (C). A feasible
outcome is a N-feasible outcome, where N is the grand coalition. Thus, for example, the set {I123, C123, J123} represents the
feasible outcomes for the Dinner Game (Example 1).

The first solution concept we consider is the core: the core of a game is a (possibly empty) set of outcomes.

Definition 1 (Core). The core of a coalitional game is the set of feasible outcomes w for which there exists no coalition C
and C-feasible outcome ' such that &’ J; w for all i € C.

An important property of a coalitional game is whether the core is empty or not. In the Dinner Game (Example 1) the
core is empty: for example, if the three agents choose to go for Japanese food together, agents 1 and 2 would benefit from
going for Chinese on their own instead. Similarly, the core of the Cake Game (Example 2) is empty. If the core of a game
is empty, then the grand coalition is unstable, since by definition it means that some coalition could benefit by defecting
from the grand coalition. Thus, the question “is the grand coalition stable” reduces to the question “is the core non-empty”.
Intuitively, if the core is non-empty, then we can think of the members of the core as being candidates for an outcome that
the grand coalition might choose.”

Like the core, a stable set is a set of outcomes. A coalitional game may have several stable sets, but need not necessarily
have any. We characterise stable sets in terms of imputations and objections. Because we will discuss a different objection
concept in the context of the bargaining set below, we will here use the term s-objection (stable set objection) to avoid con-
fusion. An imputation is a feasible outcome that for each agent i is as least as good as any outcome the singleton coalition
{i} can choose on his own. For example, in the Dinner Game (Example 1) the set of imputations is the set of all feasible
outcomes {123, C123, J123}. Also for the Cake Game (Example 2) all feasible outcomes are imputations. An imputation w is a
C-s-objection to an imputation «' if every agent in C strictly prefers w over «’ and the coalition C can choose an outcome
which for every agent in C is as least as good as w. The imputation w is an s-objection to ' if @ is a C-s-objection to «’
for some coalition C.

Definition 2 (Stable Set). A set of imputations Y is a stable set if it satisfies:

Internal stability If w €Y, there is no s-objection to w in Y.
External stability If » is an imputation and w ¢ Y, there is an s-objection to w in Y.

In the Dinner Game (Example 1), the set of all imputations {I123, C123, J123} is a stable set. An example of a stable set
for the Cake Game (Example 2) is {(3, 1.0), (3,0, 1), (0, 1. D).

Finally, we focus on the notion of a bargaining set of a coalitional game which is, like a stable set, a set of imputations,
but, unlike a stable set, is unique and always exists. The bargaining set of a game can be defined in terms of objections and

counterobjections, but the former concept is not the same as in the definition of stable sets. Let «w be an imputation:

b-objection: A pair consisting of a coalition C and a C-feasible outcome «’ is a b-objection of an agent i € C against an
agent j ¢ C to w if every agent in C strictly prefers @’ over w.

b-counterobjection: A pair consisting of a coalition D and a D-feasible outcome v is a b-counterobjection to an b-objection
(o', C) of i against j to w, if D includes j but not i, every agent in D\ C thinks v is as least as good as w and
every agent in D N C thinks v is as least as good as «'.

We can now formulate the bargaining set.

Definition 3 (Bargaining Set). The bargaining set of a coalitional game is the set of all imputations w such that there exists
a b-counterobjection to every b-objection of any player i against any player j to w.

5 The theory of the core does not dictate which should be chosen, however, and the fact that there may be many elements in the core is frequently
considered to be a limitation of the core as a solution concept. The Shapley value (which was developed primarily for coalitional games with transferable
utility), has an advantage over the core in this respect, since it is unique [24, p. 293].
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For example, the bargaining set of the Cake Game (Example 2) is {(3, 3. D)}
3. Alogic for finite coalitional games

We now define Coalitional Game Logic (cGL): a formalism for reasoning about coalitional games, which can express all
interesting properties of finite coalitional games. We first define the syntax and the semantics of the logic. We then study
its expressive power; axiomatisation; computational properties; and give a decision procedure for satisfiability. Finally we
use the logic to characterise the solution concepts discussed above.

3.1. CGL: Syntax and semantics

In the language of cGL, we are able to explicitly refer to agents in N, coalitions in 2V, and outcomes in £2. The language
must therefore contain symbols standing for elements of each of these domains. We let Xy be a set of symbols for agents,
X¢ be a set of symbols for coalitions, and X be a set of symbols for outcomes, and let ¥ = Xy U X¢ U X. Given these
atomic building blocks, the language of cGL is defined in two parts.

e First, given a set of outcome symbols X, we have an outcome language L,, defined by the grammar ¢,, below, which
expresses the properties of outcomes. The outcome symbols themselves are the main constructs of this language; a for-
mula such as w1 V w; (where wq, wy € X ) means that the outcome corresponds to either wq or w;.

e Second, given a set of agent symbols Xy and a set of coalition symbols X, we have a cooperation language L., for
expressing the properties of coalitional cooperation, and the preferences that agents have over possible outcomes. This
language is generated by the grammar ¢, below. £, has two main constructs. First, w1 >; w2 (where w1, w; € X,
i € Xy) expresses the fact that agent i either prefers outcome w; over outcome w, or is indifferent between the two.
Second, (C)p (where C € X¢) says that C can choose an outcome in which the formula ¢ will be true.®

Formally, the grammar of cGL is defined as follows:

Yo :=0p | =0 | Yo V @o
@c = (0w >0; Ow) | (OC)Po | =@c | Yc V @c

where o0; € Xy is an agent symbol, o¢ € X¢ is a coalition symbol, and o, 0,y € X are outcome symbols.

To simplify our subsequent presentation, we exploit the direct correspondence between symbols for outcomes/agents/
coalitions and the outcomes/agents/coalitions that appear in games. Let C =2V \ ¢ denote the set of non-empty coalitions,
henceforth simply called coalitions. In this paper, we will henceforth assume a one-to-one correspondence between X, and
£2, between X'y and N and between X and the set of coalitions C. So we assume that Yo = {0,,: w € 2}, Xy = {0j: i € N}
and X¢ = {oc: C € C}. The languages are parameterised by the sets X, Xy, X, i.e., as a consequence of the assumption,
by some set N of agents and set §2 of outcomes. In the following, we assume that these two parameters—and thus the
languages—are fixed.

The language of Coalitional Game Logic is L.; it expresses statements about coalitional games. An L. formula y is
interpreted in a coalitional game I" as follows, where I =y means that y is true in I". As mentioned it is assumed
that the agents N and outcomes £2 are fixed, so when we talk about coalitional games in the context of cGL we implicitly
mean coalitional games over agents N and outcomes $2. Said in another way, the formulae of the language are defined as
statements about games with a certain set of agents and a certain set of outcomes, and formally interpreted in such games.

First, we define the satisfaction of an £, formula ¢ in an outcome w of a coalitional game I over N and £2, written
IowEa:

NwkEoy, iff w=o

'wkE-g@ iffnot INwkEe

NoEevy iff MoEgpor LoEy
Satisfaction of y € L. in I" is then defined as follows:

I'E (0w =0 0w,)  Iff (w1 Jjw2)

I' =(oc)p iff JweV(C) suchthat I'w = ¢

I'e-g iffnot I'k=e

r'eovy iff T'EporllEY

6 This construct may seem syntactically similar to counterparts in ATL and Coalition Logic, but it here means something fundamentally different. We
discuss this formally, and in detail, in Section 5.
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When I = ¢ for every I" over N and 2, we write |= ¢ and say that ¢ is valid.

To simplify the text that follows, we abuse notation somewhat, and write @ for both an outcome (a semantic construct)
and the corresponding symbol o, in the language (a syntactic construct). Similarly, we will write i instead of o; for agents
in the language, and C instead of o¢ for coalitions. So, we will just write (C)w for (o¢)o,, although the reader should be
aware of the distinction between our object language L. and the objects that live in the semantics: outcomes, agents and
their preferences, and coalitions.

We will use the usual derived propositional connectives: T is the usual constant for truth, ¢ A ¢ stands for —(—¢ Vv =),
¢ — ¢ for ~@ Vv and ¢ < ¢ for (¢ — ¥) A (Y — @), as well as oV for (¢ V) A —(@ A ) (exclusive or) and [C]e for
—(C)—¢. We also write (w1 >; wy) to abbreviate (w1 =; w2) A —=(wy >; 1) and w1 =; W, to abbreviate (w1 >; w2) A (w2 >;
a)]).

Note that (C)T is true iff C can at least bring about something: V (C) # @. [C]¢ means that —(C)—¢, i.e., every choice of
C must involve . As an example, suppose 2 = {w1, Wz, w3, w4} and V (C) = {w1, wy}. Then the following formula is true:

(CYawr A{C) (w1 V w3) A —(Cws A [Cl(w1 V w2) A —=[Cl(wr V w3)

Note that if w1 # w2, then we can have (C)wq A (C)w,, but the formula (C)(w1 A w2) can never be true.
Example 3. Let I" be the Dinner Game from Example 1. We have the following:

o I' =(1,2)I12 A[1]—I12. Agents 1 and 2 can choose to go for Indian together, but 1 cannot choose on his own that they
go together.

e I' = A\yeo —(1)w. Agent 1 cannot choose any outcome on his own.

o I'=V,en((1,2,3)wAw =1 Cq2). The agents can together choose something which for 1 is better than going for Indian
together with 2.

o I'=—(1,3)C123 AV yeo (@ =1 C123 Aw >3 C123). Agents 1 and 3 cannot choose that all agents go for Chinese, but they
can choose something which is strictly better for both of them (e.g., going for Indian on their own).

o I' = A\yeo —w >1 I123. Agent 1 prefers nothing better than having Indian with his two friends.

o I' =V,4eo((2,3)@ A l1p3 >1 w). Agents 2 and 3 can choose some option which for 1 is worse than all three agents
going for Indian.

Let us, for any coalition C and finite set of outcome symbols A, suggestively write ([C])A for AscA(C)8 A[CTVsen 8.7
A formula of this form is said to fully describe C’s choices. It is easy to see that we have the following. Let A C §2 be finite.

r'E(ChA iff V() =A

A conjunction Az, @ is, by convention, equal to T, in the same way that \/;_;¢ equals L, so that, indeed, we get
T = ([CY iff I = [CIL iff I' = —(C)T iff V(C) = .

Exclusive disjunctions ¢V will play an important role in the proofs which follow. Note that the negation —(¢ V) is
the same as (—¢ A —=¥) Vv (¢ A ¥). Moreover, if @ is a set of formulas, then we define vyep@ to be true iff exactly one of

the @’s is true. Formally, for any set @ = {¢y, ..., <pk},8

Voo p = (\/‘/’i AN 10;)
ik gk
Note that I' |= [Cl(w; V wj) <> [C](w;Vwj) when i # j: using the definition of [C] and contraposition this is the same
as I' = (C)—=(wjVwj) <> (C)—(w; V wj). Now, syntactically, (C)=(w;Vw;j) is equivalent to (C)((w; A j) V =(w; V wj)). But,
inspecting the truth-definition of (C), this is again equivalent to (C)—(w; V w;) since the £, formula w; A w; is never true.
So, which properties of a coalitional game can be expressed with our cooperation language? The answer, given by the
following theorem, is “all”, when we restrict the possible outcomes of a game to a finite set.

Theorem 1. The logic cGL is expressively complete with respect to finite coalitional games. That is, for any two finite coalitional games
I, I; over N and $2 such that I'y # I, there exists a cGL formula ¢ such that Iy = ¢ and I .

Proof. Our proof is constructive. Given a finite game I', we define a formula ¢, that completely characterises I'. ¢p is
constructed from two conjuncts, IT;, which characterises the preference relations of I, and Z, which characterises the
cooperative properties of I". Let C = 2N \ ¢ collect all non-empty coalitions from N.

¢r=Mr AEr, HFE/\( N\ @=iohn N\ ﬂ(w:iw’)>, EFE(/\( A (C)w>A[C]( \ w))

ieN “w,0'e w,w' €N CeC *weV(0) weV (C)
oo w2

7 Note that the ([C]) modality plays the same role w.r.t. [C] as Levesque’s [21] only knowing operator plays w.r.t. the traditional belief operator.
8 Note that Vp.q.r i nOt the same as pv(qVr)!
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Table 1

The logic cGL

Taut = ¢ where ¢ is an instance of a prop. tautology
Lin (w1 =i w2) V (w2 =i w1)

Ref F@xio)

Trans = (w1 = w2) A (02 =i @3) = (@1 =i ©3)

K =ICl(p — ¥) — (([Clp) — (CI¥))

Func = [CH(Vwen®)

Nec e o = F[Clpo

Mmp FoFp—>v =Y

By construction, for any I'1, we have I'1 = ¢r,. Moreover, for any coalitional game I # I't, we have that I3 ¢, O

Given a formula ¢, let coal(¢) denote the set of coalitions named in ¢; let ag(¢) denote the set of agents named in
cooperation expressions or preference expressions in ¢; and let out(p) be the set of outcomes named in ¢.

3.2. Axioms and completeness

We now present an axiomatic system in the language L., and prove its soundness and completeness with respect to the
class of all finite coalitional games without transferable payoff.

From now on we assume that £2 is finite.

Table 1 summarises the axioms and rules of our logic cGL. Formally, cGL is the set of all £L.-formulas derivable under .
In the axioms, . denotes derivability of classical logic, and ¢, € Lo, ¢, ¥ € L. The axiom Taut and rule MP guarantee that
we extend classical logic. On top of that, the axiom K and rule Nec determine [C] to be a normal necessity operator. Then,
Lin, Ref, and Trans determine the preference of each i to be complete, reflexive and transitive, respectively. The only specific
cooperation axiom, Func, says that whatever a coalition in the end will chose, it must be a unique alternative from £2.

We now continue by proving results about the cGL proof system, including its completeness. Examples of derivations can
be found in Section 3.6.

The following lemma tells us that in the scope of modal operators, disjunctions over different outcomes behave the same
as exclusive disjunctions over outcomes. Note that this is in general not true for arbitrary disjunctions: (C)(w1 V w1) is not
the same as (C)(w1Vwi); the latter is equivalent to (C)_L.

Lemmal.Let##C C Nand A C £2.

(1) The following are equivalent, in cGL: (i) (C) T, (ii) (C) V/ pe o @, and (iii) (C) Vwep .

(2) In the scope of (C) and [C] when exchanging arbitrary occurrences of e with that of \/ ,. , w in a formula @, the result is
equivalent to ¢.

(3) = /\weA _'(C>a) - (<C>T - \/we.Q\A(C)w)'

(4) E (N\sep—(C)8) < [C] \/5,€Q\A 5.

Proof.

(1) Since Vyweew = \,eow = T, and the (C) is a normal diamond operator, we have (iii) = (ii) = (i). By Func, we
have (i) = (iii).

(2) With induction over @. The only interesting case ¢ = (C)y follows from the previous item.

(3) From axiom Func follows + (C)T — (C) Vwen @. By item 1, we have F (C)T — (C) /e @. Since (C) is a normal
diamond, we have - (C)T — \/ .o (C)w. Applying Taut to this and the assumption A ., —(C)w, gives the desired
property.

(4) Follows directly from Func, modal reasoning and the previous item. 0O

Lemma 2.

(1) C # ¥ be a coalition. Then =\/ 5, o ([C]) A.
(2) Let C # @ be a coalition. Then - 7 aco ([C]) A.
(3) F Acec VaceIC))A.
(4) F Acec Lace(ICD)A.
(5) FVac: cecyeniel Acee(IC) Ac
(the disjunction is over the set of possible tuples consisting of one set of outcomes A for each coalition C € C).
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Proof.

(1) Note that (C)w is just an atom in the coalitional language. Let M = {1, ...,n}. Then, even by propositional reasoning,
FViuj=m. inj=s(Nie{Cwi A \jo; ~{Clwj). Now, take a fixed I and J with IN =@ and TU J = M. If I =, then
Nici{C)wi A /\je] —(C)w;j equals A\, ., —(C)w, which is equivalent to ([C])#. With Lemma 1 item 4, we have, for fixed
I and J, each disjunct in this is equivalent to ([C])A;, with A; ={w;: i €I}.

(2) Note that, using the notation of the previous item, we even have

= Auj=m. I ]:@< N ©oin \ ﬂ<C>w,-)
iel jel
From this the statement follows directly.
(3) This is immediate from item 1: if for an arbitrary C we have F ([C])¢c, then also - A<, ([Cl)¢c, for any Z € C.
(4) Follows from item 2 in the same way as 3 follows from 1. -
(5) This follows immediately from item 1 and propositional reasoning: note that for every two coalitions C; and C; we
derive \/Alg.Q([Cﬂ)Al A \/AZQQ([CZ])AZ, anduse (pvVQ AT=(pAT)V(QAT). O

Definition 4.

(1) For any agent i, we say that a formula is a preference literal for i if it is either w >; @’ or —=(w >; @'), for some w
and o'. We say that m; fully describes i's preferences, if 7; is of the form A, o (=) (@ >; @'). We then say that
7 € PossPref (i).

(2) Given that we have m agents, a conjunction I7T = (1 A --- A Try), (Where each m; fully describes i's preferences) is
said to fully describe the preferences of all the agents. From now on, we let K denote the set of all possible such
conjunctions I7.

(3) Recall that ([C])A, where C is a coalition and A is a set of (atoms for) outcomes w1, ..., ®y, is said to fully describe
C’s choices. Now let C =2N\ ¢, and let, for each C € C, Ac be a set of outcomes. Then Ncec({[ChHAc is said to fully
describe all of N’s choices. (Similarly for subsets of N.) We often will denote such a full description by Z.

Lemma 3.

(1) Let Iy, ITy, ..., 14 be all full descriptions of N's preferences. Then: \/kgd Iy.
(2) Let ITy, ITo, ..., ITy be all full descriptions of N's preferences. Moreover, let C = 2N \ ¢ and let

(/\([C])Ac) (/\([CDAC)
ceC 1 ceC z

enumerate all possible full descriptions of all choices of all coalitions (note that z= (2")™). From now on, we will let T denote the
set of all such descriptions. Then:

oV <Hk/\/\([c])AC)

k<d,t<z ceC t
Theorem 2. Let ¢ be a formula of the cooperation language. Let T and K be as in Definition 4 and Lemma 3.

(1) Let N be the set of agents, $2 the set of outcomes, and let C = 2N \ ¢J. Then ¢ is equivalent to a formula of the form

\/ (nk A ( /\([C])Ac>t>

keK,teT ceC

where each ITy = (w1 A --- A Ty) fully describes N’s preferences, i.e., each m; fully describes i’s preferences, and each
(Acec{[C1)Ac); describes fully what N can choose.
(2) The same holds if we take §2 = out(p), N = ag(¢) and we let C range over all coal(¢).

Complex as it may appear, our normal form is nothing more than an enumeration of possible full preferences combined
with full descriptions of choices. The range of these possibilities is determined by the index sets K and T, which act like
constraints: the smaller those index sets, the smaller the possible models for the formula. As a reading guide, note that

\/  (AAB)

ke{1,2}, tefa,b}

equals (A1 A Ba) V (A1 A Bp) V (A2 A Bg) V (A2 A By).
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Proof. Note that the theorem is semantically obvious, the point is that we should be able to syntactically prove it from the
axioms given. This is done by induction over ¢.

Suppose ¢ = w1 =} wy. Let us say that a mry is k-compatible with (wq >y wy) if the latter occurs as a conjunct in ;. We
then write (w1 > wy) € my. Then, ¢ is (in propositional logic) equivalent to

\/ (TI A AR A+ ATT)
7;€PossPref (i) (i#k), (w1 >kw2) €My

This if of the form \/, I1. Since by Lemma 2, item 5 we have that T is equivalent t0 \/ 4. ccc Acec([C1)Ac we see
that ¢ is equivalent to

Vi \/ Adchac
keK AcCf,CeCcCeC
which, by propositional reasoning, is equivalent to
\V  mea A\dChac
keK, Acc$,CeC ceC
Suppose ¢ = (E)go. Formula ¢g regards outcomes, and is equivalent to a disjunction \/ @ where each « is of the form
o= ((mw1 A A A(=)wy)

Using rule Nec and axiom K, we derive - (E)pg <> (E) \/ . Using that (-) is a diamond, we then obtain that

F(E)po < \/ (E)x

Now we use axiom Func to get rid of every « that contains more than one positive literal w;: let 8 range over all the those
a’s with at most one positive literal. Then F (E)¢@o <> \/(E)B. Now, again in propositional logic, note that every disjunction
Viem Vi is equivalent to

Vo (Avn A
UJ=M, InJ=9 " iel jel
In our case, letting the B’s range over B1, ..., M,
FE)poo \/ (/\<E>ﬂi A /\ﬂE)ﬁ;)
IUJ=M,Inj=0 ~iel jel

But, for every fixed I, ] € M, (\;;(E)Bi A /\je] —(E)B;) is equivalent to ([E])A;, with A; = {w;: i € I}. Hence, we find that
= (E)@o < \/,gM([E])A,. This only limits the abilities of C, and not those of the others: using Lemma 2 item 5 once again:

\/ (EDA; < \/  (EDArA A (DDA
IcM ICM, D#E, ApC$2 DeC

of which the r.hs. is of the form \/¢ ¢ ;7 ((IC1)Ac):, for some index set T. Since T is provably equivalent with \/, . ITi
(where now K gives all possible full preference descriptions), the result follows.
Suppose ¢ is of the form ¢; Vv @,. We can assume that ¢; = \/k,-eKi.tiETi (ITy; AN &), then

g= \/  UhnAE)
keK1UK3,teT{UT,

which is of the required form.

Let ¢ = —@1. Then @1 = /i rer Tk A Ep), for some index sets K and T. From Lemma 3, item 2, we know that
I \/k@_[gz(ﬂk A &t). In words: we know that a big disjunction is valid, but also that ¢ excludes some of them. Then, using
propositional reasoning again, we obtain:

p= \V/ dwaE) o
k<d, kK, t<z, t¢T

Theorem 3 (Completeness). We have, forallp e Lc: =@ = Fo.

Proof. Suppose I/ @, i.e., =@ is consistent. We know that

Fopo \/ (Hk/\(/\qc])AC)t)

keK, teT CeC
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for some index sets K and T. Call the right-hand side of this equivalence ¢’. Let X be a maximal consistent set around ¢’.
By virtue of maximal consistent sets, we know that for some k and t, ¢” = (ITx A (/\¢cc({[C1)Ac):) € X. But now we can
read off the finite game I" = (N, £2,V, Jq, ..., Jp) from ¢” immediately:

(1) N and £2 are already given;
(2) let V(C) = A, where ([C])A is part of ¢/;
(3) every J; relation is immediately read off from the component ; for IT in ¢”.

Now, it is easy to see, for every sub-formula v of ¢”:

r=ey & veX a
3.3. Model checking and the complexity of satisfiability

It is easy to see that the model checking problem for ccGL (i.e., the problem of determining, for any given game I" and ¢,
whether or not I" |= ¢ [7]) may be solved in deterministic polynomial time: an obvious recursive algorithm for this problem
can be directly extracted from the semantic rules of the language.

The satisfiability problem is the problem of checking whether or not, for any given ¢ there exists a game I" such that
I' = . For most modal logics, the corresponding satisfiability problem has a trivial Np-hard lower bound, since such logics
subsume propositional logic, for which satisfiability is the defining NrP-complete problem [6, p. 374]. However, our logic is
specialised for reasoning about coalitional games, and it is not so obvious that it subsumes propositional logic, since we do
not have primitive propositions. We must therefore prove Np-hardness from first principles.

For the proof, we need a few additional constructions. A partial coalitional game is a structure (N, $2,V,3dq,..., On)
where all the components are as in regular coalitional games, except that V is a partial function, i.e., it is not required to
be defined for every possible coalition. Given a partial game I" = (N, £2, V, Jq, ..., Jn), we can use the semantic rules for
CGL to interpret some formulae (although because V is not defined for all coalitions, we cannot necessarily interpret all
formulae over N, £2). Where I" is a partial game and ¢ is a formula, let us write I" |=p ¢ to mean that (i) it is possible to
evaluate ¢ with respect to I', and (ii) ¢ is true under this evaluation. Now, we can prove the following.

Lemma 4. A ccGL formula ¢ is satisfiable iff there exists a partial game I’ = (N, 2, V, 34, ..., Op) such that:

(1) N=ag(p),
(2) 182] = |out(p)| + 1 and out(p) C £2,
(3) domV = coal(¢p), and

4) I' =p .
Proof. The right-to-left direction is obvious, so consider the left-to-right direction, and let I" = (N, $2,V, J¢,..., Jn) be a
game such that I" = ¢. Let A= 2\ out(p), i.e.,, A is the set of outcomes in I" not named in ¢. Let w* be an outcome such
that w* ¢ £2, and define a partial game I'* = (N*, 2%, V*, 37, ..., 37%) as follows:

o N*=uag(p);

o 2% =out(p) U{w*};

e The relation 3} is obtained by first restricting 3J; to out(g), and then defining w* J;  for all w € out(gp);

e V* is the partial function such that V* is only defined for coalitions named in ¢ (i.e., C € domV* iff C € coal(¢));

V(C) if V(C) < out(p)
(V(O)\ A)U{w*} otherwise.

V*(C):{

Notice that I'* satisfies conditions (1)-(3) of the lemma. We now prove that I"* satisfies condition (4). More precisely, we
show that for all sub-formulae v of ¢: I' = iff I'* = . The inductive base is where ¢ = (w1 >; w2), and is obvious,
since i € ag(¢) and {w1, wy} C out(p), and hence wq Q;." wy iff w1 Jj wy.

For the inductive assumption, assume the result is proved for all sub-formulae; in the inductive step, the significant case
is where ¢ = (C)y. If I' = (C)¢ then Jw € V(C) such that I, w = . There are two possibilities: either w € out(¢) (in
which case V*(C) = V(C), and the result is obvious), or else w ¢ out(¢). In the latter case, V*(C) = (V(C) \ A) U {w*}; we
claim that I'*, w* = . To see this, assume w.l.o.g. that ¢ is in Conjunctive Normal Form. Now, since w ¢ out(¢), then no
positive literals can be satisfied by I', w: only negative literals. But such literals must also be satisfied by I'*, w*, and so
r'*, o* =y.

The case for I" }~ (C)y implies I'™* |~ (C)y is similar. O

Given this, we can prove:

Theorem 4. The satisfiability problem for cGL formulae is Np-complete, even for cGL formulae ¢ such that |ag(g)| = 1.
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Proof. For membership of NP, we know that ¢ is satisfiable iff it has a “certificate” for this in the form of a partial game
I' as in Lemma 4. This partial game is of size linear in the size of the formula ¢. Since we can check whether I' =) ¢ in
polynomial time, we conclude that cGL satisfiability is in NP.

For Np-hardness, we reduce sat, the problem of determining whether a formula ¢(x1,...,xx) of propositional logic,
over Boolean variables x1, ..., Xk, has a satisfying assignment [25]. The basic idea is to map variables x; to outcomes w;,
to introduce an additional outcome w; to correspond to the truth value “false”, so that (wy =1 @) will mean “x takes
the value ‘true’”. Formally, let ¢* denote the cGL formula obtained from the propositional logic formula ¢ by systematically
replacing every Boolean variable p by the corresponding cGL expression (wp >1 @, ). Now, we claim that @* is coL satisfiable
iff the input sAT instance ¢ is a satisfiable formula of propositional logic.

For the = direction, assume <p# is cGL satisfiable, and consider the associated preference relation J; in any I" such that
I’ &= ¢. From this relation, extract a valuation £ for the variables x1,...,x; as follows: each variable x; is true under £ if
wyx; J1 w1, and false otherwise. The interpretation & is consistent, since we cannot have both wy, 11 w and | 31 wy,.
The interpretation & satisfies ¢ by a trivial induction on the structure of ¢.

For <, assume ¢ is a satisfiable formula of propositional logic, and let & be a valuation that satisfies ¢. Then we can
reconstruct a game I such that I; = ¢*, as follows. It contains a single agent, (agent 1), and an outcome wy, for each
variable x; appearing in ¢. We also define an additional outcome w, . The preference relation J; is then defined as follows:

For each Boolean variable p such that p is true under &, define w, J; w, .

For each pair of Boolean variables p1, p» such that p; and p, are both true or both false under &, define wp, =; wp,.
For each Boolean variable p such that p is false under £, define w, 3; wp.

For each pair of Boolean variables pi, p> such that pq is true (respectively, false) and p, is false (respectively, true)
under &, define wp, J; wp, (respectively, wp, J;j wp, ).

An induction on ¢# proves that Iz =¢*. O

3.4. A decision procedure for satisfiability

Although Theorem 4 classifies the complexity of the satisfiability problem for ccL, it does not give us a direct decision
procedure for establishing satisfiability. Now, the nature of Np-completeness immediately indicates one possible decision
procedure: iterate through all possible partial models for the formula, checking each one in turn to see whether it satisfies
the input formula. However, such an approach would surely be completely impracticable. In this section, we present an
algorithm for satisfiability checking that was specifically developed for cGL. This approach is based on the method of analytic
tableaux. The basic idea of such methods is to use the structure of a formula to guide the search for a satisfying model;
while in the worst case tableaux methods do no better than naive search, in many cases they prove highly efficient. Tableaux
methods have been widely applied for satisfiability checking in both classical and non-classical logics (see, e.g., [19,33]), and
in particular have proven to be very effective in practice for modal and temporal logics [18].

To introduce the decision procedure, we need some subsidiary definitions and assumptions. First, throughout the pro-
cedure, we assume that double negations (——) are eliminated whenever they occur by the standard logical equivalence
@ <> ——. Second, we will assume that bi-conditionals have been eliminated by expanding them according to their defini-
tion, leaving only the classical operators Vv, A, —, and — in a formula.

Now, we say an «-formula of £, or L is one in which the outermost logical operators of the formula define a conjunc-
tion, while a B-formula is one where the outermost logical operators define a disjunction. Given an «-formula ¢, we denote
the conjuncts of this formula by o1 (¢) and o3 (@), respectively, and we similarly assume B1(¢) and B, (¢) give the disjuncts
of B-formula ¢. The following table defines the functions «; and g; (see, e.g., [33, p. 21]).

% a1(p) a2 (@) (% B1(p) B2(p)
Y AX v X (¥ A X) -y -X
= Vv x) -y —X A4 v X
—~( = x) 14 —X ¥ — X - X

If S is a set of £, or £, formulae, then we say that S is:

e a-closed if for every ¢ € S, if ¢ is an «-formula then both o1 (¢) € S and a,(p) € S;
e B-closed if for every ¢ € S, if ¢ is a B-formula then either B1(¢) € S or B2(p) € S;
e proper if whenever ¢ € S, we have —¢ ¢ S, and improper otherwise.

Phase 1: Decomposing the L. formula

We can now present the first stage of the satisfiability checking algorithm. The basic idea is to systematically decompose
an L. formula using «- and g-functions, in much the same way as classical tableaux [33]. In the classical case, the process
results in a set of sets of propositional literals; each such set represents one way that the original formula could be satisfied,
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and each such set of literals is itself easily checked for satisfiability. In our case, we do not end up with sets of propositional
literals, but with sets of preference literals and coalition literals; nevertheless, each such set represents one possible way
the original input formula might be satisfied. Later stages check these sets for satisfiability, dealing with preference literals
and coalition literals.

We will say a root is a set of £, formulae together with a labelling, which tells us for every member of the set whether
the formula is treated or untreated. A pre-tableaux is a set of roots.

Given an input formula ¢ € L., we start with a pre-tableaux R’ = {{¢}} in which ¢ is untreated. We then iteratively
repeat the following steps:

(1) If R’ contains a root S such that S is improper, then delete S from R.
(2) If R’ contains a root S with an untreated o-formula ¢, then:
(a) create a new root S’ from S, with S’ =S U {a1(¢), @2(p)} where ¢ is now labelled as “treated” and «(¢) and
oz(¢) are labelled as “untreated”;
(b) remove S from R’ and add S’ to R’.
(3) If R’ contains a root S with an untreated g-formula ¢, then:
(a) create a new root Sy, set S1:=S U {B1(p)} with ¢ now labelled as “treated” and B1(¢) as “untreated”;
(b) create a new root Sy, set S :=S U {B2(p)} with ¢ now labelled as “treated” and B,(¢) as “untreated”;
(c) remove S from R’ and add S; and S, to R'.
(4) If R’ contains no roots to which the above rules can be applied, then quit.

Let R'(¢) be the set of roots obtained by applying the above procedure to input cGL formula ¢. No member of R'(¢)
will contain any untreated - or 8-formula. It is easy to see that, for any S € R’(¢), the only untreated formulae will be of
the form:

o preference literals: (w >; ') or =(w >; @');
e coalition literals: (C)yr or —(C)y.

Essentially, the next two phases of the procedure deal with these two classes of formulae.

Phase 2: Dealing with preference literals

The second stage of the decision procedure deals with preference literals. The idea is simply to eliminate any roots
that correspond to inherently contradictory sets of preference literals. Given a set S of £, formula, we denote by prlit(S)
the set of preference literals it contains. Now, clearly, prlit(S) will induce a collection of preference relations, one for each
agent named in an atom in prlit(S). At this stage what we simply need to check is that the relations induced in this way
are indeed preference relations: they are complete, reflexive, and transitive. To do this we use a closure procedure. The
idea of the closure procedure is to take a set of preference literals, and then from this generate sets of preference literals
corresponding to every possible preference ordering. For prlit(S) to be satisfiable, it must be consistent with some such set.
We generate the closure in two parts: the first deals with the requirement that preference relations must be complete, the
second deals with reflexivity and transitivity.

The completeness requirement on preference relations dictates that, for every agent i and every pair of outcomes w, @’
we have either (w >; @) or (0’ >; w). Thus, we start by generating the set of all such combinations. The algorithm for this
is as follows:

(1) Y :={#)
(2) for each i € ag(p) do
for each w, @’ € out(¢p) do
for each Z €Y do
Z1:=ZU{(w = 0)}
Zy=ZU{(@ =i w)}
Y:=(Y\2)U{Z1, Z,}.

Let Y(¢) denote the set of sets of preference literals obtained from cGL formula ¢ by this process. Next, we replace each
root S € R’(¢) with S combined with every combination of sets of preference literals in Y (¢). The idea is that, if a root
S € R'(gp) is satisfiable, then it will be compatible with at least one of the sets in Y (¢).

(1) R"(p) =9
(2) for each S € R'(¢) do
for each X € Y(¢) do
R"(¢) :=R"(¢) U{SUX}.

Finally, we exhaustively apply the following rules to R”(¢), until no new applications of these rules are possible.
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(1) for each S € R”(¢) do
for each i € ag(e) and w € out(yp)
S:=SU{(wxiw)}
for each i € ag(p), (w3 =; wy) € prlit(S), (w2 =; w1) € prlit(S)
S:=SU{(w3 =i w1)}.

Intuitively, the first step corresponds to generating the reflexive closure of the preference relations, while the second step
corresponds to taking the transitive closure. Where X is a set of preference literals, then we say X is closed for preference
literals iff:

(1) for every pair of outcomes w, @’ named in X, and every agent i named in X, either (w >; @) or (0’ >; w);
(2) for every outcome w named in X, and every agent i named in X, (w >; w) € X;
(3) for every agent i named in X, if (w >; ®") € X and (0’ >; ®”) € X then (v >; ) € X.

Now, the point about closure for preference literals is the following.

Lemma 5. Let X be a set of preference literals. Then the cGL formula /\ pex P is cGL satisfiable iff there exists a set X' of cGL formulae
such that X' is proper and closed for preference literals, and X € X'.

So, to conclude the second stage of the decision procedure, we delete from R”(¢) any set S that is no longer proper as a
result of the closure procedure. Let R(¢) be the structure obtained from R”(¢) by applying the closure procedure and then
deleting from it any roots that are no longer proper.

It should be clear that what we are doing in the above procedure is taking each root S, and then systematically trying to
find an extension of S that is proper and closed for preference literals. The search is systematic in the sense that it considers
all possible alternatives.

Phase 3: Creating branches from choices

We now move into the third stage of the procedure, where we deal with modal literals. At this point, our structures
become richer, not simply having roots, but branches, where each branch will correspond to a choice of a set of agents. To see
how this stage works, consider that an existential cooperation modality (C)yr asserts the existence of a choice for coalition C
(they have a choice satisfying ), while a universal modality, of the form —(C)v, asserts a constraint on the choices
of C: every choice they have satisfies —. This stage of the procedure thus attempts to construct choices corresponding to
each existential modality, where these choices must respect the constraints imposed by the relevant universal cooperation
modalities.

Some more definitions are needed. An outcome literal is either an outcome symbol w or the negation of such a symbol,
—w. We say an £, formula ¢ is outcome-satisfiable if for some I", w we have I', w |=v. We say a set of outcome formulae
Y is outcome-proper if it is proper and moreover for no w; and w, is it the case that both w1 € Y and w, € Y. The key
point about outcome-proper sets of outcome literals is the following readily proved result.

Lemma 6. Let Y be a set of outcome literals. Then the outcome formula /\ueY W is outcome-satisfiable iff it is outcome-proper.

A tableau, T, is a set of pairs (S, B), where S C £, and B C 2%®) x 2%0 is a set of branches; S will be a root of R(p),
while B will be a set of choices corresponding to the modal formulae in S.

Given a structure R(¢) as generated from a ccL formula ¢ by the above procedure, we create a tableau 1”/(¢) using the
following procedure.

(1) initialise T’(¢) to be empty;

(2) for each S € R(¢), add a pair, (S, Bs) to T/(¢), where Bs is constructed as follows:
(a) initialise Bs to ¥,
(b) for each coalition C € coal(p), and for each formula (C)y € S, let

Bs=Bs U (C.{y,—x: ~(C)x €5})
We now apply «- and B-rules as introduced earlier in each branch of Y’/ (¢). Now, however, we delete any branches obtained
that are not outcome-proper. (Intuitively, a branch corresponds to a choice of a coalition, and a choice is a single member

of £2.) Let T (¢) be the tableau obtained from Y”’(¢) by deleting outcome-improper branches.

Phase 4: Checking the tableau
We say a tableau 7" is finished for the ccL formula ¢ iff:

(1) For some (S,B)e T, ¢ €S.
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(2) For each (S,B) €T, S is:
(a) proper;
(b) a-closed;
(c) B-closed.
(3) For each (S,B) €7, S is closed with respect to preference literals.
(4) For each (S,B) € T, and for each (C,Y) € B, Y is:
(a) a-closed;
(b) B-closed;
(c) outcome-proper.
(5) For each (S,B) €7, if (C)y €S then there exists a branch (C,Y) € B such that ¢ € Y.
(6) For each (S,B) €7, if =(C)y¥ € S then for each branch (C,Y) e B, =y €Y.

The key point about finished tableaux is the following.
Theorem 5. A cGL formula ¢ is satisfiable iff there exists a finished tableaux for ¢.

Proof. (=) Assume ¢ is satisfiable, and let I" be the witness to this. Then we can immediately construct a finished tableau
Tr for ¢ from I'. (<) Assume 7 is a finished tableau for ¢. Then we can immediately “read off” from 7" a partial game
Iy that satisfies 9. O

So, given a ccL formula ¢, which we want to test for satisfiability, our decision procedure is then as follows:

(1) Generate the tableau 7' (¢) using the procedure described above.
(2) Check that the tableau 7' (¢) generated in this way is finished; if so, announce “p is satisfiable”, otherwise announce
“@ is unsatisfiable”.

That the procedure is correct and is guaranteed to terminate is immediate from construction.
3.5. Characterising coalitional games

We characterise the three solution concepts from the theory of coalitional games discussed in Section 2.1.
We write CM(w) to mean that w is in the core.

CM(w) = (N)a)/\ﬂ[ \V V Qo)A A\@ = a))]
CCNw'ef2 ieC
CNE will then mean that the core is non-empty:
CNE = \/ CM(w)

wes?

Theorem 6. The core of a finite coalitional game I" over N and $2 is non-empty iff I' = CNE.

Moving on to stable sets, the cGL formula IMP(w) is true whenever  is an imputation:
IMP() = (N)o A [\ \({Iho > o= o)
w'ef2ieN
Next, OBJ(w, @', C) expresses that outcome w is an C-s-objection to outcome «’, when both w and ' are imputations:
OBJ(w, w', C) = (/\a) =i a)’) ~\ ((C)a)” AN\ =i a))
ieC w"eR ieC
Given a set of outcomes Y C £2, the ccL formula STABLE(Y) expresses the fact that Y is a stable set:
STABLE(Y) =
/\ IMP(w)

weY

/\</\ /\ /\ —-OB](a)/,a),C)>

weY CCNw'eY

/\( /\ IMP(w)— ( \ V oB@ o C)))

weR\Y CCNw'eY
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Theorem 7. Y is a stable set of a finite coalitional game I" over N and 2 iff I" |= STABLE(Y).

Proof. Given a finite coalitional game, let Z denote the set of all imputations. First, we argue that IMP(w) and OBJ(w, @', C)
have the correct meaning. Every w € Y is an imputation iff w € V (N) (feasibility) and w >; o’ for all i and o’ € V ({i}) which
is exactly when IMP(w) holds. If w,w’ € Z and C C N, w is a C-s-objection to «’ iff w ~; @’ for every i € C and there is a
w” € V(C) such that w” >; w for every i € C, which is exactly when OBJ(w, «’, C) holds.

For the main proof, let Y C £2. If there is an w in Y which is not an imputation, Y is not a stable set and IMP(w) is not
true and we are done, so assume that Y is a set of imputations. Let

V= {w € Z: there is no s-objection to w in Y}

It is easy to see that Y is a stable set iff Y = Y. We argue that the second and third main conjuncts of the formula
STABLE(Y) is true whenever Y C Y and Y C Y hold, respectively, and the theorem follows (the first conjunct is true under
the assumption that Y are imputations). The second conjunct is true exactly when for every member of Y there is no C-
s-objection to w in Y for any C, which is exactly when Y C Y holds. The third conjunct is true iff every imputation which
is not in Y has an s-objection in Y or, contrapositively, that every imputation which does not have an s-objection in Y is
included in Y which is the same as Y CY. O

Existence of a stable set can then be expressed as:
ES= \/ STABLE(Y)
Yce
Corollary 1. A finite coalitional game I" over N and £2 has a stable set iff I" = ES.
Finally, we consider the bargaining set. The cGL formula OBJB(w’, C, w) means that (@', C) is an b-objection of any i € C
against any j ¢ C to w.

OBJB(e', C,0) = ()’ A J\ & = @
keC

ECO(w', C,1, j, w) means that there exists a b-counterobjection to the b-objection (w’, C) of i against j to w.

ECO(a)/,C,i,j,w)E\/ \/ <(D’U{j})V/\<< /\ vzkw>/\( /\ vmd)))

ve2 D'CN\{i} ke(D'UH\C ke(D'ULHNC

INBARG(w) means that outcome w € £2 is in the bargaining set:

INBARG(w) = IMP(@) A \ /\ /\ /\ [0BB(@'.C.w) — ECO(', C.1i, j, w)]
CCNieC jeN\Cw'ef

Theorem 8. w is a member of the bargaining set of a finite coalitional game I" over N and $2 iff I = INBARG(w).

Proof. It is easy to see that when w is an imputation, C is a coalition, i € C, j ¢ C and ' an outcome, I = OBJB(w’, C, w)
iff (@, C) is an b-objection of i against j to w. To see that there exist a b-counterobjection to the b-objection (w’, C)
of i against j to w iff I' = ECO(w’, C, 1, j, w), observe that (v, D) is a b-counterobjection iff the disjunct given by v and

D’ =D\ {j} is true. The theorem follows immediately. O

We can now define BS(Y), Y C £2, to express the fact that Y is the bargaining set.

BS(Y) = /\INBARG(a))/\ /\ —INBARG(w)
weY wef2\Y

Corollary 2. Y is the bargaining set of a finite coalitional game I" over N and £2 iff I' = BS(Y).
3.6. Proof examples

We briefly illustrate the proof system by formally deducing some well known properties of coalitional games.
Example 4.

(1) Every member of the core is an imputation:

CM(w) — IMP(w)
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Lletie N, w' €2

1 C(M(w) — (i)' — =’ =i ) Taut
2 (CM(w) A (') = =(0 =i w A —w = @) 1, Taut
3 (CM(w) A (Y') = (@ =i — o= o) 2, Taut
4-0 >iw—>w=io Lin, Taut
5 CM(w) A (Yo' — @ > 3, 4, Taut
6 CM(w) — ()0’ — w = @) 5, Taut
7 CM(@) = Nyea Nien (Yo' = 0 =i o) Rep. 1-6 for any o’ € 2, i € N, Taut
8 CM(w) — (N)w Taut
9 C(M(w) — IMP(w) 7, 8, Taut

Fig. 1. Every member of the core is an imputation: a deductive proof.

Let ' €Y and CCN

Let " € 22
1 ((M(w) A (C)@") = Vige 0" =i @ Taut
2 OBJ(0',®,C) > Njec @ >i @ Taut
LetieC
3 (@AD" =)= 0" o Trans + Taut
4 (@' >0 ANoZi0") > oz Trans
5 oo A0 i) = —w>=i " 4, Taut
6 (W >iwA® =i®)— —w>0’ 5, Taut
7 (W >ioA0 =i0)— " = ® 3, 6, Taut
8 (m' ~iwAW >iw) > -0 =@ 7, Taut
9 Viec 0" =i 0 A Njec @ >i ©) = jec —0" =i & Rep. 3-8 for any i € C
10 (CM(w) A (C)w” AOBJ(@', w, C)) = \/jec ~0" =i 1, 2, 9, Taut
11 (0BJ(@', @, C) A CM(@)) = ((C)0" — \/jec —" =i @) 10, Taut
12 (0BJ(&', @, C) A CM(w)) = N\ e (O)@" = \/jec ~@" =i ) Rep. 1-11 for any w” € 2
13 (OBJ(@, , C) A CM(@)) = =\ yreg ((C)" A Njee @ =i @) 12, Taut
14 0BJ(@', @, C) = Ve (O A Njee @ > @) Def. of OBJ(-), Taut
15 (0BJ(w',w,C) A CM(w)) — L 13, 14, Taut
16 CM(w) — —OBJ(v', w, C) 15, Taut
17 (M(@) = =V ey Vey 0B(@', @, C) Rep. 1-16 for any o' € Y,CC N
18 CM(w) — IMP(w) The first part
19 CM(@) = =(MP@) = ¢y Vayey OBI(@', @, ©)) 17, 18, Taut
20 CM(@) = = Ayeary IMP@) = Ve Voyey OBJ@'. @, C) 19, we 2\ Y, Taut
21 CM(w) — —STABLE(Y) 20, Taut

Fig. 2. The core is a subset of any stable set: a deductive proof.

(2) The core is a subset of any stable set:

CM(w) — —STABLE(Y) whenever w ¢ Y
Proof. The first part of the proof is shown in Fig. 1, the second in Fig. 2. O

4. A modal logic for coalitional games

In this section we study the logic of coalitional games from an alternative perspective: modal logic. We introduce Modal
Coalitional Game Logic (McGL), a modal logic interpreted in coalitional games. The language is similar to the language of
CGL—in particular one of the main constructs of the language is an operator (C) for each coalition. The meaning of this
operator is however radically different.

After we have introduced the language and its interpretation, introduced an axiomatic system, and shown that the system
is sound and complete, we show how the logic can be used to express concepts like the core for general (not necessarily
finite) coalitional games. The relationship between cGL and McGL is studied in detail in Section 5.

4.1. McGL: Syntax and semantics

The language of McGL is interpreted as statements about an outcome in a coalitional game. One of the main constructs is
modalities (C) for each coalition C. A formula of the form (C)¢ is intended to mean that C prefers ¢. In more detail, (C)¢,
interpreted in outcome w of coalitional game I', is intended to mean that there exists an outcome w’ (possibly different
from w), which is weakly preferred over @ by each agent in C and in which ¢ is true. Similar modalities are used by [16]
in the context of non-cooperative game theory. Another main construct is atomic propositions of the form pc, where C is
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a coalition. pc is intended to mean that coalition C can choose the current outcome, i.e., that the outcome is C-feasible.
So, for example, (C)pc means that there exists a C-feasible outcome which is weakly preferred over the current outcome
by each member of C. There are also operators (C°) standing for strict, rather than weak, preference. Furthermore, there
are converse operators (C¢) and (C*¢); (C)¢ ({C*“)¢) is intended to mean that there is an outcome over which the current
outcome is weakly (strictly) preferred and in which ¢ is true. Finally, there is an operator (D) such that (D)¢ is intended
to mean that ¢ is true in some outcome different from the current one. In addition to the atomic propositions p¢ for each
coalition C, the language is parameterised by a set ®’ of general primitive atomic proposition symbols. These stand for
arbitrary propositions which can be true or false statements about an outcome in a game.

Let N be a set of agents, and let C = 2N \ ¢ be the coalitions (we henceforth assume that a coalition is never empty).
The language if Modal Coalitional Game Logic (McGL), denoted LM (N, {pc: C € C}U®’), where @’ is a countably infinite set
of primitive propositions, is defined as follows. Let

O =0"U{pc: CeC}

be the atomic propositions in the language. The language is defined by the following grammar:

pu=pl{De| e {Oe](Ce [ (D) | (i | iI*) | (CH [ (C)Vp | =@ o1 Ap2

where p € ®, C €C, i € N. Derived: [-],[-°], [D], [-], [-*] are the duals of (-), (-5}, (D), (-:), (-°°), respectively.
The following definitions will be useful:

Diamonds = {(£§): £ € D)
Boxes = {[£]: £ € £+D)

Let I' = (N, $2,V,dq,...,dn) be a coalitional game, and let 7w be a valuation of ®' in £2, i.e., 7 (p) C §2 for each p € ®'.
The fact that a formula ¢ is satisfied by the combination of I, 7 and an outcome w € £2, denoted I', 7w, w |= ¢, is defined
recursively as follows:

o I'm,wkpc iff we V(C),

o I''m,wkp iff wem(p), when p € ®,

e I, w = (i)g iff there is a v such that vJ; w and I', 7T, v = ¢,

o I',m,w = (i*)¢ iff there is a v such that v J; w and not w J; v and I, 7, v E= ¢,

e I, w = (C)y iff there is a v such that for everyie C, v3J;w,and I', T, v = ¢,

o I',m, w = (C%) iff there is a v such that for every i€ C, v J; w and not w J; v, and I', 7, v = ¢,
o I''m,wk (D)o iff I', m,v = ¢ for some v # w,

o I, w k= (i%g iff there is a v such that w J; v and I', 7w, v = ¢,

o I, w k= (i) iff there is a v such that w J; v and not v J; w and I, 7w, v = ¢,

o I, w k= (C%g iff there is a v such that for everyie C, w J;v,and I',w, v E ¢,

o I',m, w = (C¥)p iff there is a v such that for everyie C, w J;v and not v J; w, and I, T, v E= .

We write I', w |= ¢ for the fact that I, w, w |= ¢ for arbitrary 7. Note that when ¢ have no occurrences of any p € @',
I''wgEo iff I'm,w ¢ for any m. Furthermore, we write I = ¢ whenever I, w = ¢ for any w. Thus, we have an
interpretation of our formulae as statements about outcomes in coalitional games, and about coalitional games themselves,
respectively.

Example 5. Let I" be the Dinner Game from Example 1. We have the following (ref. also Example 3):

e I',I1p = pp,2y A —p1. Agents 1 and 2 can choose to go for Indian together, but 1 cannot choose on his own that they
go together.

e I, 1123 =—p1 A—(D)p1. Agent 1 cannot choose any outcome on his own.

o I', 112 E(1%)p(1,2,3)- The agents can choose something which for 1 is better than going for Indian together with 2.

o I',Ci23 = (—pg1,3) A ({1,3F)p(1,3). Agents 1 and 3 cannot choose that all agents go for Chinese, but they can choose
something which is strictly better for both of them (e.g., going for Indian on their own).

e I',I123 =[1°]L. Agent 1 prefers nothing better than having Indian with his two friends.

o I', 1123 = (1%)pp2,3). If the three agents go for Indian, there is some option which is worse for 1 which 2 and 3 could
choose.
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Table 2

The logic McGL

Taut @ where ¢ is an instance of a prop. tautology
K(O) O(p — q) — (Op — 0O9) O € Boxes

T [ilp—p

4 [ilp — [illilp

Converseq (£) p— [ENE)D teld
Converse (&) p— [E°1(&)p feE
Trichotomy (p Alilg) — [DI(@ V p V (i)p)

Dy p— [DI(D)p symmetry

Dy O1---Okp— (p vV (D)p) <; € Diamonds
Stricty pA (D@ Alil=p) — (i*)g

Strict, (p A[D]=p A (i%)q) — (i)(@ A —(i)p)

Stricts (i)p — (D)p

Intersect; ((p A[D]=p) V (D)(p A [D]=Pp)) = (Aicc(i)p — (C)P)

Intersect, ((p A[DI=p) V(D)(p A [D]=p)) = (Njec ()P — (C°)p)

Intersects (C)p — (i)p ieC

Intersects (C)p— (i)p ieC

Nec(O) Fe = F0Op O € Boxes
USub Fo=Fvy

where 1 is the result of uniformly replacing atomic

propositions in ¢ with arbitrary formulae
D-rule F(A—(D)p)—>0=F+6 p not in 6
MP Fo.Fo—>Y =>Fy

4.2. Axiomatisation

In this section we construct a sound and complete axiomatisation by viewing the logic as a normal modal logic. In
particular, the basic accessibility relations in this logic are the individual preference relations J;.

Let MCGL be the axiomatic system defined in Table 2.

Let us briefly reflect upon the axioms. Axiom K(O) and rules Nec(O) and USub say that the logic is a normal modal
logic. T and 4 say that each J; is a pre-order. By Trichonomy, relation J; moreover satisfies completeness. The Converseq (&)
and Converse; (&) axioms ensure that the relation denoted by the (£¢) modality is the converse of the relation denoted by
the (¢) modality. The axioms for the D-operator, as well as the D-rule are relatively standard in modal logic (see [6]). The
D-rule facilitates us to prove that  (i’)p — (i)p, as one would, based on semantic considerations, expect. Also, our D;
axiom generalises what is called pseudo-transitivity in [6], which is (D){(D)p — (p v (D)p). The axioms Stricty, Strict; and
Stricts together ensure that the relation denoted by the (i*) modality is the strict version of J;. Note that this implies that
the former is irreflexive. Finally, taking Intersect, for k = 1,3 guarantees that the relation denoted by the (C) modality is
the intersection over all i € C of all J;, and for k = 2,4 it ensures that the relation denoted by the (C°) modality is the
intersection over all i € C of the strict version of Jj.

Examples of deductions in MCGL can be found in Section 4.4. The remainder of this section is concerned with proving
that MCGL is sound and complete with respect to all coalitional games. The main result is found in Corollary 3.

4.2.1. Soundness and completeness
To make it more convenient to use standard modal logic tools, we will here interpret the logical language explicitly in a
certain class of Kripke structures rather than in coalitional games. We show that MCGL is sound and complete with respect
to this class, and it follows that it is sound and complete with respect to all coalitional games since these Kripke structures
can be seen as coalitional games (Corollary 3 below).
Given a set of agents N and primitive propositions ®@’, a model is a tuple:
M= (W,{Ri: ie N},{Rj: ie N},{Rc: CeC},{R¢: CeC}, D, {R{: ie N}L{R{: ieN},{RE&: CeC}{RE: CeC},m)

1 1

where 77 is a valuation of ® =®' U {p¢: C €C} and

REFL VienR; is reflexive

TRANS VicnR; is transitive

COMPL VicnR; is complete

STRICT VienR;wu iff both Rywu and not Rjuw

DIFF D ={(w,u): w#uj.

INTERSECTION V¢ccRc =(iec Ri

INTERSECTION-STRICT YcccRE = (o RS

CONVERSE Rwv iff R°vw, for each relation R € {R;, R}, Rc. R¢, D}
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Defined this way, our representation of a model contain a lot of redundant information, but this definition makes it easy to
use standard modal logic tools directly.
For the truth-definition, it is convenient to use the following notation.

Definition 5. For a diamond like (CS), we call C® its parameter. We use & for an arbitrary parameter. The set of parameters
is &. For every parameter & € &, we define its associated relation Rel(¢) in a straightforward way, and, conversely, given
an accessibility relation R, we define its parameter Par(R), such that Rel(Par(R)) is the identity function on accessibility
relations, and Par(Rel(§)) being the identity function on parameters.

Rel(i) = R; Par(Rj) =i

Rel(C) = Rc¢ Par(R¢) =C

Rel(D) = D Par(D) = D

Rel(£%) = Rel()  Par(R®) = Par(R)* £eli,C)
Rel(§°) = Rel(&)© Par(R¢) = Par(R)¢ Eeli,C}
Rel(£5¢) = Rel(§)°  Par(R¢) = Par(R)¢ Eeli,C}

The interpretation of a formula in a state w of a model M is defined as follows (Boolean connectives as usual), where
we use the same satisfaction symbol |= we used for the interpretation in games without risk of confusion:

e M,w [=p iff wem(p),
e M, w [= (&)g iff there is a v such that Rel(§)wv and M, v =g, for all £ € Z.

A frame is a tuple F = (W, {R;: i € N}). A model M is based on a frame F if it is the result of extending the frame with
some valuation function, i.e, M = (F, ) for some 7. M |= ¢ means that M, w = ¢ for any state w in M, F = ¢ means
that M = ¢ for any model M based on the frame F. Let us call the set of all models just defined MCGL. Then = ¢ is
shorthand for MCGL k= ¢, which in its turn means that for any model M € MCGL, we have M = ¢.

The models carry a lot of dependencies between different accessibility relations. It is now the challenge of the soundness
and completeness proof that we can characterise these dependencies in our object language.

Theorem 9 (Soundness). MCGL is sound w.r.t. the models: Vo: MCGL ¢ = MCGL = ¢.

Proof. First, consider Trichotomy. Let M, w |= p A [i]lq. Now take a world u # w, we have to show that q Vv p Vv (i)p is
true in u. Since R; is complete, we either have R;wu (in which case M, u |=q) or else Rjuw (which gives M, u = (i)p).
Next, consider Strict;. Suppose M, w = p A (i)(q A [i]—p). Then for some u, we have M, u =q and R;wu but not Rjuw. By
STRICT, then R;wu, and hence M, w |= (i*)q. For Stricty, suppose M, w [= (p A [D]—p A (i*)q). This implies that w is the
only p-world and also that for some u with Rjwu, M, u = q. By STRICT, this means that we have R;wu but not Rjuw.
Hence, in u, we also have —(i)p. For Strict3, suppose M, w |= (i*)p. There is a u such that Rfwu and M, u = p. Since R}
is strict, it is impossible that w = u. Thus M, w |= (D)p. Consider the intersection axioms. It is obvious that Intersects and
Intersecty are valid. For the two others, note that ((p A [D]—p) Vv (D)(p A[D]—p)) is true in a world w if and only if there is
a unique world in which p is true. Let us abbreviate it to (3!)p. Then Intersect; becomes (I!)p — (/\;cc(i)p — (C)p). Now
suppose M, w = (3!)p. Furthermore, suppose M, w = /\;.c(i)p. This implies that there are worlds u; for which R;wu; and
M, u; = p (i € C). Since there is a unique p-world, all u; must be the same. By INTERSECTION, we have M, w = (C)p. The
argument for Intersect; is similar. As for the D-rule, it pays off to consider the contrapositive: suppose that 6 is not valid,
i.e.,, =0 is satisfiable. This means that for some M and w, we have M, w = —6. Since p does not occur in 6, =0 remains
true in M, w if we change the valuation only for p, in fact it is not hard to see that we can change it in such a way that we
obtain a model M’ for which M’, w = p A [D]—p A —6. We leave validity of the other axioms, and preservation of validity
of the rules, to the reader. O

The rest of this section is devoted to completeness of MCGL. Completeness of a logic LOG with respect to a semantics
SEM amounts to showing that for any ¢, if SEM = @, then LOG F ¢. Using contraposition, this is the same as proving
that for any LOG-consistent formula ¢, there is some SEM model M with a state s such that M,s = ¢. A common
approach to prove the latter is by constructing a canonical model can(M), in which the states can(W) are all maximal
LOG-consistent sets, and for any < in the language with associated relation R, one defines this can(R) to hold between
two m.c. sets, i.e., can(R)X A iff for any §, if § € A, then ©§ € X, or, alternatively, for any 4§, if 06 € X, then § € A. By
construction, one obtains can(M), @ = ¢ for any ¢ € @, which demonstrates satisfiability of ¢. However, to show that ¢ is
SE M-satisfiable, one has to show that can(M) is indeed a S€ M-model.

If the latter is not the case, one might still obtain completeness, in an indirect way. One way to proceed would be to
massage the canonical model can(M) into a model M’ that still satisfies ¢ at s, but that is now a member of SEM. This
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would typically work if SEM has some property P that is not modally definable, and for which no canonical formula
exists. The latter means that can(M) will not have property P, but the first might facilitate transforming can(M) into M’
that does have the property P, while M’ having the same validities as can(M). An example of such a property P would
be INTERSECTION, say that R3 = Ry N Ry (cf. [35]). The axiom A : <3p — (O1p A Oap) ensures that Rs € (R N Ry), but
equality here is not definable, and indeed, the canonical model of the logic K+ A does not satisfy it. However, one may
apply a copying technique in the canonical model as follows: for every two states s and t such that Rjst, Rpst, but not Rsst,
replace t by two copies t1, ty, and put Ryst; and Ryst,. In the resulting model, exactly the same formulas are true, and also
R3 = Ry N Ry holds (see [35]).

However, if there are other relations or properties that need to be maintained or achieved at the same time, such a
manipulation of the canonical model can become extremely difficult. For an example of this, we refer to [36], where the
canonical model for a system with individual knowledge (with relation R;), Everybody’s knowledge (with Rg, the union of
the R;’s), Common knowledge (R, the transitive closure of Rg) and Distributed Knowledge (Rp, the intersection of the
R;i’s) neither satisfies the desired property for R¢, nor for Rp, and, although there are well-known techniques to solve the
problem for R¢ and for Rp individually, those techniques applied here fix the problem for one relation, while ruining it for
the other.

Rather than starting with the big canonical model for a logical system and then unravel it, duplicate worlds, or look at
sub-models, [6] presents a ‘step by step’ technique, which we will follow here for our completeness proof. This technique
is extremely useful in case one can go “back-and-forth” in a model, i.e., having a relation that allows one to look in both
directions of the Kripke model. We will now first briefly sketch the procedure before the proof is given in detail below. Take
a consistent formula ¢. Following [6], we build a network A to satisfy it. Such a network is a set of states with relations
between them, but we start small, building up the network gradually. As a start, we add ¢ to some type A(s) (such a type
collects all the formulas that should be true at s) of an initial state in an initial network N7. But if ¢ implies some (&)
formula, this A7 is not good enough of course, our network has a defect, and we need to extend the network with a node
t with ¥ € A(t) and mark, using a labelling d, that s and t are Rel(§) related. So, if some N; has a defect, we either add a
node, or an edge, or a formula to some type, to obtain a network Nj (j > i) that does not have the defect. Special attention
has to be paid to the D-operator: in the end, we have to make sure that the arcs in N that are labelled with D, can be
interpreted as inequality. In particular, D must not be reflexive, and it must be ‘almost universal’: hold between any two
different nodes. To this end, we make sure that the network that we build is named: for every node s that we allow in A,
we make sure that there is some formula ¥ A —=(D)y € A(s) in some network N (j > i). The network that we are after is
N=U;N.

So don’t we need the canonical model can(M) for MCGL at all? We do: in the network A/, every edge has a unique
label, and this will never be sufficient to get all the properties of MCGL. For instance, if Rst, then also Dst should
hold. So, the network can be considered as a graph where all arcs are added only for the reason to make diamond for-
mulas true: we did not bother about keeping track of dependencies between arcs. All types in A/ can be shown to be
m.c. sets. Those types now happen to represent exactly the information that we need: for the model M that we need to
demonstrate the satisfiability of ¢, we take the restriction of the canonical model can(M) for MCGL to all the types of
N. In other words, we keep the states from N, but replace the labelled arcs with the canonical relations can(R). This
guarantees for instance, that if we had s and t that were only related through R} in N, in the model M, we also im-
pose can(R;})st, but we also obtain Dst, can(R;)st, can(R{)ts and can(R{)ts. Details are found in the proof of the following
theorem.

Theorem 10 (Completeness). MCGL is complete w. r. t. the models: Yo: MCGL = ¢ = MCGL I ¢.

Proof. A network is a tuple ' = (N, E,d, r, A), where (N, E) is a finite, undirected, connected and acyclic graph, d maps
each edge {s,t} € E to a relation in the set {R;, R}, Rc, R, D: ie N, C € C}, r maps each edge {s,t} € E to either s or t, and
A labels each node in N with a finite set of formulae in LM(N, ©).

Given a graph and a node s, let E(s) denote the set of nodes adjacent to s. Let:

i) d({s,t}) =R; and r({s,t}) =s
9 d({s,t}) =R; and r({s,t}) =t
) d({s.t}) =R; and r({s,t}) =s
€y d({s,t})) =R; and r({s.t}) =t
Yy d({s,t}) =Rc and r({s,t}) =s
9 d({s,t}) =Rc and r({s,t}) =t
) d({s,t}) =R{ and r({s,t}) =s
€y d({s,t) =R{ and r({s, t}) =t
d({s,t}) =D and r({s,t}) =s

(
(
(
(
(
(st) (
(
(
(D)
(DY d({s,t}) =D and r({s,t}) =t

Let:
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AN, s)= \AS A\ (sVIOW,v.s)

veE(s)

dWN.t,5)= NAaOAr N (VOW, v, 1)

s#VeE(t)

Note that A(N,s) is a (finite) formula for any (finite and acyclic) network.

We argue that A(N,s) is consistent iff A(N,t) is consistent, for any two nodes in any network A. We show
this for any (s,t) € E; the property follows for arbitrary s,t € N by induction on the length of the least path from
s to t (N is connected). Let (s,t) € E, and first assume that d({s,t}) = R; and r({s,t}) =s. We have that A(N,s) =
AN AG) A Neszyers) SVIPWN, v, 9) A (s)@ N, t,5) = ()@ (N, t,5) A PN, s, 1). Likewise, we have that AN, 1) = /A A() A
Nszvern EVIPWN, v, 0 At)PN,5,0) = ()@ N, 5,0) A (N, t,5). Axioms Converse; (i°) and Converse;(i°) ensure that
(iYaa A B is consistent iff (i°)8 A « is consistent, for any «, 8. The argument in the case that r({s,t}) =t is symmetric,
and the other cases d({s,t}) € {R}, Rc, Ri-, D} are similar (in the case of the (D) operator, the axiom D is used instead
of Converse; and Converse,). Thus, A(N,s) is consistent iff A(N,t) is consistent. We say that a network N is coherent if
AN, s) is consistent for any node in the network.

Possible defects are the following:

D1(s,¢) where s is a node and ¢ a formula, and ¢ ¢ A(s) and —¢ ¢ A(s),

D2(s)  there is no formula ¢ such that ¢ A =(D)p € A(s),

D3(s, (£)p) (& €{i,C,i* C* D}) where s is a node and ()¢ € A(s) and for all (s,t) € E such that d({s, t}) = Rel(¢) and
r({s,t}) =s it is the case that ¢ ¢ A(t),

DA(s, (£%)¢p) (& € {i,C,i%,C°}) where s is a node and (£§)¢ € A(s) and for all (s,t) € E such that d({s,t}) = Rel(§) and
r({s,t}) =t it is the case that ¢ ¢ A(t).

A network N7 = (N, E’,d’',r’, A") extends a network N = (N, E,d,r, A) if NC N’, A(s) € A’(s) for each se N, and E’,d’, 1’
are E,d, r, respectively, restricted to N.

We now show that for any defect in a coherent network N, there is a coherent network N’ extending N lacking that
effect. Let Y be a countably infinite set; we will use the elements of Y as states when we need to add new states to the
networks in order to repair defect D3.

D1(s, @) Since A(N,s) is consistent, either A(N,s) A @ or A(N,s) A—g is consistent. W.l.o.g. assume the first. Let A/ be
identical to A\, except that A’(s) = A(s) U {@} (A'(t) = A(t) for t #s). Clearly, N is a network, it extends N, and
it lacks the defect D1(s, ). It is easy to see that A(N’,s) = AN, s) A ¢ which is consistent, so N is coherent.

D2(s) Let p be an atomic proposition in ® not occurring in A, s) (it exists since ® = @' U {pc: C € C} is infinite—®’
was assumed to be countably infinite). The following is an alternative statement of the D-rule:

If @ is consistent and does not contain p

4
(p A—=(D)p) A @ is consistent

Since A(N,s) is consistent, it follows that AN, s) A (p A —(D)p) is consistent. We define A// as in the D1 case,
by setting A’(s) = A(s) U {p A —=(D)p}. N’ is a coherent network extending N and lacking the D2(s) defect, by
the same argument as in the D1 case.
D3(s, (§)¢) We define N as follows:
e N'=NU({t} for some t €Y \ N,
o E'=EU{{s,t}},
o d' =dU{{s, t} > Rel(¢)},
o ' =rU{{s, t} s},
e N'=AU{tr {p}}.
Clearly, N is a network extending N lacking the D4(s, (§)¢) defect. It is easy to see that AN’,s) = AN, s) A
(€)@. But since (&)@ € A(s), it already is a conjunct of A(N,s). Thus, N is coherent.
D4(s, (£%)¢) We define N as follows:
e N =NU/{t} for some t € Y \ N,
o E'=EU{s, t}},
o d=dU{{s, t} — Rel(&)},
o I'=rU{{s, t}~t},
o N'=AU{t— {p}}.
Clearly, N” is a network extending A lacking the D3(s, (§%)¢) defect. It is easy to see that A(N”,s) = AN, s) A
(€Y. But since (£%)¢ € A(s), it already is a conjunct of A(N,s). Thus, N is coherent.

Now, let ¢ € LM(N, ©) be a consistent formula—we are going to show that it is satisfiable.
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Fix an enumeration of possible defects of a network whose nodes are included in the set Y, i.e., an enumeration of the
set {D1(s, @), D2(s), D3(s, (D)), D3(s, (£)@), DA(s, (£€)¢): £ € {i,C,i*,C5: ieN,CeC},p e LM(N, ®),s e Y}. We define a
network N; = (Nj, E;, dj, i, A;) for each natural number i as follows.

e N has a single node y € Y labelled with {¢}. Clearly, A is coherent.
e When n > 0, Vjy1 is the (coherent) network obtained by repairing the least (according to the enumeration) defect, by
the rules given above.

Note that A extends N; when i < j. Also observe that a repaired defect will never be reintroduced, i.e., if AV;11 is obtained
from N, by repairing defect D, then for every m > n+ 1 the network Ay, lacks the defect D. Importantly, it follows that for
any i, for any defect of ; there is a j > i such that A/ lacks that defect.

Let N = (N,E,d,r, A) be defined as follows: N = [J;cyNis E = Ujen Eis d = Ujendis 7= Ujen iz and A(s) =
U{Ai(s): i eN,s e N;}.

We argue that for any s € N, A(s) is a maximal consistent set (MCS) in the language £M(N, ®). For maximality, assume
that there is an s € N and formula ¢ € LM (N, ®) such that ¢, —¢ ¢ A(s). Let i be such that s € N;. Clearly, ¢, —¢ ¢ A;(s).
But then the network A has the defect D1(s, ¢). By the earlier argument, this defect will have been repaired in some A/;
with j>1i, ie., ¢ € Aj(s) or —=¢ € Aj(s). But then ¢ € A(s) or —¢ € A(s). Assume that A(s) is not consistent. Then there
are @1, ..., @ € A(s) such that ¢1 A --- A @ is inconsistent. By construction, there is a j such that ¢q,..., ¢, € Aj(s). But
then A(N, s) is inconsistent, contradicting the coherency of Nj. Thus, each A(s) is an MCS. Let

W ={A(s): seN}

We will now define a sub-model of the canonical model of the logic, by restricting the states to the MCSs W.
Let can(M) = (can(W), {can(R;): i € N}, {can(Rf): i € N}, {can(R¢): C e C},{can(R}): C € C},can(D),{can(Rf): ie
N}, {can(R{®): i e N}, {can(R¢): C € C},{can(R¥): C € C},can(m)) be the canonical model for MCGL: can(W) is the set
of all MCSs over the language £M(N, ®); can(R)wv iff ¥ € v implies that Gy € w for any ¥ and any relation can(R)
with corresponding diamond <; can()(p) = {w € can(W): p € w} for each p € ®.2 Let M = (W, {R;: i € N}, {Rl?: ie
N}, {Rc: CeC},{RE: CeC),D,(Rf: ie N}, (Ri: ie N}, {Rg: CeC),{RF: CeC},m) be the model obtained by replacing
can(W) with W as defined above in can(M), as well as restricting each relation to W and restricting the valuation 7 to W.

We argue that for any © € {{(i), (i), (C), (CS), (D), (i), (i%¢), (C), (C5¢): i € N, C € C}, we have that

Y(y € EM(N, W e W)(<>1/I el =>3(AeW)I'can(R)A and ¢ € A)

where can(R) is the canonical relation interpreting the diamond <. We show this for & = (i); the argument is analogous
in the other cases (including the converses). Let I" € W and let (i)} € I'. Let s € N be such that I = A(s), and let i be
such that (i)yr € A;(s). By the construction there is a j > i and a t € N; such that {s,t} € Ej, d({s,t}) = Ry, r({s,t}) =5,
and y € Aj(t). Thus, ¥ € A(t). By taking A = A(t), it now remains to show that A(s)can(R;) A(t). Assume otherwise, i.e.,
that there is a y € A(t) such that (i)y ¢ A(s). Then —(i)y € A(s). Let k be such that y € Ay(t), —(i)y € Ax(S), {s,t} € Ey,
dy({s,t}) = R; and r({s, t}) = s. In the construction of A(N,s), (st) = (i), and thus includes (i)y as a conjunct. But A(N, s)
also contains —(i)y as a conjunct. This contradicts the coherence of N}, and shows that the assumption was wrong.
A truth lemma can now be shown:

MT=y & yerl

for any I € W and any v € LM (N, ®). The proof is by induction over .
Since ¢ € Ag(y), ¢ is thus satisfied by M. It remains to be shown that M has all the properties we require of a model:

REFL,TRANS Reflexivity and transitivity of can(R;) is ensured by axioms T and 4. can(R;) is still reflexive and transitive
when restricted to W.

CONVERSE We must show that for any w,v € W, Rywv iff Rfvw. Let Riwv, and assume that ¢ € w. Then (i)y € v by
axiom Converse; (i), showing that Rfvw. Conversely, let R{vw and assume that ¥ € v. Then (i) € w by axiom
Converse; (i), showing that R;wv. Similar reasoning goes for the other relations and their converses.

DIFF First, let w # v for some w,v € W. We must show that (w, v) € can(D), i.e,, that for any ¢ € v, (D)¥ € w. Let
Y €v.Since w # v (and w, v are MCSs), there exists a y € v such that =y € w. Thus, y A¥ € v and —~(y AY) € w.
Since w, v € W and N is connected, there is a path of nodes rg---r¢ (k> 1) such that rg,...,r, € N and (7, 1i11) €
E for each i € [0, k—1]. It follows that (rorq) - - (rk—17x) (¥ AY¥) € w, because otherwise —(ror1) - - - (rk—_17k) (Y AY) €
w and A(N, w) would be inconsistent and N incoherent. By axiom D it follows that (D)(y A ¥) € w, and thus
that (D)y € w.

Second, let (w, v) € can(D) for w, v € W. We must show that w # v. Assume otherwise; w = v. By the elimi-
nation of the D2(w)-defect, there is a formula ¢ such that ¢ A =(D)¢ € w. But by the fact that (w, w) € can(D)
the fact that ¢ € w implies that (D)¢ € w, which is a contradiction.

9 Note that MCGL is a normal modal logic.
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COMPL It follows immediately from DIFF that M is named, i.e., that for every state w in M there is a formula ¢,, such that
M, w = @w, and for any w # v, M, v [~ ¢: since N does not have any D2(w) defect, every state w € W contains
a formula of the form ¢, A ~(D)@,,. By DIFF, no other state contains the same formula.
Assume that COMPL does not hold, i.e., that there are states w,u € W such that w # u, —=R;juw and —R;wu.
Suppose M, u |= (i°)¢w. Then there exists a v such that Rfuv and M, v = ¢y. But that means that v = w, and
R{uw. By CONVERSE, that means that R;wu, but that contradicts the assumption. Thus, M, u = (i°)¢,,. We then
have that M, u [~ (pw Vv {i%¢w V (i)pw) and, since w # u, that M, w = [D]((¢pw V (i)pw V (i)¢w). We also have
that M, w = (pw A [i](i)¢w)—but that contradicts the Trichotomy axiom. Thus, COMPL must hold.
STRICT As in the COMPL case, we use the fact that M is named and let ¢,, be the formula uniquely true in w.
Assume that STRICT does not hold. This means that there are w and u for which either (i) not Rfwu and
(Riwu A =Rjuw) or (ii) Rjwu but not (Rjwu A —R;uw). In the first case, w # u. We have that M, w |= (pw A
(i) (@u A [i]1=¢@w)). But we also have that M, w £ (i*)¢,, contradicting axiom Strict;. Suppose we are in case (ii): we
have R{wu and also (not R;wu or Rijuw). First, suppose w =u. M, w |= (i*)@w, but M, w } (D), contradicting
axiom Strict3. Thus, it must be the case that w # u. We have either (a) Rfwu and not R;wu, or (b) R}wu and
Riwu and R;uw. In both cases, uniformly substituting ¢,, for p, and ¢, for g, in axiom Strict;, shows that Strict,
does not hold in w. Thus, STRICT must hold.
INTERSECTION As in the COMPL case, we use the fact that M is named and let ¢,, be the formula uniquely true in w.
Assume that INTERSECTION does not hold. This means that there are w and u for which either (i) Rcwu and
not ((;ec Ri)wu, or (ii) not Rewu and (();cc Ri)wu. Consider case (i). Then there is a i € C such that —=R;wu, and
thus we have that M, w = (C)¢, but M, w |~ (i)¢,, contradicting axiom Intersects. Consider case (ii). Note that
((p A[D]=p) vV (D)(p A[D]—p)) is true in a world w if and only if there is a unique world in which p is true. Let
us abbreviate it to (3!)p. We have that M, w = (I) ¢y, that M, w = \;cc(i)eu, but M, w (- (C)ey, contradicting
axiom Intersect.
INTERSECTION-STRICT As the INTERSECTION case, using axioms Intersect; and Intersecty. O

Corollary 3. MCGL is sound and complete with respect to the class of all coalitional games.

Proof. First we define mappings between models and games. Given a game I' = (N, £2,V, J1,..., Jn) and an interpre-
tation 7w’ of @' in §2, we define a model f(I",7) =M = (W,{R;: i€ N},{R}: i e N},{Rc: CeC},{Ry: CeC},D,m) by
taking W = £2, R; =3;, defining w € 7 (p¢) iff w € V(C) and 7 (p) = 7/(p) when p € ®’, and letting the remaining rela-
tions in M be defined by the semantic restrictions on models. Conversely, given a model M, we define g(M) = (I', ') as
follows: 2 =W, w e V(C) iff wem(pc), Zi=R; and w € '(p) iff w e w(p). Clearly, I',w, w E ¢ iff f(I',7"),w = ¢,
and g(M), w = ¢ iff M, w |= ¢, for any formula ¢.

For soundness, let - ¢. By soundness w. r. t. models (Theorem 9), f(I", '), w = ¢ for any I', 7/, so I', 7', w |= ¢. For
completeness, assume that ¢ is consistent. By completeness w.r.t. models (Theorem 10), M, w = ¢ for some M, w. Then
also g(M),wE=¢. O

4.3. Expressing game properties

The fact that an outcome w of a coalitional game I is in the core of I", can be expressed as follows.

McM = py A\ [C1=pc
CCN

Theorem 11. (I, w) = MCM iff w is in the core of I'.

Proof. (I", w) = MCM iff w € V(N) and for every coalition C and every outcome «’ such that (w, @) € 3J; for every i € C,
' ¢ V(C). This holds iff w is in the core of I'. O

We can now express the fact that the core is non-empty:

MCNE = MCM v (D)MCM
Theorem 12. (I", w) = MCNE iff I' = MCNE iff the core of I" is non-empty.

Proof. The core of I is non-empty iff either w is in the core, or v is in the core for some v # w. In the first case,
(I', w) = MCM; in the second case (I', w) = (D)MCM. O

Imputations can be characterised as follows.

MIMP = py A /\[C°]=p;
ieN
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Proposition 1. (I, w) = MIMP iff w is an imputation in I'.

Compare MCM and MIMP—the logical characterisation highlights the similarities and differences between the core and
imputation concepts.

Moving on to stable sets, we first characterise the existence of objections to some imputation. The following formula
expresses a more general property, namely that there exists a C-s-objection which satisfies some formula «.

MOBJ(C, &) = MIMP A (CS)(MIMP A & A (C)pc)

Proposition 2. Let C be a coalition and « a formula. (I", w) = MOBJ(C, ) iff w is an imputation and there exists a C-s-objection '
to w such that (I', ') = a.

Proof. Assume that w is an imputation (the other case is trivial). (I", w) = MOBJ(C, «) iff there is an imputation @’ such
that every i € C strictly prefers @’ over w, and there is an outcome ” such that every i € C weakly prefers w” over o/,
(o) Eaand 0’ € V(C). O

Of course, now MOBJ(C, T) (for some tautology T) is true in imputation w iff there exists a C-s-objection to w.

Characterising stable sets and the bargaining set in McGL is not as straightforward. Formulae are interpreted in single
outcomes, and unlike in cGL we cannot name outcomes in formulae. But a set of outcomes is precisely what is denoted by a
formula: let ¢ = {w: I, w }= ¢} be the extension of formula ¢ in game I'. For example, we have that MCM' is the core
of I'. We can characterise stable sets in the following sense: we can describe exactly the formulae whose extensions are
stable sets.

Theorem 13. Let y be a formula.

I' = (y — MIMP) A (y - —'\/ MoBJ(c, y)) A (—q/ —\/ MoBJ(C, y))

ceC CeC
iffyT is astable setin I.
Proof. Let £ be the formula on the right hand side of |=. I" |= £ iff for every w: (i) if w € ¥ then w is an imputation;

(ii) if w € T then there is no C-s-objection to e for any C, which is a member of ¥’ and (iii) if @ ¢ y” then there is a
C-s-objection to w for some C, which is a member of y 7. This holds iff 7 is a stable set. O

However, note that the theorem above does not guarantee that given a stable set Y there necessarily exists a formula y
such that y7" =Y.

4.4. Proof examples

We here illustrate the proof theory of McGL. Before we formally prove some well known properties of coalitional games
in Example 6, we discuss some general proof theoretic principles.

Definition 6. Given the operator (D), we can define universal ‘everywhere’ and ‘somewhere’ operators A and E, respectively:

1. Ap :=¢ A[Dley,
2. Ep:=¢ Vv (D)p.

Clearly, Ay is equivalent to —E—g, and E¢ equals —=A—g.

Lemma 7. The following is a useful modal principle.
F @ (i) p Alilg) — (i) (p Alilg)
Proof. Let ML denote basic Modal Logic properties.

(i
(i

Y({i)p A lilq) = (Axiom 4)

YD) p Alillg) = (ML: (Or AOs) — O(rAS))

Y({i)(p A [i]g)) = (Dual Axiom 4: ({i)({i)s — (i)s))
)

i)(p A lilg O

1

(i
(
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The following lemma summarises some useful McGL properties. Lemma 8.1 expresses that if agent i strictly prefers

outcome y over x, while he also prefers z over y, then he strictly prefers z over x. To prove this, we need the axioms Stricty
and Strict;. Then item 3 of the same lemma says that a similar kind of transitivity holds for the coalitional preferences.
But the reader should be aware that the relation for C° is not the strict version of the relations for C; rather, it is the
intersection of the strict relations for i, with i € C. It is in fact not hard to show that the axiom corresponding to Strict; is

not valid for C5: we do this in item 2. Items 4, 5 and 6 are easy consequences of the definition of E, A and MOBJ(C, -).

Lemma 8. The following are some properties of MCGL.

(1) = @) i) — (@),

(2) E=p A {C)(@ A [Cl=p) — (C¥)q,

(3) H(CHC)r — (C)r,

(4) FA(p — q) = (Op — ©q), with & € Diamonds,

(5) = A(p — q) — (MOBJ(C, p) — MOBJ(C, q)),

(6) A is a box operator, in particular, it satisfies Nec and K.

Proof.

(1) A derivation is the following.
1 (p A[DI=p) — (I*)(i)r — (D ({D)r Ali]l=p)) Stricty
2 (p A[D]=p) — (iS){i)r — (i) (r A [i]=D)) 1, Lemma 7
3 (p ALDI=p) = (I*)(i)r — (p A (D) (r A [i1=D))) 2, Taut
4 (p A[D]=p) — {(i5)(i)r — ({i5)r) 3, Strict;
5 (IS)(Hyr — ()r 4, D-rule

(2) Let R4, the preferences of 1, be the reflexive transitive closure of {(x, y), (¥, 2z)} and similarly for Ry 2 {(x, y), (¥, x),

(¥,2)}. Let p be true in x only, and g true in y only. Let C = {1, 2}. Let this be the full description of model M, in
particular, x, y and z are all alternatives. Then we have that R¢ is the reflexive transitive closure of {(x,y), (y,2)}
whereas the relation for C* is {(y, z)}. Then M, x = p A (C)(q A[C]—p) while at the same time M, x = —(C*)q. Note that
indeed, the strict version of R¢c = {(x,y), (y,2)} is not the same as the intersection of the individual strict relations
Rt ={(y,2)}.

(3) We use the following result for logics which contain (D) and a number of other modalities with their converse [11,

Lemma 3.3.31]. Let Op (‘only here, p’) be defined as p A [D]—p. The D-rule says that if one can derive 6, which does
not involve p, from the assumption that Op, then one can derive 6. The following result generalises this by lifting the
assumption Op here, locally to assuming Op in an arbitrary state, or outcome. O

Definition 7. (See [11, pp. 31, 37].) We write ¢ < ¢ for ‘¢ occurs as a sub-formula in ¢’. We do not identify different
occurrences of ¥ in ¢. Define the function Paste(v, v, ¢) (paste v (the name) next to the occurrence of ¢ in ¢) by
induction on ¢, treating ¥ as an atomic symbol in ¢. Let (X) be a modal diamond operator.

Paste(v, ¥, p)=p if y #p

Paste(v, ¥, V) =v A Y

Paste(v, ¥, ~¢) = —¢

Paste(v, ¥, ¢ A x) = Paste(v, ¥, ) A Paste(v, ¥, x)

Paste(v, ¥, (X)¢) = (X)Paste(v, ¥, ¢)
As an example, Paste(Op,r A —q,r A (i)(r A =q)) = Paste(Op,r A —q,1) A Paste(Op,r A —q, (i)(r A =q)) = 1T A
(i)Paste(Op,r A—q, (r A—q) =1 A{i)(Op AT A Q).
Before commenting on this definition, we formulate a lemma.
Lemma 9 (Pasting Lemma). Suppose we have a logic with the (D) operator, and for which for every operator, the converse is also
present. Assume Op has no proposition letters in common with ¢ and 6. For any sub-formula occurrence v < ¢ we have

If - Paste(Op, ¥, ) —> 6 then ¢ — 6

Proof. See [11, p. 37], where the only operators used indeed have a converse. 0O
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(Cs)(C)(p A[D]=p AT) = Niec (E)(i)(p A[D]=p AT) Intersects, Intersecty
2 Nijeclt® (pA[D]—m/\r)»/\,EC Y(p A[D]=p AT) Lemma 8.1
3(pA [D]—'P AT) = ((p AT) A[D]=(p AT)) Nec, K,==p — —=(p A Q)
4 (C)(C)(p AIDI=p AT) = Nicc ()P AT) AIDI=(p AT)) 1,2, 3, ML
5 (*)((p AD) A [DI=(p AT)) = (D)((p AT) A[D]=(P AT)) Stricts
6 (D)((p AT) AIDI=(Pp AT)) = Niec (i) (P AT) = (C)(p AT) Intersect;
7 (CNHC)(p A[D]=p AT) = (C°)(p AT) 4,56
8 (C)((p AT) A[D]=(p AT)) — (C)r ML
9 (C)(C)(p AD]=p AT) = (C¥)r 7,8

Fig. 3. A deductive proof of (1).

A few remarks are in place here. First of all, note that Paste(, -, -) is only defined for atoms, conjunction, negation and
Diamond formulas, and for cases where the sub-formula occurrence v is exactly ¢. Also note, that in the latter case,
the Pasting Lemma is just the D-rule. For Diamond formulas of the form (X)¢, the lemma basically lets one assume
(X)(v A @), which has the role of ‘assume there is an accessible state in which ¢ holds, and assume p is only true
there’. This is like giving a temporary name for that state. If we can derive a ‘p-free’ # from that assumption, then 6
was derivable from (X)¢ already.

Now we can also explain why the definition of Paste(v, ¥, —¢) should not enter a recursive call: suppose we would
have defined a function Paste*(-,-,-) and define Paste*(v, v, ~¢) = —Paste*(v, ¥, ¢). Then one easily shows that
Paste*(Op, q, [X]q), or, equivalently Paste*(Op, q, —(X)—q) would be equal to [X](Op Aq) (where (X) is some Diamond
operator). But the latter says: Suppose that all X-successors satisfy q and that they all have the same unique name p.
From that, it would of course follow that there can be at most one such a successor, in other words, we have +
Paste*(0p, q, [X]1q) — ({(X)r — [X]r), but we do not have + (X)r — [X]r, i.e., the Pasting Lemma would not hold for
this Paste*(-, -, ).

Finally note, that the Pasting Lemma only lets us replace one occurrence of i by v: this is also sensible, since without
this constraint we would obtain Paste*(Op, g, (X)(@AT) A(X)(@AS)) =(X)(Op AqAT)A{X)(Op AqAs), and this again,
would identify two successor states (by saying they have the same unique name): we have  Paste*(0p, q, (X)(@AT) A
(X)(@AS)) — (X)(sAr), and would the Pasting Lemma hold for Paste*(-, -, -), we would conclude - ({(X)(g A1) A (X)(g A
s) — (X)(r A's), which is obviously undesirable.

Note that in our logic McGL every operator has a converse (D is its own converse). In other words, we can apply the
pasting lemma. To do this in order to prove F (C5)(C)r — (C5%)r, fix the following parameters in the pasting lemma:

Op=0p
y=r

@ =(C)C)r
9= (CHr

According to the lemma, in order to prove + (C5)(C)r — (C%)r, it is sufficient to prove
- Paste(Op, 1, (C*){C)r) — (C*)r)
Using the definition of Paste(-, -, -) and of Op, this boils down to proving
F{(C*)(C)(p A[DI=p AT) = (C*)r (1)

A proof is given in Fig. 3.
(4) It is a general modal principle that O(p — q) — (¢p — <q), so it suffices to prove that - A(p — q¢) — O(p — q).

1 -0(p—q — <(pA—q) ML
2 O(pA—q) —> ((pA—q) VvV (D)(pA—q)) D,
3 ((pA—=q) Vv (D)(pA—q)—>E~(p—q) Taut, DefE
4 E-(p—>q——-Ap—q Ap=—E-gp
5Ap—q —0(p—9q) 1-4, Taut

(5) This follows immediately from the definition of MOBJ(C, @) and item 4.
(6) Immediate from the definition of A and the fact that [D] is a normal box operator. O

We now illustrate the formal derivation of some well-known properties of coalitional games.
Let ST(p) denote that p marks a stable set: ST(p) = A(st(p)) where

st(p) := (p — MIMP) A <p — /\ —=MOBJ(C, p)) A <—-p —\/ Mogj(C, p)>

ceC CeC
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la (p — MIMP) Assumption st(p)
1b (p — Acec ~MOBJ(C, p)) Assumption st(p)
1c (=p = Ve MOBJ(C, p)) Assumption st(p)
2 pn A AcenlC*1=pc Assumption MCM
3 MOBJ(C, p) — (C*)(MIMP A p A {C)pc) Definition MOBJ(C, p)
4 MOBJ(C, p) — (C*){C)pc 3, ML
5 MOBJ(C, p) — (C¥)pc 4, Lemma 8.1
6 MOBJ(C, p) > ({C*)pc A [C*1=pc) 2,5
7 ((C%)pc AIC*]=pc) — L ML+ (Op AO-¢p) — L
8 -p—>1 1c, 6, 7
9p 8, Taut

Fig. 4. Deductive proof for Example 6.1.

la A(p — MIMP) Assumption ST(p)
1b A(p — =V cec MOBJ(C, p)) Assumption ST(p)
1c A(=p = \¢cec MOBJ(C, p)) Assumption ST(p)
2a A(q — MIMP) Assumption ST(q)
2b A(q — —V¢ee MOBJ(C, 0)) Assumption ST(q)
2¢ A(~q — \/cec MOBJ(C, @) Assumption ST(q)
3 Alp—>9q Assumption
4 E@@A=p)— (@A—p)V(D)@A—p) DefE
5 (@qA—p) — (\/CgN MOBJ(C, p) A _'ngN MOBJ(C, q)) 1c, 2b
6 (@A—p) = (Vcey MOBI(C,q) A=\ ccny MOBJ(C,q)) 3, 5, Lemma 8.5
7 @A-p)—> L 6, ML
8 (D)(@A—p)— <D>(VCQN MOBJ(C, p) A _'\/CgN MOBJ(C, q)) 1c, 2b, Lemma 8.4
9 (D)(@A—p)— <D>(\/CgN MOBJ(C,q) A — \/CgN MOBJ(C, q)) 3, 8, Lemma 8.5
10 (D)(gA—p)— L 9, ML
11 —E(@A—p) 4,79
12 A(@g— p) 11, DefnA, E

Fig. 5. Deductive proof for Example 6.2.

1 ST(MCM) — (ST(p) — A(MCM — p)) item 1 of this lemma
2 ST(MCM) — (ST(p) - (A(MCM — p) — A(p — MCM))) item 2 of this lemma
3 ST(MCM) — (ST(p) — (A(MCM — p) A A(p — MCM))) 1, 2, Taut, MP
4 A(MCM — p) A A(p — MCM) < A(MCM < p) Lemma 8.6
5 ST(MCM) — (ST(p) — A(MCM < D)) 3,4, ML

Fig. 6. Deductive proof for Example 6.3.

Example 6. The following properties concerning the core and stable sets are now derivable:

(1) The core is a subset of any stable set. In our object language, this is written as:
ST(p) > A(MCM — p)

(2) No stable set is a proper subset of any other. This is represented as:
(ST(p) AST(@) — (A(p > @) > A(@— D))

(3) If the core is a stable set then it is the only stable set. We represent this as:

ST(MCM) — (ST(p) — A(MCM < p))
Proof.

(1) We will show F st(p) - (MCM — p); we then can use Lemma 8.6 to conclude + ST(p) - A(MCM — p). We prove
implications ¢ — ¥ by using assumptions, proving ¥ from the assumption ¢. Note that such assumptions do not state
that Ag is derivable, and hence Nec cannot be applied to them. A proof is given in Fig. 4. In the proof, note that 1a, 1b,
and 1c together directly follow from assumption st(p), and 2 denotes MCM. The goal is to derive p from them.

(2) See Fig. 5. Again, we use assumptions. (Note that A(¢ A ¢) is equivalent to A A Ayr.)

(3) A proof is given in Fig. 6. O
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5. Logical comparisons

In this section we compare the two logics cGL and McGL introduced in Sections 3 and 4 respectively, first to each other
and then to Coalition Logic.

5.1. CGL vs. MCGL

We have introduced two logics, cGL and McGL, both interpreted in coalitional games. We know that the former is very
expressive when it comes to finite games, while the latter can express many interesting properties also of games with
infinitely many outcomes. In this section, we make the relationship between the two logics more precise.

First, observe that, while formulae of both logics express properties of coalitional games, an McGL formula is interpreted
as a property of a given outcome of a game. A ccGL formula, on the other hand, is interpreted as a general property of the
game. Of course the cGL outcome language L, is also interpreted “locally” in a given outcome, but it is not so interesting to
compare L, to the McGL language because the former is not very expressive. However, the main cGL (cooperation) language
L. allows us to refer to particular outcomes in a formula, so a property of a given outcome can be written in cGL as a
property of a game by referring to the outcome in the formula. cGL can express any property of finite games (Theorem 1),
so it must be able to express any property MCGL can express about a particular outcome in such a game. While we already
know that this holds, an actual mapping from the mMcGL language to the cGL language might be of interest. We now provide
such a mapping. Assume that I" is a finite coalitional game. Given an McGL formula ¢ and an outcome w of I, we define a
cGL formula fr (¢, w). The idea is that w has the (McGL) property ¢ in the game I" iff I" has the (cGL) property fr (¢, w).
Let:

e fr(p,w)=_1 (when pe®’),
o fr(pc,w)=(C)w;
o fr(i)e,w) =V yeo@ =i fr(p,o));

o fr(i®)p,w) =\ co@ =iwA—(0>; ')A fr(p,o));
o fr(Cyp,w)=V\, eg(/\,ec(w i®) A frp,o));
o fr{Ce, ) =V yeo(Niec(@' ilCU/\_‘(U) =i ) A frip, w");

o fri{i9g, @)=\ yeo(w=; w’/\fr(%w')):

o fr{i*)p, 0) =V yep@ =i A=(0 =i w) A fr(p, );

o fr{Co,®) =V yeo(Nicc(@ =i 60)/\f1‘(<ﬂ ");

o fr{Ce, )=V yeo(Niec(@ =i @' A=(@ =i @) A fr(p, ®);
o f(mp,w)=—f(p,w),

o fp1 A2, w) = f(p1,w) A f(@2, w).

(i
(C
(CS)
e fr((D)p,w)= \/w’gf)\{a)} fr(p,@');
(
(
(

We will henceforth sometimes use |=c and |=peg to denote the |= relation in cGL and MCGL, respectively, in case
confusion can occur.

Lemma 10. For any finite coalitional game I'", outcome w of I" and McGL formula ¢:
I obEmg e iff I'Egfrie, o)

Proof. The proof is by induction on the structure of ¢. For the first base case, I', @ =gt p iff I, T, @ FEmeg p for every m,
which is never true. It is also not true that I" |=¢ L. For the second base case, I', @ =gt P iff w € V(O) iff I' [=¢q (C)w
Consider the inductive step. I', @ f=pmeg (i)¢ iff there is a «’ such that @’ J; w and I', @' =peg ¢ iff, by the induction
hypothesis, there is a @’ such that (I' =g @' = @ and I' ey fr(@, @) iff T' =g Vyeo (@ =i © A fr(p,@')). The
argument is similar for the other cases. O

As an example, let w be an outcome of a finite coalitional game I", and consider the property “w is in the core of I"'". We
have seen that this property can be expressed in McGL by the formula MCM (p. 68). We leave it to the reader to check that
fr(MCM, w) is equal to the cGL formula CM(w) (p. 59). Furthermore, fr(MCNE, w) is equivalent to CNE, both expressing
the fact that the core of I" is non-empty (note that f;(MCNE, ) does not depend on w).

It is obvious that, for finite games, cGL is strictly more expressive than McGL. For example, truth of a mccL formula is
invariant under “renaming” of outcomes, i.e., changing the names of the outcomes in £2 does not change the truth value of
a formula in that game, but this is not the case for cGL.

Moving on to infinite games, it is no longer the case that cGL is strictly more expressive than McGL.

Proposition 3. There is an McGL formula ¢', such that for any ccL formula ¢ there exist coalitional games I", I'’, both having an
outcome w, such that

I, 0 Emcgl (;0/ and I, ® Fmegl §0/
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but
I'Eg o iff r' Fcgl ¢

Proof. Take
o' = {iYpu

i.e., the property of a given outcome w that there exist a @’ € V({i}) such that @’ J; w. This property is expressible for
finite games by the ccL formula \/ .o ({{i})@" A @' =; w). However, given an arbitrary ccL formula we now construct two
infinite games, one which has the property and one which does not, which are indiscernible by the cGL formula. Note that
in cGL (unlike in McGL), the logical language is parameterised by a set of outcomes, and formulae are interpreted by games
over the same set of outcomes. Thus, we fix a set of outcomes £2, and we assume that £2 is infinite. We assume that £2
contains an outcome w. Let ¢ be a cGL formula over £2. Let &’ # w be an outcome in £2 not mentioned (as a symbol in the
outcome language) in ¢. Such an outcome exists, since there are assumed to be infinitely many outcomes, and only finitely
many can occur in ¢. Let I/ =(N', 2, V', 27,..., 3;,) be a game such that V'({i}) = {&'} (V'(C) arbitrary for other C) and
3 be such that (3; arbitrary for j #1i):

a) w 1 o' (w is strictly better than ' for i),
fo trictly better than o’ f
(b) if @ 3} @” then " = w or w” =’ (for i, other than w’ there are no outcomes less than or equal to ).

Clearly, such a preference relation exists. Observe that I'', @ meg ¢'. We now define I" from I’ by making i indifferent
between w and '. Let I' = (N, £2,V,3J4,...,3p) such that =N, V =V’, gjzg} for j#i and

Ji=3;U{(«', o)}

It must be shown that J; is indeed a preference relation. Reflexivity and completeness are straightforward. For transitivity,
assume that (w1, @2), (w2, w3) €3;; we must show that (w1, ws) €J;. First, consider the case when (w1, w2) = (0, w)
(i.e., the new pair we added to the preference relation). We then have that (w,w3) € J;. Since w # «’, we have that
(w, w3) # (', @) and thus that (w,w3) € 3J;. By (b) we have that either w3 = w, in which case (w1, w3) = (o', w) is in
J; by construction, or w3 = ' in which case (w1, w3) = (', @) is in J; by reflexivity. Second, consider the case when
(w2, w3) = (', w). Then w; J; @'. In the case that wy = w, (w1, w3) = (w, ) and we are done due to reflexivity, so assume
that wq # w. If it were not the case that w; J; ws, then w3 J; w1 by completeness, and thus w J; wq. Since w3 = w #
@', we have that (w3, w1) # (0, w), so (w3, w1) €3;. By (b), w1 = ', but then we have that wy J; w3 by construction,
contradicting the assumption. Finally, consider the case when neither (w1, w;) = (@', w) nor (wy, w3) = (@', w). In this
case, w1 Jj wp and wy I} w3, w1 I} w3 by transitivity of 3}, and thus w; 3J; w3. Thus, J; is transitive, and a preference
relation. Observe that I', @ =peq ¢

It remains to be shown that I' =¢g ¢ iff I'' |=¢g @. First, we show that for any 0’ € 2, I', 0" \=cg ¥ iff I, 0" =g ¥,
for any outcome language sub-formula ¢ of ¢. For the base case ¥ = ", I', 0" |=¢q 0" iff @" = " iff I, 0" |=cq 0"
The inductive step is straightforward. We now show that for every sub-formula ¢ of ¢, we have that I" =g ¥ iff I =g
. For the base case, ¥ = w1 = wy. For j#i we are done immediately, so let j=i. I'' =g ¢ iff w1 3] wy iff, since
(w1, 2) # (o, w) (it was assumed that @’ is not mentioned in ¢ and v is a sub-formula of ¢), w1 J; wy iff I' }=¢g . For
the inductive step, let = (C)y. I'' l=¢g ¥ iff there is an @” € V'(C) such that I'', " |=¢g v iff there is an @” € V(C) such
that I, 0" f=cg ¥ iff I |=¢g . The other cases in the inductive step are straightforward. O

Proposition 3 shows that MCGL can express properties of infinite games which cannot be expressed in cGL. An example
of such a property (used in the proof of the proposition) is that for a given outcome w there exist an ' € V ({i}) such that
o' J; w. Another, related, example is the expression of the property of w being in the core. The ccL formula CM(w) only
expresses this property under the assumption of a finite set of outcomes; the mccL formula MCM is true in an outcome
of a game iff the outcome is in the core, regardless of whether the set of outcomes is finite or not. Of course, MCGL is not
strictly more expressive, since, e.g., CGL (still) can refer to particular outcomes directly.

In addition to the ability to express properties such as core membership and core emptiness of infinite games, McGL
has another main advantage over cGL: succinctness. While MCGL cannot express everything cGL can express, the properties
it can express can often be expressed much more succinctly (even for finite games). Again, consider the expressions of
non-emptiness of the core, CNE and MCNE for cGL and mcGL, respectively. CNE will typically be a much longer expression,
and its size increases quadratically with the number of outcomes in the game while the size of MCNE does not depend on
the number of outcomes at all.

5.2. Coalition logic
As we noted in Section 2.1, it may be rather tempting to believe that the outcomes of coalitional games can be inter-

preted as states, and that the characteristic function can be interpreted as an effectivity function, and that as a consequence
Coalition Logic (cL) [27] could be interpreted directly in coalitional games. In this section, we compare the semantics of cL
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on the one hand and cGL on the other, and show that in fact there is a fundamental difference between the two approaches.
We also do the same for McGL.

We first give a very brief review of some of the concepts of cL. A coalition model for agents N over a set of atomic
propositions @ is a triple M = (S, E, ), where S is a non-empty set of states, 7 : &g — 25 an assignment and E gives a
function of type 2N — 22° for each state s € S. It is required that each E(s) is a playable effectivity function, satisfying the
following conditions:

(i) Yeen® ¢ E(s)(C),
(ii) YeenS € E(s)(0),
(iii) for any X, if S\ X ¢ E(s)(N \ C) then X € E(s)(C) (N-maximality),
(iv) for all X € X' € S and all C, if X € E(s)(C) then X’ € E(s)(C) (outcome monotonicity),
(v) if CyNCy =0, X1 € E(s)(Cq) and X3 € E(s)(C2), then X1 N X3 € E(s)(C1 U Cy) (superadditivity).

Formulae of coalition logic, and their satisfaction in states s of coalition models M, are defined as follows'?:

M,sk=p iff pedgyandsem(p)
M,s=—y iff M,spEy
M,sEy1Vvyy iff M,sEv1or M,skE v,
M,s = (C)y iff ¥M e E@s)(0)

where

yM={(seS: M,sEy)}

A formula ¢ is valid, = g, if it satisfied by every state in every coalition model.

5.2.1. cGLVs. CL

If we take the set of atomic propositions to be @y =2 U{w >; ’: w,w’ € £2,i € N}, then we can read every formula
in £, U L. as a formula of coalition logic. Thus we can interpret £. formulae in both a game I and in a pointed coalition
model (M,s), and a £, formula in both a pointed game (I',w) and in a pointed model (M, s). Coalitional games and
coalition models have many similarities. The former have “outcomes” while the latter have “states”. An interesting question
is: given a coalitional game I", does there exist an equivalent coalition model M with states corresponding to the outcomes
of I, maybe in addition to a designated “initial” state t? Equivalence here means that I" and the pointed coalition model
(M, t) agree on L, formulae and (I, w) and (M, w) agree on L, formulae for any outcome w. We can say that I" and M
then are outcome-equivalent.

In other words, a coalitional game I" and a coalition model M, defined over atomic propositions @g above and having
states £2 U {t}, are outcome-equivalent iff for any ¢ € L., any ¢g € £, and any w € §2, we have both:

() I' =@y iff M, t = @1, and
(b) F,wl:(po iffM,a)l:goo.

A natural question then is: given a game, does there exist an outcome-equivalent coalition model?

The answer, given by the following theorem, is “no”, except for certain very special classes of games. The latter is the
class of games where V (C) = {w} for all coalitions C # N, for some fixed outcome w € £2. To give them a name, we will call
such games limited games, since, first, most games are not of this kind and, second, they are not very interesting. The only
coalition in a limited game which possibly can select an outcome different from the fixed outcome w is the grand coalition.

Theorem 14. No non-limited coalitional game with more than one player has an outcome-equivalent coalition model.

Proof. Let ' = (N, £2,V, J1,..., On) be a coalitional game with more than one player, and assume that M = (S, E, ) with
S =2 U{t} is a coalition model outcome-equivalent to I". We argue, by using the properties (i)-(v) of a playable effectivity
function given above, that I" must be limited. First, observe that for any £, formula ¢ and coalition C # @, I = (C)g iff,
by (a), M,t = (C)g, i.e.

WM eEN(C) & Fpeviol oo 2)

for any ¢ € Ly, CC N, C #0.
Observe that V(C) # @ for any coalition C # . This follows from (ii) and (2): S = TM € E(t)(C), where T is some
tautology in the Lo language (e.g., @'V —®"), s0 3,cv ()", @ = T, which ensures that V(C) is non-empty.

10" pauly [27] uses [C] where we use (C); here we use the latter notation for easier comparison.
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We show that for any coalition C # ¢ and any w € §2
weV() & [w}eE®)(C) 3)

For the direction to the right, assume that w € V(C). I', w = w (note the dual role of @ as both an outcome and a formula),
so wM e E(t)(C) by (2). By (b), M,w Ew, so w € oM. If o' € ™, then M,w' =, I',o' = by (b) and ' = w. Thus,
{w}) = wM € E(t)(C). For the direction to the left, let {w} € E(t)(C). Since, again, ®™ = {w}, by (2) there is a ' € V(C) such
that I', ' = w. This is only the case when w = w’ € V(C).

For any non-empty disjoint coalitions C; and C»:

(wieV(@)and wy e V(C)) = wi=w (4)
V(C1)=V(C) (5)
V()| =1 (6)

We prove (4)-(6):

(4) Assume otherwise, that w1 € V(Cq) and w; € V(C2) and wq # wy. By (3), {w1} € E(t)(C1) and {wy} € E(t)(C,), and by
superadditivity it must be the case that ¢ = {w1} N {w2} € E(t)(C1 U C3), but this contradicts (i). Thus, (4) must hold.

(5) Assume that w € V(Cy); we show that w € V(Cy). Since V(C,) is non-empty, let o’ € V(C2). By (4), ' = w. Thus
w € V(Cy). By a symmetric argument, w € V (C,) implies that w € V(Cq).

(6) Since V(Cq) is non-empty, there is an w; € V(Cy). If wy € V(Cy), then wy € V(Cy) by (5) and w = w, by (4). Thus,
V(C1) ={w1}.

Let a,b € N such that a # b (existence is ensured by the assumption of more than one player). By (5) and (6) there is an
w1 such that V({a}) = V({b}) = {w1}. For any d € N such that d #a and d # b, {a} and {d} are disjoint and we again get
that V({d}) = V({a}) = {w1}. Thus, V({d}) = {w1} for any d € N. Let C C N be a coalition different from the grand coalition.
There is a d € N such that C and {d} are disjoint, so by (5) V(C) = V({d}) = {w1}, which shows that I" is limited. O

Thus, in general, a coalitional game is not simply a coalition model with outcomes as states. Even though the language
of Coalition Logic is similar to the language of ccL, it follows from Theorem 14 that we cannot use the semantic rules of
Coalition Logic directly to say whether a formula is true or not in a coalitional game. The main reason is that a difference
between outcomes in coalitional games and states in coalition models is that an outcome is local to the coalition which
chooses it, while states are global. As a consequence, while it is perfectly possible in a coalitional game that both a coalition
C can choose outcome w (w € V(C)) and a coalition C’, C' and C disjoint, can choose outcome «’ (@’ € V(C")) when o’ # w,
it is not possible in a coalition model that both C is effective for {w} and C’ is effective for {w'}. The proof of Theorem 14
shows that in general there is no playable effectivity function corresponding, in the sense of (3), to a characteristic function.

When it comes to logical properties of the two logics, in the form of valid formulae, it is straightforward to see that the
logics differ. To compare validities, we must take the set of atomic propositions @ for cL as defined above, and it is the
formulae in £, which are relevant since they are formulae of both logics (£, are formulae of cL in this case, but not of cGL).

Theorem 15. There are formulae ¢, y € L. such that (here we use subscripts on the satisfiability relations with the obvious meaning):

(1) =a ¢ but =caL @,
(2) EcoL ¥ but e .

Proof. Let C1 NCy =@ and w1 # w; € 2. Take ¢ = ((C1)w1 A (C2)wy) — (w1 A wy). This formula (superadditivity) is valid in
CL, but not in cGL. To see the latter, observe that in fact —=(C)(w1 A w>) is valid in cGL for any C when w1 # w, (and there are
obviously games where the antecedent of ¢ holds). This immediately gives us the second claim: take ¥ = —(C)(w1 A wy).
¥ is not valid in cL. Another example is to take ¢ = (C1)w — (C2)w, where C; C C; (coalition monotonicity). O

In other words, the axiomatisation of cGL is indeed different from that of cL.

5.2.2. MCGLVs. CL

The languages of cL and mcGL are similar, too. Under the surface of the syntactic similarities, however, is a bigger
conceptual difference than between cL and cGL. In the two latter logics, the meaning of an expression of the form (C)¢g is
related to what the coalition C can achieve or make come about. The intended meaning of (C)¢ in mMcGL is fundamentally
different: it means that C prefers ¢. One could nevertheless ask whether a coalition model could “emulate” a coalition
model under this interpretation, and we now discuss that question.

The language of cL can be seen as a subset of the mcGL language. To compare the two types of models we need the
same language. Thus, we fix the set of agents N, and we consider the restricted McGL language £~ defined by the following
grammar: ¢ = pc | {C)¢ | =¢ | ¢1 A @2, C € C. By taking &9 = {pc: C€C} in cL and ®' =@ in McGL, L~ is the same as
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the language of cL when the latter is restricted such that expressions of the form (@) are not allowed. In a sense, L~ is
the least common denominator between the two respective languages.

We thus say that a coalitional game I" and a coalition model M are equivalent if they are defined over the same set N
of agents, @9 ={pc: CeC}, ®' =0, S= 2, and for every ¢ € L™,

owkEe iff MolEge

for every w € £2.

The following Theorem 16 shows, in a similar way to Theorem 14, that except for very trivial games, McGL properties of
coalitional games do not correspond to cL properties of coalition models.

Two coalitional games I, I; are logically equivalent (w.r.t. £7) if they have the same set of agents and the same set of
outcomes §2 and it is the case that for any formula p € L7, I, 0 = ¢ iff [, 0 = .

Theorem 16. If a coalitional game I' is equivalent to a coalition model M, then I' is logically equivalent to a game I"’ in which all
agents have the same preference relation.

Proof. Assume that I",w = ¢ iff M,w = ¢, for any @ and ¢ € L~. Let @ be an outcome. Let C’ € C, and let C C C'.
Playable effectivity functions are coalition-monotone: we have that E(w)(C) € E(w)(C’) ([27], Lemma 3.1). This means that
M, w = (C)p — (C')e, and thus that I', w = (C)p — (C')¢, for any g. It is easy to see that I, w = (C")¢ — (C)¢p for any ¢,
from the semantics of mcGL. Thus, we have that

IowkE(Ce iff TokE=(Che (7)

for any w, any ¢, and any C C C'.

Let I’ be like I, except that 3} =3 for every i € N (all agents have the same preferences). We argue that /" and I’
are logically equivalent w.r.t. £7. This can be shown by structural induction over ¢: the pc, —, A cases are straightforward,
so it suffices to show that

ok Oy iff I okE(Cy

for any C and w and ¢ under the induction hypothesis. I', w = (C)y iff, by (7), I', w = (N) iff, again by (7), I', w = {({1}) ¥
iff there is a @’ € £2 such that «’ 3y w and I', ' = . By the induction hypothesis and the facts that o’ 31 w iff ' 3} @
for any i and QQ:Q} for any i, j, this holds iff I"’, w = (C)v. Thus, I" is logically equivalent to I'’. O

Again, it is easy to see that the two logics differ on the level of validities (in the language £7).
Theorem 17. There are formulae ¢, € L~ such that (here we use subscripts on the satisfiability relations with the obvious meaning):

(1) Ec ¢ but FEuceL ¢,
(2) EmceL ¥ but e .

Proof. Let C C C'. Take ¢ = (C')y — (C)y for some arbitrary y. It is easy to see that v is valid in mccL (if everyone in C’
prefers ¢ then everyone in C prefers ¢ ) but not in cL (a coalition can typically achieve more than its proper subsets). Take
¢ to be the converse; ¢ = (C)y — (C’)y. ¢ is valid in cL (coalition monotonicity), but it is easy to see that it is not valid
in MCGL. O

6. Discussion and future work

In summary, we have introduced two different logics for representing and reasoning about coalitional games without
transferable payoffs. We presented Coalitional Game Logic (cGL), gave a complete axiomatisation for it, showed it was
expressively complete with respect to finite coalitional games, showed that the satisfiability problem was NpP-complete, gave
a decision procedure for the logic, showed how the logic could be used to capture a range of solution concepts for finite
coalitional games, and finally, showed formally why the logic was fundamentally different to existing cooperation logics.
We presented Modal Coalitional Game Logic (McGL), used it to characterise solution concepts for general (not necessarily
finite) coalitional games, and gave a complete axiomatisation of it. cGL is formally more expressive than mcGL, but can only
be used to express properties such as non-emptiness of the core for games with finitely many outcomes. McGL can on the
other hand express such properties also of games with infinitely many outcomes, and in addition more succinctly.

Logics for reasoning about properties of coalitions in general and cooperation between agents in particular have received
much attention lately, the most prominent frameworks being Pauly’s Coalition Logic (cL) and Alur, Henzinger and Kupfer-
man’s ATL. By using standard tools and techniques developed in Al and computer science, we can employ such logics for,
e.g., model checking, automated theorem proving and automated synthesis of models. The key construct of cL/ATL is of the
form (C)g, where C is a coalition, with the intended meaning that C can achieve ¢. Syntactically, such logics resemble cGL
in particular, and so it is natural to ask whether we could just use CL/ATL to represent properties of coalitional games. What
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are the practical differences between the logics we have developed in this paper and cL—what, if anything, can be done
with the former that cannot be done with the latter? For example, can we express properties such as non-emptiness of the
core in cL? Let us give some answers. The results of Section 5.2 imply that we cannot directly use cL/ATL for this purpose
and, more importantly, that cL/ATL and cGL are fundamentally different logics, with quite different validities. In contrast, cGL
can be directly and transparently used for this purpose, since it is interpreted over coalitional games. We showed that, McGL,
too, is fundamentally different from cL/ATL.

In future work, the computational complexity of mcGL should be studied. In our complexity analysis for cGL we assumed
an explicit representation for games. In some circumstances this assumption might not be practical, and more succinct
representations of games must be used. Several succinct representations of coalitional games have been studied in the
literature [8,9,20], and in future work the complexity of model checking against such representations should be studied.
This is particularly relevant for games with an infinite set of outcomes, which obviously must be finitely represented. One
particular class of games that have an infinite set of outcomes when modelled as games without transferable utilities is of
course the class of games with transferable utilities. Model checking cGL and mcGL directly against succinct representations
of TU games (such as marginal contribution nets [20]) is one particularly interesting possibility. Also very interesting for
future work is to find restricted classes of games that are tractable with respect to satisfiability checking (for both ccL and
MCGL).

It would also be interesting to consider the logical characterisation of other solution concepts for coalitional games [24].
The Shapley value, in particular, would be interesting to analyse. A key issue would be how to capture the additivity axiom
of the Shapley value, since this seems to require quantifying over games. Perhaps the obvious line of attack would be to
consider NTU versions of the Shapley value—several have been proposed in the literature.
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