Ontheuseof logic in negotiatiort

MichaelWooldridge and SimonParsons

Departmenbf ComputerScience
University of Liverpool,LiverpoolL69 7ZF
UnitedKingdom

{mj . wool dri dge,

Abstract

This paperconsidersthe use of logic-basedanguagegor multi-

agentnegotiation. We begin by motivating the use of suchlan-
guagesandintroducingaformal modelof logic-basedegotiation.
Using this model, we definetwo importantcomputationalprob-
lems: the succesgproblem(given a particularnegotiation history,

hasagreemenbeenreached?)and the guaranteeduccesgrob-
lem (doesa particular negotiation protocol guaranteehat agree-
mentwill bereached?We thenconsidera seriesof progressiely

morecomple neggotiationlanguagesandconsiderthe compleity

of usingthesdanguagesWe concludewith adiscussioronrelated
work andissuedor thefuture.

1 Introduction

Negotiation haslong beenrecognisedasa centraltopic in multi-
agentsystemq7, 4]. Much of this interesthasarisenthroughthe
possibility of automatedradingsettings,in which softwareagents
bamgainfor goodsandserviceson behalfof someend-usef5].

Oneobstaclecurrentlypreventingthevision of agentdor elec-
tronic commercefrom being realisedis the lack of standardised
agentcommunicatiorlanguagesnd protocolsto supportnegotia-
tion. To thisend,severalinitiativeshave begun,with thegoalof de-
velopingsuchlanguagesindprotocols.Mostactvity in thisareais
currentlyfocusedontheFiPA initiative [2]. The FIPA communityis
developingarangeof agent-relatedgtandardsof which thecentre-
pieceis anagentcommunicatiorlanguageknowvn as“AcL”. This
languagencludesa numberof performatvesexplicitly intendedo
supportnegotiation[2, pp17-18].

Our aim in this paperis to considerthe useof languagedike
FIPA's ACL for negotiation. In particular we focuson the useof
logical languagedor negotiation. The useof logic for negotiation
is not an arbitrary choice. For example,logic hasproved to be
powerful tool with which to studythe expressie power andcom-
putationalcompleity of database@uerylanguagesWe believe it
will have similar benefitsfor the analysisof negotiationlanguages.

We considettwo distinctaspect®f logicalnegotiationlanguages:

e Adequacy Which neggotiationlanguagesre appropriatefor
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which applicationdomains?s a givenlanguagesuficiently
expressve for a particulardomain?

e Simplicity Is achosemegotiationlanguagdikely to beus-
ablein practice?

Of coursethereis atradeof betweeradequag andsimplicity: the
morepowerful alanguages, thelesstractableit becomes.

In the following section we introducea generafformal frame-
work for logic-basechegotiation. In particular we definethe con-
ceptof a nggotiation history, andconsidervariouspossibledefini-
tions of whatit meandor negotiationto succeedn sucha history:
we refer to this asthe succesgroblem. In section4, we define
protocolsfor negotiation,andconsiderthe problemof whena par
ticularprotocolguaranteethatagreemenbetweemegotiationpar
ticipantswill bereachedwe referto this astheguaranteedsuccess
problem. In section5, we considerthreeprogressiely morecom-
plex languagegor negotiation. We begin with propositionalogic,
andshaw that,for thislanguagethe guaranteeguccesgroblemis
in the secondtier of the polynomial hierarchy(it is II5-complete,
andhenceunlikely to betractableevenif we weregivenanoracle
for NP-completeproblems) We theninvestigatehow the complex-
ity of the problemvaries,dependingon the choiceof negotiation
languageandthe propertiesof the protocol.

We then presentwo further negotiationlanguageswhich are
more suitedto electroniccommerceapplications;the secondof
theseis in fact closely basedon the negotiation primitives pro-
vided in the FIPA agentcommunicationstandard[2]. We shav
thatthesuccesproblemfor thesdanguagess provablyintractable
(they have doubleexponentialtime lower bounds). We conclude
by briefly discussingelatedwork andissuedor futurework.

2 Preliminaries

We begin by assuminganon-emptysetAg = {1, ..., n} of agents
Theseagentsaretheneggotiationparticipantsandit is assumedhey
arenegotiatingover afinite setQ = {w,w’, ...} of outcomesFor
now, we will not be concernedvith the questionof exactly what
outcomesare, or whetherthey have ary internal structure— just
think of outcomesaspossiblestatesof affairs.

Eachagenti € Agis assumedo have preferencesvith respect
to outcomesgivenby a partialpre-order=; C Q x Q. Following
convention,we write w =i w’ to mean(w,w’) € >=i.

Negotiationproceedsn aseriesof roundswhereateachround,
every agentputs forward a proposal. A proposalis a setof out-
comesthatis, asubsebf Q2. Theintuition is thatin puttingforward
sucha proposalanagentis assertinghatary of theseoutcomess
acceptable.



In practice thenumberof possibleoutcomeswill beprohibitively
large. To seethis, consideithatin adomainwhereagentsaarenego-
tiating over n attributes,eachof which may take one of mvalues,
therewill bem" possibleoutcomes.This meanst will beimprac-
tical for agentsto negotiateby explicitly enumeratingoutcomesn
theproposalghey male. Insteadwe assumehatagentamale pro-
posalsby putting forward a formula of a logical negotiation lan-
guage — alanguagefor describingdeals. In much of this paper
we will be examiningtheimplicationsof choosingdifferentnego-
tiation languagesandin orderto comparethem, we must make
certaingeneralassumptions. The first is that a negotiation lan-
guagef is associateavith a setwff (L) of well-formedformulae
— syntacticallyacceptableconstructionof £. Next, we assume
that£ reallyis alogicallanguagecontainingtheusualconnectes
of classicallogic: “A” (and),“Vv” (or), “=" (not), “=" (implies),
ands” (iff) [1, p32]. In addition,£ is assumedo have a Tarskian
satishctionrelation“ =", which holdsbetweenoutcomes2 and
membersof wif (£). We write w =2 ¢ to indicatethat outcome
w € Q satisfiesformulay € wif (£). The classicalconnecties
of £ areassumedo have standardsemanticssothat,for example,
wEr pAyiff bothw =r g andw = ¥. If ¢ € wif (L),
thenwe denoteby [¢] . thesetof outcomeshatsatisfyp, thatis,
[ele ={w|w ke ¢}

As we notedabore, negotiationproceedsn a seriesof rounds,
whereat eachround,every agentputsforwarda formulaof £ rep-
resentinghe proposalit is making. A singleroundis thuscharac-
terisedby atuple{p, . . ., ¢n), wherefor eachi € Ag, theformula
i € Wif (L) is agenti’s proposal.Let R be the setof all possible
rounds:

Rzyvﬁ(ﬁ) x -+ x Wif (L)

/

|Ag| times

Weuser, ', ... to standfor memberof R, anddenoteagenti’s
proposain roundr by r(i).

A ngyotiationhistoryis afinite sequencef rounds(ro, r1, . .
LetH = R* bethesetof all possiblenggotiationhistories.We use
h, K, ... to standfor membersf H. If u € IN, thenwe denotethe
u'th roundin history h by h(u). Thush(0) is thefirst roundin h,
h(1) is thesecondandsoon.

Complexity Concepts and Classes

Throughoutthe paper we male useof the terminologyandtools
of compl«ity theory Although we provide a summaryof main
conceptdrom compleity theorythatwe use,we emphasis¢hata
detailedpresentatioris beyond the scopeof this paper We refer
thereadetto [3, 6] for details.We startfrom thecompleity classes
P (of languages/problenthat may be recognised/sobd in deter
ministic polynomialtime),andNP (of languages/problentbatmay
berecognised/sobd in non-deterministigolynomialtime). If C1
and(C, arecompl«ity classesthenwe denoteby Cf2 the classof
languages/problenmtat arein C; assuminghe availability of an
oraclefor languages/problenia C- [6, pp415-417]Thus,for ex-
ample,NP'" denoteghe classof languages/problenthat may be
recognised/sokd in non-deterministipolynomialtime, assuming
the presenceof an oraclefor languages/problemis NP. A lan-
guagethatis completefor NP would thusbe NP-completesvenif
we had“free” answergo NP-completeproblems(suchasproposi-
tionallogic satisfiability). We definethe polynomialhierarchy with
referencdo theseconceptg6, pp423—429]First, define

Thus both ©§ andIIf denotethe classeof languages/problems
that may be recognised/sokd in deterministicpolynomial time.

.,I‘k).

We theninductively definethe remainingtiers of the hierarchy as
follows: o
= NPTU Iy, , = coxf,

Thus ! is simply the classNp, andII} is the classco-NP, while
) = np™ andIlh = conp™.

3 Types of Agreement

Givena particularnegotiationhistory, animportantquestionto ask
is whetheror not agreemenhasbeenreachedwith respecto this

history For mary negotiationscenariosthis problemis far from

trivial: it may well not be obvious to the negotiation participants
thatthey have in factmademutually acceptabl@roposals.

In fact, we can identify several differenttypesof agreement
condition,which maybe usedin differentnegotiationscenarioslt
is assumedhatthenegotiationparticipantswill settleontheagree-
ment condition to be usedbefore the actual ngyotiation process
properbegins. The selectionof an agreementonditionis thusa
meta-ngotiationissue which falls outsidethe scopeof our work.

To understandvhat agreementmeansin our framework, it is
helpful to view a negotiationhistory asa matrix of £-formulae,as
follows.
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In this matrix, ' is the proposaimadeby agenti in roundu € IN.
The simplesttype of agreements where“all dealsarestill valid”
— oncean agenthasmadea proposal thenthis proposalremains
valid throughoutnegotiation. Oneimportantimplication of such
agreemenis thatsinceall previous offers arestill valid, it makes
no sensdor agentsto make morerestrictve proposaldaterin ne-
gotiation: we emphasis¢hatour formal approactdoesnotdepend
onthis assumption— othertypesof agreemenarepossible aswe
demonstratéelow.

In this case determiningwhetheragreemenhasbeenreached
meandinding atleastoneoutcomew € Q2 suchthatevery agenti
hasmadea proposals® wherew =, /. In otherwords,agree-
mentwill have beenreachedf every agenti hasmadea proposal
@i suchthat[pi* ]z N- - -Npr]c # 0. Thiswill bethecasef the
formulagi® A --- A pp" is satisfiable Givenahistoryh, expressed
asamatrix asabove, agreemenhasbeenreachedff thefollowing
formulais satisfiable:

Al V ¢ )

ieAg \uye{o,....k}

Givenahistoryh € H, we denotethe formula (1) for h by pn. We
refer to the problemof determiningwhetheragreemenhasbeen
reachedn somehistory h asthesuccesgroblem

Notethatthesuccesgroblemcanclearlybereducedo the sat-
isfiability problemfor the negotiationlanguageusingonly polyno-
mial time. Thetypesof agreementve considelin this paperareall
variantsof satisfiability However, it is importantto understandhat
(1) is by nomeanghe only type of agreementhatwe candefine.

A differenttypeof agreemenis whereprior negotiationhistory
is disrggarded:the only proposalghat matterarethe mostrecent.
Agreemenwill bereachedn sucha historyiff the conjunctionof
proposalsnadeon thefinal roundof negotiationis satisfiable The
succesgonditionis thus:

N el )
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A third possibledefinition of agreements that agentsmustcon-
verge on “equivalent” proposals:wherethe proposalsnadeagree
on all particulars. Suchagreements capturedby the following
condition.

N L ®)

4 Protocols

Multi-agentinteractionsdo not generallytake placein a vacuum:
they aregovernedby protocolsthatdefinethe “rules of encounter”
[7]. Putsimply, a protocolspecifieshe proposalghat eachagent
is allowedto make, asa function of prior negotiationhistory. For-
mally, a protocolr is a functionw : H — p(R) from histories
to setsof possiblerounds. One importantrequirementof proto-
colsis thatthe numberof roundsthey allow on ary given history
should be at most polynomialin the size of the negotiation sce-
nario. The intuition behindthis requirements that otherwise,a
protocolcouldallow anexponentialnumberof rounds— sincean
exponentiainumberof roundscouldnotbeenumerateéh practice,
suchprotocolscouldnever beimplementedn ary realisticdomain.
Wewill sayahistoryis compatiblewith aprotocolif therounds
at eachstepin the history arepermittedby the protocol. Formally,
history h is compatiblewith  if thefollowing conditionshold:

1. h(0) € w(e) (wheree is theemptyhistory);and
2. h(u) € ©((h(0),...,h(u—1)))for1 <u< |h|.

Now, what happensf w(h) = 07 In this case,protocol = says
thatthereareno allowablerounds,andwe saythatnegotiationhas
ended The endof neggotiationdoesnotimply thatthe processhas
succeededyut rathersimply thatthe protocolwill not permitit to
continuefurther

Notice that negotiationhistoriescanin principle be unrealisti-
cally long. To seethis, supposehatthe setQ) of outcomess finite.
Thenevery agenthas2'®?! possibleproposalsmeaningthat even
if anagentnever makesthe sameproposaltwice, negotiationhis-
toriescanbe exponentiallylong. We sayprotocolr is efficient if
it guaranteethatnegotiationwill endwith a historywhoselength
is polynomialin the sizeof Q2 andAg. Efficiency seemsareason-
able requiremenffor protocols,as exponentiallylong negotiation
historiescould never be practical.

Whenwe createan agentinteractionprotocol, we attemptto
engineerthe protocolsothatit hascertaindesirablepropertieq7,
pp20—-22].Exampleof suchpropertiesnclude:

e Social efficiency by which we meanthat ary outcomeis
guaranteedo be Paretooptimal.

e Stability. by whichwe meamegotiationparticipantdhave no
incentie to diverge from the protocol.

e Simplicity by which we meanthat agentsdo not have to
work hardto determinethe beststrateyy.

In this paperwe will be concernedvith justonepropertyof proto-
cols: whetheror notthey guaranteesuccessWewill sayaprotocol
 guaranteesucces# every nggotiationhistorycompatiblewith 7
endswith agreemenbeingreached.Protocolsthatguaranteesuc-
cessaredesirablefor obvious reasonsBut considerthe natureof
this problem. In general,a protocolallows brancing during the
negotiationprocessThis branchingarisesbecausaegotiationpar
ticipantsareallowedto make a numberof proposalsat eachround.
It is easyto seethatthe numberof negotiationhistoriesof lengthl

compatiblewith anegotiationprotocolwith branchingfactorb will

beb', thatis, exponentialin the lengthof the protocol. Thusdeter
miningwhetheror notaprotocolguaranteesuccessill intuitively

involve solving an exponentialnumberof individual succesgrob-
lems, which are themseles logical satisfiability problems. This
suggestghatthe guaranteeguccesproblemis likely to be com-
putationallyhard;in the next section whenwe considersomecon-
cretenegotiationlanguagesye will seejust haw hardit actually
is.

Before proceedinghowever, we needto saysomethingabout
how protocolsarerepresentedr encoded(Thisis atechnicaimat-
terthatisimportantwhenwe cometo consideisomedecisionprob-
lemslaterin the paper) We will assumehat (efficient) protocols
arerepresentedsatwo-tapeTuringmachineithemachingakesas
input a representatiof prior negotiationhistory on its first tape,
andwrites asoutputthe setof possiblesubsequentoundson the
secondtape. We will further assumehat the Turing machinere-
quirestime polynomialin thesizeof |Ag x | in orderto carryout
this computation.

5 Example Negotiation Languages

In this section,we presenia seriesof progressiely morecomple

negotiationlanguagesndprotocols. We begin with propositional
logic. Althoughthis logic is not appropriatefor mary negotiation
domains,it is a useful startingpoint for our analysis,andthe re-

sultswe establistfor propositionalogic canberegardedas“lower
bounds”for other moreexpressve negotiationlanguages.

Example 1: Classical Propositional Logic.

For the first example,we will assumehat agentsare negotiating
over a domainthatmay be characteriseéh termsof a finite setof
attributes,eachof which may be eithertrue (T) or false(L). An
outcomeis thus an assignmendf true or falseto every attribute.
Theproposalgossiblen thiskind of languagereexactly thekind
of outcomegypically consideredn decisiontheory For example,
in theclassic'oil wildcatter” problem,agentamightbeinvolvedin
anegotiationaboutwhich of two oil fieldsto drill in, andproposals
mightbe of theform:

e drillFielda A —drillFields
o —drillFielda A drillFields

Theobviouslanguagewith which to expressthe propertiesof such
domainsis classicalpropositionallogic, which we will call £o.
The setwff (Ly) containsformulae constructedrom a finite set
of propositionsymbols® = {p, q,r, ...} combinedinto formulae
usingtheclassicalconnecties“~" (not),“A” (and),“v” (or), and
soon. It is easyto seethatthesuccesgroblemfor £, historieswill
be NP-complete.More interestingis the factthatwe canestablish
thecompleity of theguaranteeduccesproblemfor Lo.

Theorem 1 (From [9].) Theguaranteedsuccesgproblemfor effi-
cient L, protocolsis I15-complete

NotethatTI}-completeproblemsaregenerallyreckonedto beworse
than,say co-NP-completeor NP-completeproblems althoughthe

precisestatusof suchproblemsin the relationto theseclassess

not currentlyknown for sure[3]. Theoreml shouldthereforebe

regardedasanextremelynegative result.

An obvious questionto askis whetherthe compleity of the
guaranteesguccesproblemcanbe reducedin someway. There
are two main factorsthat lead to the overall compleity of the
problem: the compleity of the underlyingnegotiation language,
andthe “branchingfactor” of the protocol. It is possibleto prove
thatif we chosea negotiationlanguagenvhosesatisfiability prob-
lemwasin P, thenthe compleity of the correspondinguaranteed



succesproblemwould bereducedonelevel in the polynomialhi-
erarchy To male this concrete et us considerthe subsetCHC of
Lo in which formulae are restrictedto be conjunctionsof Horn
clauses A clauseis saidto beHorniif it containsat mostonepos-
itive (unngyated)literal. It is well known thatthereis a determin-
istic polynomialtime algorithmfor determiningthe satisfiabilityof
L€ [6, pp78-79].We canprove thefollowing.

Theorem 2 Theguaranteedsuccesgroblemfor efiicient£§© pro-
tocolsis I} -complete

Proof: We needto prove that: (i) the problemis in I1¥, and(ii) the
problemis TI® hard. To establishmembershimf II7, we definea
® Turing machineM that acceptsefiicient £5€ protocolswhich
guaranteesuccessandrejectsall others. The inputto M will be
an efficient £} protocol«. The machineM runs the following
algorithm:

1. universallyselectall historiesh compatiblewith 7;
2. acceptf ¢n is satisfiableptherwisereject.

Noticethatthesecondtepcanbedonein deterministigpolynomial
time. Sincethealgorithmrequiresa single,universalalternationjt
is aII} algorithm.

To shaw thattheproblemis IT} -hard,we shav how the problem
of decidingvalidity of Lo formulaecanbereducedo determining
whetheror not an efficient £ protocolguaranteesuccess The
inputto the propositionalvalidity problemis a formula ¢, andwe
canassumevithoutlossof generalitythatyp is in Conjunctive Nor-
mal Form (CNF). A cNF formulahastheform

CiA---ACn

whereeachC, (1 < n < m) is adisjunctionof literals. Theideais
to createa protocolr sothat:

e thereis anagentcorrespondingo eachclauseCy;
e thereis asingleagentfor the setof atomicpropositionsd.
The protocolthenworks asfollows:

e anagenftcorrespondingo aclauseCn = |1 V- - - VI, proposes
eachof its literalsit turn,andproposes " thereafter;

e the agentcorrespondingo the set of atomic propositions
takesasingledifferentpropositionp € ® oneachround,and
onthis roundis allowedto make two proposalsp = 1 and
-p = L. Whentheset® is exhaustedthe agentproposes
1.

(Noticethatthe proposalamadearein £5°.) Theprotocolensures
thatnegotiationendswhenboththe clauseagentsandthe & agent
canmale no morenon-L proposals.

To seehaw thereductionworks, consideraninputformula

e=(pVa)A(pV-a)
—— N——
Ci Co

thatwe wish to testfor validity. Thenthe protocolthatwe create
from this formulaallows the following negotiationhistories:

agentfor Cy: p q
agentfor C,: p -q
dagent: {p=> 1,-p=1} {g= 1,-q= 1}

Therewill clearly be four historiesof this protocol, eachhistory
correspondindo onepossiblevaluationthat could be givento the
primitive propositions®. The protocolwill clearly guaranteesuc-
cesgustin casetheinputformulais valid. o

Protocol
Language Non-deterministic Deterministic
Lo IT;-complete NP-complete
L4 1) -complete P

Table1: The compleity of the guaranteedsuccesgroblemfor
deterministicand non-deterministicprotocols, using variants of
propositionalogic.

With respecto the branchingfactor of the protocol, supposewe
have a deterministicCo protocolm — onein which |x(h)| < 1
for all h € H. Sucha protocolis guaranteedo producea single
negotiationhistory This allows usto easilyestablistthe following
resultfor deterministicCo protocols.

Theorem 3 The guaranteedsuccessproblemfor efficient deter
ministic Lo protocolsis NP-complete

Similarly, we canestablistthe following for £5€.

Theorem 4 The guaranteedsuccesproblemfor efficient deter
ministic L5 protocolsis in p.

Table1 summarise®ur compleity resultsfor protocolsbasedon
propositionalogic. We remarkthatdeterminisiris afartoorestric-
tive propertyto requireof realisticprotocols.

Beforeleaving this section,we presenta simple exampleof a
protocolthatguaranteesucces$or agentegotiatingusinga sub-
setof propositionallogic. We referto the subsetof propositional
logic in questionasLj. Formulaeof £ areconstrainedo take the
form

lo A~ Alm

whereeachl,, is a literal, thatis, eitheran elementof ® or the
negationof anelementof ®. If ¢ € wif(Lg), thenwe denotethe
setof literalsin ¢ by lit (¢).

Giventwo formulaey andiy), we saythatyp is aconcessiomvith
respectto ¢ if ¢ is “less constraining”thanv, i.e., if [1]cs C
[¢lc; . 1t shouldbe easyto seethat by this definition, ¢ is less

constraininghan if ¢ is a subformulaof 1) andlit () C lit(y).
So, for example,p A —q representsa concessiorwith respectto
p A =g A —r, whichin turnrepresents concessionvith respecto
PA-QA-TrAS

We now turnto the protocolin question.The protocolis simply
the monotonicconcessiomprotocolof RosenscheiandZlotkin [7,
pp40—41],recastinto our logical framevork. This protocolis de-
fined by thefollowing two rules:

1. onthefirst round,every agentis allowedto proposeary for-
mulaof Lg;

2. onroundu (u > 0), oneagenti € Ag mustmake a proposal
o suchthatg' representaconcessionvith respecto ¢! *;
every otheragentputsforward the sameproposalthatit put
forwardonroundu — 1.

It is notdifficult to prove thefollowing.
Theorem 5 Themonotoniaconcessioprotocolfor £ guarantees

successMoreover, it guaranteeghat agreementvill bereadedin
O(|Ag x @|) rounds.



Note that when using this protocol, the obvious strategyy for an
agento playin orderto ensureghatnegotiationconcludessquickly
aspossiblanvolvesconcedinditeralsthatclashwith thoseof other
negotiation participants. For example,in a two agentnegotiation
scenario supposehat agentl proposedo A =g andagent2 pro-
posedoAg. Thentheolviousconcessioffior agent to make would
involve proposingp subsequentlyOtherwise successfutermina-
tion would requirea furthernegotiationround.

Example 2: A Language for Electronic Commerce.

Propositionalogic is a simpleandcorvenientlanguageo analyse,
but is unlikely to be usefulfor mary realisticnegotiationdomains.
In this example,we focuson somavhatmorerealistice-commege
scenariosjn which agentsnegotiateto reachagreementvith re-
spectto somefinancialtransaction5]. We presenta negotiation
languagel: for usein suchscenarios.

We begin by definingthe outcomeghatagentsare negotiating
over. Theideais thatagentsaretrying to reachagreemenbn the
valuesof a finite setV = {vi,...,vm} of negotiation issues[8,
ppl181-182]whereeachissuehasa naturalnumbervalue.An out-
comew € Q) for sucha scenariais thusa functionw : V. — IN,
which assignsa naturalnumberto eachissue.

In orderto representhe proposalshat agentsmale in sucha
scenariowe usea subseof first-orderlogic. We begin by giving
someexamplesof formulaein this subset.

o (price = 20) A (warranty = 12)
“the priceis $20andthewarrantyis 12 months”

e (15 < price < 20) A (warranty = 12)
“the price is between$15 and $20 and the warrantyis 12
months”

e Jn- warranty > 12
“the warrantyis longerthan12 months”

Formally, £, is the subsefof first-orderlogic containing: a finite
setV of variables,(with at leastonevariablefor eachnegotiation
issue);asetC of constantspnefor eachnaturalnumberithebinary
additionfunction“+"; the equalityrelation“="; andtheless-than
relation“<”.

Thereis bothgoodnevs andbadnewns aboutl: thegoodnews
is thatit is decidablethebadnews is thatit is provablyintractable.
In fact,we canprove that £; hasa doubleexponentialtime lower
bound. In whatfollows, TA[t(n), a(n)] is usedto denotethe class
of problemsthat may be solved by an alternatingTuring machine
usingat mostt(n) time anda(n) alternationson inputs of length
n[3, p104].

Theorem 6 (From [9].) The succesgroblemfor £, is complete
nK
for Ueso TAI2? 1.

The detailsof the classTA[t(n), a(n)] are perhapsot very impor-
tantfor the purpose®f this example. The crucial point is thatary
algorithmwe careto write thatwill solve the generall; success
problemwill have at leastdoubleexponentialtime compleity. It
follows thatsuchanalgorithmis highly unlikely to be of ary prac-
tical value. With respecto theguaranteeduccesproblemfor L,
we notethatsincethe succesgproblemgivesa lower boundto the
correspondinguaranteeduccesgroblem the £, guaranteeguc-
3

cessproblemwill beatleastJ, . , TA[22" , ] hard.

lllocution Meaning

requedfi,j, ) arequesfromitoj for aproposabasedn ¢
offer(i, j, ¢) aproposalbf ¢ fromi to

accepti,j,p) iacceptproposaky madeby agenf

rejecti, j, @) i rejectsproposabf ¢ madeby agent
withdraw(i,j) i withdraws from negotiationwith j

Table2: lllocutionsfor the negotiationlanguagel,.

Example 3: A Negotiation Meta-language.

The languageusedin the previous exampleis suitablefor stating
deals,andis thus suficient for usein scenariodn which agents
negotiateby just tradingsuchdeals.However, asdiscussedn [8],
the negotiation processs more complex for mary scenariosand
agentsmustengagdn persuasiorio getthe bestdeal. Persuasion
requiresmore sophisticatedlialogues,and, asa result, richer ne-
gotiationlanguagesOnesuchlanguagebasedon the negotiation
primitivesprovidedby theFiPA AcCL [2], andrelatecto [8], includes
theillocutionsshawvn in Table2!. In thistable,p is aformulaof a
languagesuchas £y or £;. In this sensethelanguagewhich in-
cludestheillocutionsis a meta-languge for negotiation— a lan-
guagefor talking aboutproposalsFor therestof this example,we
will consideralanguageCs which consistf exactly thoseillocu-
tionsin Table2, wherey is aformulain L.
Thesallocutionswork asfollows. Therearetwo waysin which
a negotiation canbegin, eitherwhenone agentmakes an offer to
another or whenone makes a requestto another A requests a
semi-instantiatedffer. For example thefollowing illocution

requesti, j, (price =?) A (warranty = 12))

isinterpretedas”If | wanta12 monthwarranty whatis theprice?”.

Proposalsarethentradedin the usualway, with the difference
thatan agentcanreply to a proposalwith areject explicitly say-
ing that a given proposalis unacceptableratherthanwith a new
proposal. Negotiation ceasesvhen one agentacceps an offer or
withdraws from negotiation. Note that this protocolassumeswo
agentsare engagedn the negotiation. (Many-mary negotiations
arehandledn [8] by mary simultaneouswo-way negotiations.)

To furtherillustratethe useof £, considerthefollowing short
negotiation history betweentwo agentsnegotiating over the pur-
chaseof ausedcar:

1. requesta, b, (price < 4000) A (model=?) A (age =7))

2. offer(b, a, (price = 3500) A (model= Escorf A (age = 8))
3. rejec(a, b, (price = 3500) A(model= Escorj A(age = 8))
4. offer(b, a, (price = 3900) A (model= Golf) A (age = 6))
5. offer(a, b, (price = 3200) A (model= Golf) A (age = 6))
6. offer(b, a, (price = 3400) A (model= Golf) A (age = 6))
7. accepfa, b, (price = 3400) A (model= Golf) A (age = 6))

Broadly speakingtheillocutionsin £, aresyntacticsugarfor the
kinds of proposalthatwe have discussedbaove: we canmapthem
into £1 andhenceinto the framework introducedin section2. To
do this we first needto extendthe conditionfor agreementln the
casewherewe have two agentsa andb negyotiating,theagreement
conditionwe useis a combinationof (2) and(3):

1 Note that the languageproposedn [8] alsoincludesillocutions which include
the reasonfor an offer. We omit discussiorof this facility here. We also omit the
timestampfrom theillocutions.



Agenti says Agentj replies

requesti, ], o) offer(], 1, o)

offer(i, j, ¢f') offer(j, i, iju), oraccepfj, i, iju), or
reject], i, ¢i'), or withdraw(j, 1)

rejecti, j, ¢) offer(j, i, ¢}") or withdrawy(j, i)

accepfi, J, <pJ-‘" 1) endof negotiation

withdraw(i, j) endof negyotiation

Table3: Theprotocolr., for £, attheuth stepof thenegotiation.

@ AT YA (e e o (4)

Thusthe agentamustnot only make mutually satisfiablgproposals
on the final round, they mustmake equialent proposals. Given
this, we canprove thefollowing result.

Theorem 7 (From [9].) Theaugmentedguccesgroblemfor £, is
K

completefor |, , TA22 ).

Proof: Theresultfollowsfrom Theorem6 andthefactthatwe can

definea polynomialtime reductionbetweenl, and £ histories,

which preseresthe conditionsof successWe will in factdefine

amappingwhich translategrom L3 illocutionsto £; formulae—

the mappingcanbe easilybe extendedto histories.ThreeL; illo-

cutionscanbere-writtendirectly:

o offer(i, ], ) becomes proposaly;

e accepti, j, p) becomes proposakp which matcheshelast
proposal;

e rejec(i, ], ¢) becomes proposabp.

Thesadllocutionsthenfit preciselyinto theframewvork definedabove,
andsucces®ccursin preciselythe samesituation— when (4) is
satisfiable— oncethe last proposal the onewhich makes(4) sat-
isfiable,is echoedy the secondagent. The remainingtwo illocu-
tionscanbecapturecy:

e requedi, j, ) becomesproposalp in whichsomeattributes
areof theform (valuenin < attribute < valugnax);

e withdraw(i, j) becomes L".

A proposal* L” immediatelymales (4) unsatisfiableandthe ne-
gotiationterminatesgxactly asonewould expectof awithdraw. A
proposalin which someattributesA; areof the form (valuenin <
attribute < valuenaxy) and othersA; have more restrictedvalues
leadsimmediatelyto the satisfiability of (4) if the responsés a
proposaWwhich agreeontheA; andhasary valuefor the A (since
thesewill agreewith the intervals [valunin, valuenay). Sincethe
transformatiorwill clearly belinearin the size of the history, the
resultfollows. o

Thereis also the questionof whethersuccessan be guaranteed
whenneggotiatingin £, andthis, of coursedependsiponthe pro-
tocolused.Table3 givesthe protocolusedin [8]. We will call this
TLo-
Clearly this protocol canleadto negotiationswhich never ter-
minate(sinceit is possiblefor agentso tradethe samepair of un-
acceptableffers for ever). However, it is not unreasonabléo in-
sistthatconditionsareplaceduponthe protocolin orderto ensure
that this doesnot happenand that negotiationseventually termi-
nate. Onesuchconditionis thatagentsmake concessionat each
stage,thatis, that eachoffer madeby an agentis lesspreferable

to thatagentthanary of its predecessors- this is essentiallythe
monotonicconcessiomprotocoldiscusseeasier Underthis condi-
tion, andassuminghatagentswithdrav oncey dropsbelov some
thresholdwe have:

Theorem 8 (From [9].) Protocolr., guaranteessuccess.

Onesimplescenariavhichis capturedy =, is thatin which one
agent,i say rejectsevery offer madeby the other j, until suitable
concessionfiave beengained. Of course,provided that the end-
pointis acceptabldor j, thereis nothingwrongwith this— andif

the concessiorj is looking for aretoo severe,thenj will withdraw

beforemakinganacceptableffer.

6 Discussion

This paperhasidentifiedtwo importantcomputationaproblemsn
the useof logic-basedanguagesor negotiation— the problemof
determiningif agreemenhasbeenreachedn a negotiation, and
the problemof determiningf a particularnegotiationprotocolwill
lead to an agreement.Both theseproblemsare computationally
hard, and the main contritution of this paperwasto shav quite
how hardthey are.In particularthe papershavedthe extentof the
problemsfor somelanguageghat could realistically be usedfor
negotiationsin electroniccommerce. This effort is thus comple-
mentaryto work on definingsuchlanguagesObviousfuturelines
of work areto considerthe impactof theseresultson the design
of negotiationlanguagesndprotocols,andto extendthe work to
cover morecomple languagesin particular we areinterestedn
extendingthe analysisto considerthe useof agumentatiorin ne-
gotiation[8].
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