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Abstract

This paper presents a first-order branching time
temporal logic that is suitable for describing and
reasoning about a wide class of computational
multi-agent systems. The logic is novel in that
it supports reasoning about the beliefs, actions,
goals, abilities and structure of groups of agents.
A sound proof system for the logic is presented,
and some short examples are given, showing
how the logic might be used to specify desirable
properties of multi-agent systems.

1 Introduction

This paper presents a logic that is suitable for
describing and reasoning about multi-agent sys-
tems (MAS). We take a MAS to be one composed
of a number of computational entities built along
the lines of classical Al research, which commu-
nicate through point-to-point message passing.
Our strategy is to construct an abstract formal
theory of MAS, and then build a logic corre-
sponding to this theory [Wooldridge, 1992]. Our
theory of MAS is in the spirit of [Konolige, 1986],
in that it is explicitly architectural — the architec-
tural commitment is, however, slight. The ap-
proach might be contrasted with the “standard”
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possible worlds semantics for models of agency
(e.g., [Cohen and Levesque, 1990]).

The logic we develop is based on a branching
model of time. There are several good reasons
for supposing that branching time temporal log-
ics are appropriate for reasoning about coopera-
tive systems:

1. MAS are inherently reactive (in the Pnuelian
sense [Pnueli, 1986]), and temporal logic has
been shown to be well-suited for reasoning
about such systems;

2. the semantic structures which underly
branching time logics closely resemble game
trees, the extensive representation formal-
ism developed by game theorists for de-
scribing game-like multi-agent interactions
(see, for example, [Ladner and Reif, 1986]);

3. branching time logics have certain inherent
advantages over their linear counterparts,
for example they allow the consideration of
what might happen, rather than just what ac-
tually happens — this allows us to reason
about, for example, the ability and goals of
a group of agents.

This paper is structured as follows. The theory
of MAS is outlined in §2. Theories of coopera-
tive ability and cooperative goals are developed
in §3. The logic QBAL (Quantified Branching
Agent Logic) is developed in §4 and some short
examples of the use of QBAL to specify desirable



properties of MAS are presented in §5. The pa-
per concludes with a brief discussion and review
of related work.

2 Outline of a Theory of MAS

In this section we outline the theory of MAS that
underpins the logic we develop. Space restric-
tions mean we can do no more than give a brief
summary of the theory; proofs and technical def-
initions are omitted. The interested reader is
urged to consult [Wooldridge, 1992] for details.

Agents

The basic components of the theory are agents.
Each agent possesses a set of beliefs, which are
explicitly represented in some internal language
L — this language is assumed to be at least a
first-order logical language with a well defined
domain. Agents reason about their beliefs by
employing deduction rules. This is the model of
belief proposed by Konolige [Konolige, 1986].

Agents are able to perform two kinds of ac-
tion: cognitive (employing computational re-
sources — e.g., a database agent performing a
“retrieve” operation), and communicative (send-
ing messages). The result of performing an ac-
tion is an epistemic input [Gdrdenfors, 1988]. An
epistemic input is a “new piece of evidence”
which an agent may subsequently believe. Epis-
temic inputs have two sources: performing a
cognitive action generates an epistemic input for
the actor; sending a message causes an epistemic
input for the recipient.

A cognitive action a is simply a function from
belief sets to epistemic inputs. Communicative
acts are modeled as the exchange of messages
— we assume that message passing is point-to-
point, and that delivery is guaranteed. In or-
der to “route” messages to the intended recip-
ient, each agent is assigned a unique agent iden-
tifier. A message is a triple (7,j, &), where i is
the sender, j is the recipient agent id, i # j, and
¢ is the content. The content of a message is a
formula of a common communication language,
which we usually take to be either equal to, or
a subset of, the internal language L. The ef-
fect of receiving a message is modeled by giving
each agent an interpretation: an interpretation is

a function from belief sets and messages to epis-
temic inputs. Epistemic inputs are incorporated
into a belief set via an epistemic commitment func-
tion (ECF) — an ECF takes a belief set and set
of epistemic inputs, and returns a new belief set
(which isn’t quite as suggested in [Gédrdenfors,
1988]). Once an agent has processed its epis-
temic inputs, it derives the closure of its beliefs
under its deduction rules.

Actions cannot always be successfully ap-
plied. For this reason, actions are associated
with conditions, the condition dictating when
the action is applicable. A condition/action pair
is a rule. A condition is a formula of the internal
language, and is satisfied if it is believed. Each
agent will possess a set of rules.

Environments

An environment E is just a collection of interact-
ing agents. We make the simplifying assumption
that agents act in synchrony. We define the state,
o, of an environment to be a map from agent ids
to belief sets — thus o(i) gives the belief set of
agent i. The initial state of an environment is that
where each agent has its initial belief set, closed
under its deduction rules.

States change by virtue of each agent perform-
ing a move. A move is a tuple of actions, one of
each type (cognitive and communicative). On
each “cycle” of the system, every agent chooses
a move to perform. A move is legal just in case
each of its components is. The cognitive action
performed by an agent in a move is given by the
selector function action. An agent’s move alone
does not uniquely define the next state of the en-
vironment, as its moves combine with those of
others. A transition, T, is a map from agent ids to
moves — thus 7(i) gives the move of agenti. A
transition is legal just in case each of the moves it
dictates are; the possible transitions of an environ-
ment are the legal transitions available to it. The
set of all messages sent in a transition is given by
the selector function sent.

A world, w, is a pair consisting of a state and
the transition that caused that state. The type for
worlds is World. (In the initial world of an envi-
ronment each agent is considered to have per-
formed a “nil” move.)



QOBAL Frames

We can now define QBAL-frames, the precursors
to model structures of the language QBAL.

Definition 1 A QBAL-frame is a pair (W, R) where:
W O World is a non-empty set of worlds and R 0O
W x W is a binary relation on W.

It is possible to precisely define the conditions
under which a QBAL-frame “models” an envi-
ronment [Wooldridge, 1992]. If a QBAL-frame
is a model of an environment, then we say it is
ordinary. Ordinary QBAL-frames have two im-
portant properties:

* if (W, R) is an ordinary QBAL-frame then R
is total;

* if a transition is possible from some world in
an ordinary frame, then the transition is ac-
tually realized in the frame.

Next we present some utility definitions. Let W
be a non-empty set, and R be a total binary re-
lation on W. A path, g, on W,R is an infinite
sequence (wy : u O N) such that wop O W and
(wy, wy+1) O R, for all u O N. The head of a path
q = (wo, w1, ...), denoted head(q), is the first ele-
ment, wy. A path, g, is w-rooted if, and only if,
head(q) = w. The path obtained from g by omit-
ting the first u elements is denoted g“. The set
of all paths on W, R is denoted paths(W, R). The
paths we have defined are sometimes termed
fullpaths [Emerson and Halpern, 1986].

3 Cooperative Ability and
Cooperative Goals

This section shows how the semantic structures
developed in previous sections can be used to
examine cooperative ability and cooperative goals.

Cooperative Ability

What does it mean for an agent (or group of
agents) to have the ability to achieve a goal? We
say an agent is able to achieve a goal if there is
a plan telling the agent what to do such that if
the agent follows the plan then the goal is guar-
anteed to be achieved. To use this definition, we

must state what we mean by a “plan”, and what
we mean by a goal being “guaranteed”. The Al
planning community generally views a plan as
a partially ordered sequence of actions. Rather
than choose a literal representation, we fix on
abstractions of plans called strategies, a concept
developed by game theorists. A strategy can be
thought of as a strong kind of abstract condi-
tional plan.

Now, what do we mean by “guaranteed”?
Take some world in a QBAL frame, some agent
and some strategy. From that world, a set of fu-
tures emerge, the paths rooted in the world. On
some of these futures, the moves performed by
the agent will correspond to those “suggested”
by the strategy. Call these paths the “futures of
the strategy”. If the goal is achieved in every fu-
ture of the strategy then the goal is a necessary
consequence of following the strategy. This is
what we mean by a strategy guaranteeing a goal.

This definition rests on a rather subtle prop-
erty of QBAL frames, that they contain all the
possible legal ways a system might evolve. This
can be shown formally; it follows from the prop-
erties of ordinary frames described in §2. Note
that this definition of ability can be applied just
as easily to groups of agents.

We model a strategy, s, as a function from be-
lief sets to moves. A strategy is sound for an
agent if, and only if, it never dictates an illegal
move for the agent, and holds on a path just in
case the moves dictated by the strategy corre-
spond to those performed by the agent on the
path. Associated with a strategy will be a set
of futures — each future represents one possi-
ble way things could turn out if the strategy is
followed. (This is what Werner calls “poten-
tial” [Werner, 1990].) We say a path ¢ is a future
of a strategy s if, and only if, s holds on g. These
definitions can be generalized to the multi-agent
case by introducing two new objects into our the-
ory. A group of agents, or coalition, is a collec-
tion of agent ids denoted by the symbol G. Joint
strategies are just multi-agent strategies.

Definition 2 A joint strategy js for a group of
agents G is a tuple js = (s1,...,5y), where s; is a
strategy for agent i, for all i O G. A joint strategy is
sound just in case each of its components is; a joint
strategy holds on a path just in case each of its com-



ponents does; and a path is a future of a joint strategy
just in case it is a future of each of its components.

We assume a function, /, which returns the set of
sound joint strategies for every group of agents.
A strategy achieves a goal if the goal is a neces-
sary consequence of following the strategy; nec-
essary truths are trivially achieved. Use of the
term “necessary” indicates (correctly) that there
are possible worlds lurking in this definition.
These possible worlds are actually paths, related
by virtue of being futures of some joint strat-
egy. To conclude, we say a group of agents can
achieve some goal if there is a sound joint strat-
egy for the group such that on every future of
the strategy, the goal is achieved.

Cooperative Goals

This section develops a theory of cooperative
goals. This theory allows the observer of a sys-
tem to attribute goals to agents or groups of
agents. The theory does not posit the existence
of distinguished cognitive “goal states”, either in
individual agents or groups of agents. It is not
necessary to identify any direct representation of
a goal in the structure of an agent: there is no in-
ternalized collection of possible worlds with a
goal relation holding between them (cf. [Cohen
and Levesque, 1990]), nor is there a “goal stack”
(cf. [Georgeff and Lansky, 1987]). An agent —
or group of agents — only has goals by virtue of
our attributing them.

How are we to go about attributing goals? The
idea we adopt was inspired by Seel [Seel, 1991].
The semantics of goals are developed via possi-
ble worlds, but rather than “gratuitously inflict”
possible worlds onto our semantic structures, we
instead look to our framework to see where such
worlds might lie latent. If we can find a suitable
candidate, then they can be used to give a se-
mantics to goals.

The worlds that we pick out for the seman-
tics of “goal” are paths in QBAL structures. The
idea is that to attribute a goal to an agent you
must look at what it has actually done. Do-
ing involves choosing. Choices mean expressing
a preference for the consequences of one move
over another. Preferences are themselves dic-
tated by goals. In making a choice, say choosing
move 1] Over move 1, an agent is preferring

the consequences of m; to my. Crudely, an agent
has a goal of the necessary consequences of its ac-
tions. Since the consequences of all moves are
contained in a QBAL frame, it ought to be pos-
sible to somehow “decode” a path and deduce
what goals an agent had.

We define what it means for worlds and paths
to agree on the actions of an agent and group of
agents.

Definition 3 Let w, w' be worlds, and i be an agent.
Then w and w' agree on the actions of i if, and only if,
the move performed by i in w is the same as the move
performed by i in w'. The worlds agree on the actions
of a group of agents if, and only if, they agree on the
actions of all the agents in the group. Two paths q, q'
agree on the actions of G if, and only if, every world
wy in q agrees on the actions of G with every world
w'y inq', forall u O N.

To conclude, we say an agent (group of agents)
has a goal on some path, if on all futures that
agree with path on the actions of the agent
(group of agents), the goal is achieved.

4 The First Order Branching Time
Logic QBAL

In this section we introduce the first order
branching time temporal logic QBAL.

Syntax

QBAL is an hierarchical language, in that it is built
“on top of” the internal language, L.

Definition 4 The language of QBAL based on inter-
nal language L contains the following symbols:

1. A denumerable set of constant symbols Const
made up of the disjoint sets Constag (agent
constants), Constac (action constants), Consty,
(constants for elements in the domain of L), and
Constg (group constants);

2. A denumerable set of individual variables Var,
made up of the sets Varpg, Varac, Varg, and Vary;

3. All formulae of L;

4. The symbols
{T, Believe, Send, Performs, =, [J, Can, Goal};



5. The propositional connectives {—, O},

6. The temporal connectives {O,U}, and path
quantifier A;

7. The punctuation symbols {), (, G,
8. The quantifier symbols {T, [}

Definition 5 A term is either a variable or a con-
stant. A term is of sort Ag, Ac, G or U. To indicate
that a term t is of sort s we write t;.

Definition 6 The well-formed formulae (wff) of
QBAL (based on L) are defined by the following
rules.!

1. Let & be a wff of L. The set of atomic formulae
of QBAL, which represent a subset of the wff of
QBAL, contains all formulae of the form:

(ts = t's)
(Believe tag &)
(Performs tag tac)

(tag O tg)
(Send tAg tAg E)

2. If @is a wff of QBAL, then the following are wff
of QBAL:

(Can t @) (Goal t; ¢)

3. If @ Y are wff of QBAL, then the following are
also wff of QBAL:

e o0y T Ap @iy O¢

4. If @is a wff of QBAL, with x free in @, then the
following are wff of QBAL:

OxOp Orp

The temporal component of QBAL is based on
the logic CTL"” [Emerson and Halpern, 1986]; be-
low, we introduce some derived temporal oper-
ators for QBAL.

Ep = -A-Q

op T TUg

Og = -0-9
oVy = O 0@y

Op * o0

op ¥ Oog

The semantics of the basic connectives and op-
erators is described below.

IThe term “free in ...” is assumed to have its usual

meaning.

Model Structures

As might be expected, QBAL models contain
QBAL frames. Additionally, the semantics of
QBAL require four non-empty sets of elements
to appear in model structures, one for each sort:
Ag — agents, Ac — actions, 2A9 _ the set of
groups of agents, and U — a universe of individ-
uals (the domain of L). The domain of quantifi-
cation D is the union of these sets. Constants are
assumed to be standard names for the objects they
denote — this greatly simplifies the technical ap-
paratus of quantification. A bijective map I from
Const to D is an interpretation for constant symbols.
The inverse N of I is a naming map, which assigns
each element of D a unique standard name. A
map from Var to D is a variable assignment. We
define the following transformation on formulae
of L.

Definition 7 Let V be a variable assignment, N be
a naming map, and & be an arbitrary formula of L.
By &NV we mean the formula obtained from & by re-

placing every variable x which occurs free in & by
N(V(x))-

So every free variable is replaced by the standard
name associated with the object the variable de-
notes. We define a function returning the deno-
tation of a term.

Definition 8 Let I be an interpretation, V be a vari-
able assignment, and t be a term. The denotation of t

is given by [t]1v:

[y < {

Where I,V are understood we write [[{].

1(t)
V(t)

if t O Const
if t O Var.

We now define QBAL models, over which for-
mulae of QBAL are interpreted.

Definition 9 A QBAL-model M is a structure M =
(W,R,Ag,Ac,2°9,U,1,]) where (W,R) is QBAL
frame, Ag, Ac, 29 and U are non-empty domains for
the sorts Ag,Ac, G and U respectively, I interprets
constant symbols and | returns, for each group of
agents, that group’s set of sound joint strategies.

As with frames, there is a close relationship be-
tween models and environments: this correspon-
dence can be formalized in a modeling relation.



We say a model for QBAL is ordinary if, and only
if, it is the model of some environment. We are
concerned solely with ordinary models, as these
are the “models of” environments as they appear
in our theory of MAS. In the following, the term
“model” is assumed to mean “ordinary model”.

Semantics

We present the semantics of QBAL via the sat-
isfaction relation “E” in the usual way. Well-
formed formulae (hereafter, referred to simply
as “formulae”) are interpreted over a triple con-
sisting of a model, a variable assignment, and a
reference path. (Recall that 0 maps agents to be-
lief sets, T maps agents to moves, sent returns the
set of messages sent in a transition, and action
returns the action performed by an agent in a
move.) Where w is a world, g, and 1, are the
state and transition of w respectively.

M, V,q E (Believe tag &)
iff EV’N u Ohead(q) ([[tAg]])

M, V,q [ (Performs tag tac)
iff action(Tneaa(q)([fagl)) = [tacl

M, V,q E (Send tag t'Ag ¢)
iff ([tagl, [t agl, €"N) O sent(Thead(y))

The first operator is essentially the belief opera-
tor from Konolige’s logic LB4, simplified by the
use of standard names (see [Konolige, 1986]); the
second operator describes the performance of a
cognitive act; and the third describes the com-
municative act. Using these operators the be-
liefs, actions and communications of a particular
agent can be specified and reasoned about. For a
detailed discussion of the use of such operators,
see [Wooldridge, 1992]. In this paper, however,
we will concentrate on the goals and abilities of
groups of agents. Consequently, we introduce the
following operators.

M,V,qE (Cantc )
iff there is a sound joint strategy in J([tc]])
such that for all head(g)-rooted futures
q" O paths(W, R) of the strategy,

MV.q F ¢
M, V,q k (Goal tg ¢)
iff for all paths q' O paths(W, R) that

agree with g on the actions of [#:],
MYVqEe

The operator Can is intended to match our intu-
itions about ability. The formula (Can G ¢) is read
“the group G can bring about a world where @is
true.” The formula (Goal G ¢) is read “the group
G have a goal of achieving ¢@.” This operator
is perhaps slightly more difficult to understand
than Can, as it expresses a property of paths. It is
an impartial assessment of what an agent’s goals
are if it follows a particular course of action. It
is important to realize that Goal is not described
by the equivalence (Goal G ¢) = 0@, as there will
be some formulae that are satisfied the reference
path but are not goals of the group.

M, V,Li |= (ts = t's) iff [[ts]] = [[t's]]
M, V,qF (tag O o) iff [tag] O [tc

The “=" operator is first order equality: its argu-
ments must be of the same sort. The “00” oper-
ator allows us to reason about the members of a
coalition in a simple way: the formula (i O G) is
read “i is a member of the group G.”

The operators [ -, and T have standard se-
mantics; 0, 0, = and 0are defined as abbrevia-
tions in the usual way.

M, V.qE Ag
iff for all head(qg)-rooted paths g' in
paths(W,R), M, q' E @

The A operator is read “on all paths”: A@will be
satisfied if @is satisfied on all paths that have the
same head as the reference path. The E operator
(recall that E is defined as = A-) is read “on some
path”: E¢@ will be satisfied if @ is satisfied on at
least one path that has the same head as the ref-
erence path.

M, V,qE O@iff M,q" k @

M, V,qF @iy
iff M,q" E ¢ for some u N and
M,q° E pforall0<sv<u

These rules define the standard “future time”
operators of discrete temporal logic. Thus O¢@
is satisfied if @is satisfied in the next state of the
reference path, and @/ is satisfied if { is sat-
isfied at some future point on the path and ¢is
satisfied until that point. Of the derived oper-
ators, [ @ is satisfied if @ is satisfied now and
at all points along the reference path, ¢@is satis-
fied if @ is satisfied at some future point on the



reference path, and W is the “weak until” op-
erator, with the same meaning as the i/ opera-
tor, except that its second argument need never
be satisfied. Quantified formulae are interpreted
using the following semantic rules.

M, V,qE Oxp
iff M,Vt{x —d}, gk @foralld 0D

M,V,qF D Lip
ifft M, Vt{x—d},qkE @forsomed 0D

Satisfiability and validity are defined in the nor-
mal way. A formula is satisfiable if it is satisfied
in some model, variable assignment, and path,
and valid if it is satisfied for all models, variable
assignments and paths. This completes our pre-
sentation of the semantics of QBAL.

Proof Theory

In this section, we present sound proof system
for our logic, QBAL. We begin by noting that all
axioms of classical propositional calculus are ax-
ioms of QBAL?.

F @ where @is a propositional tautology (PL).

The following temporal axioms are taken
from [Stirling, 1988].

OO )0 (Hel Uy)
FO(e0 ¢) 0 (OO Oy)
FOeO OpdOOe
FO(O O O (OQed o)
FA(eO @)U (ApU AY)
FEpO AEQ

FAO@O OAg

We now turn to the axiomatization of the Can
operator.

F(CanGoO ¢)O ((Can G ¢ O (Can G y))
FxdCanx @) <« E@

F-(Can G @) O (Can G —~(Can G ¢))
FOxQCanx @)U OyxOy) O (Cany ¢)

The first axiom is analogous to the K axiom of
modal logic. The second might be called a prin-
ciple of achievability: if something is possible, then
there is a group of agents that can achieve it (if

2QBAL actually has the axioms and inference rules of a
many sorted first-order logic — here we focus on just the
main components of proof theory.

something is satisfied on just one path then it
requires the “grand coalition” of all agents to
achieve it). The third axiom is analogous to the
5 axiom of modal logic, while the fourth axiom
might be called a principle of added value: any
group to which an agent adds its efforts can
achieve anything the agent can achieve on its
own. This axiom is similar to the “superadditiv-
ity” principle in game theory (which states that
the utility of a coalition is equal to the sum of the
utilities of the member agents working in isola-
tion). Finally, we give an axiomatization for the
Goal operator.

F (Goal G @O ) O ((Goal G @) O (Goal G ¢))
F(Goal G O ¢
F = (Goal G ¢) O (Goal G =(Goal G ¢))

We now present some inference rules for QBAL.
We begin by noting that modus ponens is sound.

(MP) From - gand + @O ¢ infer - ¢

The following rules are from Stirling’s axiomati-

zation of CTL" [Stirling, 1988] (on which QBAL

is based).
(Nec)
(Gen)

From F @infer - I
From F @infer - Ag
The following is called the attachment rule, and

allows us to make inferences about what agents
believe (cf. [Konolige, 1986, pp34-35 and p62]).?

(AR) From I (Believe i =) and = Fp;) A
infer I (Believe i A)

Necessary truths can be vacuously achieved —
coalitions vacuously have goals of necessary
truths.

(Can Nec)

(Goal Nec) From F @infer F Ox [{Goal x ¢)

From F @infer - Ox [{Can x ¢)

5 Examples

We now present some short examples which
demonstrate how QBAL can be used to specify
desirable properties of cooperative MAS.

3p(i) returns the deduction rules of agent i [Konolige,
1986].



The property of always being able to avoid do-
ing @is given by

All(Can G = ¢). (1)

Similarly, the idea that a group can avoid @ until
@becomes true is given by

A((Can G ~ @)U ). @)

The idea of a group of agents not being opposed
to some goal is given by WeakGoal, the dual of
Goal.

(WeakGoal G ¢) i (Goal G = ¢). 3)

QBAL can be used to capture the idea of an agent
being indispensable for some goal.

(Reqdi @) = Ox {(Canx @) O (i Ox)). (4)

Subsequent examples will make use of the fol-
lowing definition, intended to capture the idea
of a group being committed to a goal.

(Commit G ¢) & A(Goal G ¢). (5)

Suppose the set {@, (IL]@,} represent the com-
mon goals of the system. It is possible to spec-
ify that coalitions should form to achieve goals
wherever possible, except where this would
make other goals unachievable.

AO A OxD
(Cl‘,zlrfnx @) O
((Commit x @) O
/\ EO¢ )

1<j<n

O (Commit x @)

By combining the Can and Goal operators with
the Believe, Send, and Performs operators, it is
possible to specify more complex properties of
cooperative systems. Unfortunately, lack of
space prevents us from presenting such exam-
ples here (the interested reader should refer
to [Wooldridge, 1992]).

6 Discussion

QBAL is similar to Werner’s
language LT [JCAN [Werner, 1990], which con-
tains a CAN operator on which we have based
the semantics of our Can. Werner also tries to

capture a stronger notion of cooperative ability
in an operator COOPCAN, which we have not at-
tempted to do. Although Werner’s language is
richer in this respect, it is not first order, does not
allow reasoning about possible futures, and does
not permit reasoning about the structure of prob-
lem solving groups. Moreover, the theory which
underlies Werner’s work is quite different to the
one presented here.

The theory of MAS is intended to be general,
and has been used to model a number of MAS,
including [Shoham, 1990; Fisher and Barringer,
1991]. QBAL is only one of a family of temporal
logics developed >from the theory of MAS out-
lined in §2. Full details of the theory and logics,
together with numerous examples may be found
in [Wooldridge, 1992].

To conclude, we have developed a logic which
can be used to describe and reason about the
time varying properties of multi-agent systems.
This logic provides a versatile framework which
can be used to specify the beliefs, actions, abil-
ities, and goals of agents and groups of agents
within cooperative problem-solving systems.
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