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Abstract�����
logic is a family of multi-modallogics for reasoningaboutthe information

propertiesof computationalagentssituatedin someenvironment. Using
�����

logic, we canrepresentwhat is objectivelytrue of theenvironment,the informa-
tion thatis visible, or knowableabouttheenvironment,informationtheagentper-
ceivesof theenvironment,andfinally, informationtheagentactuallyknowsabout
the environment. The semanticsof

�����
logic aregiven in termsof a general,

automata-like modelof agents.In this paper, we prove completenessfor an ax-
iomatisationof

�����
logic, andpresentcorrespondenceresultsfor a numberof�����

interactionaxiomsin termsof thearchitecturalpropertiesof theagentthat
they represent.This completenessproof is novel in thatwe areableto prove com-
pletenesswith respectto theautomata-likesemanticsof theformalism.Wegivean
exampleto illustratetheformalism,andpresentconclusionsandissuesfor further
work.
Topic Ar ea: Logics for Practical Reasoning
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1 Intr oduction

When designingan agentto carry out a task in someenvironment, it is frequently
necessaryto reasonaboutthe informationpropertiesof theagentandits environment.
For example,many tasksdependon anagentbeingableto accesscertaininformation
in the environment. If this informationis not accessible,thenwe will not be ableto
implementanagentto carryout thedesiredtask. Similarly, knowing thata particular
pieceof informationis essentialfor sometaskgivesusafunctionalrequirementfor any
agentthatwill carryout thetask:theagent’ssensorsmustbecapableof perceivingthis
information. Finally, many applicationsdemandthe ability to storeandreasonabout
informationfrom theenvironment.

In this paper, we presenta logic thatallowsusto capturesuchinformationproper-
ties. �	�	
 logic allowsusto representwhatis objectivelytrueof anenvironment,what
is visible, or knowableabouttheenvironment,whatanagentperceivesof theenviron-
ment,andfinally, whattheagentactuallyknowsabouttheenvironment.Syntactically,�	�	
 logic is a propositionalmulti-modallogic, containingmodalities“ � ”, “ � ”, and
“ 
 ”, where ��� meansthat theinformation � is accessiblein thecurrentenvironment
state;��� meansthattheagentperceives � ; and 
� meansthattheagentknows � .

A key featureof �	�	
 logic is thatits semanticsaregivenwith respectto asimple,
generalmodelof agentsandtheir environments.We areableto characterisepossible
axiomsof ����
 logic with respectto this semanticmodel,althoughwe do it by us-
ing standardcanonicalmodelconstructions.Consider, for example,the �	�	
 formula
schema��������� , which saysthat if the information � is accessible,thentheagent
perceives � . Intuitively, this axiomcharacterisesagentsequippedwith “perfect” sen-
sors,i.e.,sensorsthatobtainall theinformationfrom theenvironmentthatis available.
In thefollowing,wepresentresultsthatcorrespondexactly to thisandotherintuitions.
In addition,we give anaxiomatisationof �	�	
 logic, which we prove to becomplete
with respectto our modelof agentsandenvironments.

2 A SemanticFramework

In this section,we presenta semanticmodelof agentsandtheenvironmentsthey oc-
cupy. Thismodelplaystherolein ����
 logic thatinterpretedsystemsplayin epistemic
logic [2, pp103–107]— whenwe laterprovecompletenessof a ���	
 axiomatisation,
we prove it with respectto this semanticmodel. We begin by defining the compo-
nentsmodellingtheenvironment;we thendefineour modelof agents;andfinally, we
combinetheseto give the notion of a �	�	
 system. A visual representationof the
framework is givenin Figure1.

Following [2], we usethe term “environment” to denoteall the componentsof a
systemexternalto theagent.Sometimesenvironmentscanbe representedasjust an-
otheragentof thesystem;moreoftenthey serveaspecialpurpose,asthey canbeused
to modelcommunicationarchitectures,etc.Wemodelanenvironmentasa4-tuplecon-
taininga setof possibleinstantaneousstates, a visibility function, which characterises
the informationcontentof any givenenvironmentstate,a statetransformerfunction,
which characterisesthe effectsthat an agent’s actionshave on the environment,and,
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Figure1: An overview of theframework.

finally, an initial state.

Definition 1 (Envir onments) Anenvironmentis a tupleEnv ��� E � vis��� e � e��� , where:

� E ��� e��� e !�#"$"#"&% is a setof instantaneouslocal statesfor theenvironment.

� vis ' E (*) E is thevisibility functionof the �	�	
 system. It is assumedthat the
functionvis partitionsE into mutuallydisjoint setsand that e + vis, e- , for any
e + E. Elementsof thecodomainof thefunctionvisarecalledvisibility sets. We
saythat vis is transparentif for anye + E wehavethat vis, e-���� e% .

� � e ' E . Act ( E is a total statetransformerfunction for the environment(cf.
[2, p154]), where Act is thesetof actionsfor theagent (seeDefinition2). The
function � e is assumedto bean injection.

� e� + E is the initial stateof Env.

Modelling an environmentin termsof a setof statesanda statetransformeris quite
conventional(see,e.g.,[2]). Theonly pointworthyof noteis thatweimplicitly assume
environmentsevolve deterministically: thereis no uncertaintyabouttheresultof per-
forming anactionin somestate.Theuseof thevisibility function,however, requires
someexplanation.Thevisibility functiondefineswhatis in principleknowableabouta�	�	
 system;theideais similar to thenotionof “partial observability” in POMDPs [7].
Intuitively, not all the informationin an environmentstateis in generalaccessibleto
an agent.So, in a global stateg �/, e� l - , vis, e-0�/� e� e12� e1 12% representsthe fact that
the environmentstatese� e13� e1 1 are indistinguishableto the agentfrom e. This is so
regardlessof theagent’sefforts in performingtheobservation— it representsthemax-
imumamountof informationthatis in principleavailableto theagentwhenobserving
the statee. Theconceptof transparency in Definition 4 captures“perfect” scenarios,
in which all the information in a stateis accessibleto an agent. Note that visibility
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functionsarenot intendedto capturetheeverydaynotionof visibility asin “objectx is
visible to theagent”.

We adopta simple,and,we argue,generalmodelof agents,which makesonly a
minimal commitmentto an agent’s internalarchitecture.One importantassumption
we do make is that agentshave an internalstate,althoughwe make no assumptions
with respectto theactualstructureof thisstate.Agentsareassumedto becomposedof
threefunctionalcomponents:somesensorapparatus,anactionselectionfunction,and
anext-statefunction.

Definition 2 (Agents) Anagentis a tupleAg ��� L � Act� see� do�4� a � l � � , where:

� L ��� l � � l  �$"$"#"&% is a setof instantaneouslocal statesfor theagent.

� Act �5��6��46�17�$"#"$"8% is a setof actions.

� see ' vis, E -9( Perc is the perceptionfunction, mappingvisibility setsto per-
cepts. Elementsof thesetPerc will bedenotedas :;��:<12�#"$"#" andsoon. If seeis an
injectioninto Perc thenwesaythat seeis perfect, otherwisewesayit is lossy.

� do ' L ( Act is theactionselectionfunction, mappinglocal statesto actions.

� � a ' L . Perc ( L is the statetransformerfunction for the agent. We say
that � a is completeif for anyglobal statesg �=, e�4� a , l �4:<-4->� g1 �=, e1 �4� a , l 1 �4: 1 -�-
we havethat � a , l ��:?-@�A� a , l 12�4:B1C- implies :D�A:<1 , for every l � l 1E+ L 12F e� e19+
E F�:;��:<1G+ Perc. We saythat � a is local if for anyglobal statesg �H, e��� a , l �4:<-4->�
g1I�J, e17��� a , l 17��:?-�- we havethat � a , l ��:?-K�L� a , l 13�4:<- for every l � l 1+ L F e� e1+
E F�:�+ Perc. We say that an agent has perfectrecall if the function � a is an
injection.

� l � + L is the initial statefor theagent.

Perfectperceptionfunctionsdistinguishbetweenall visibility sets; lossy perception
functionsaresocalledbecausethey canmapdifferentvisibility setsto the sameper-
cept,therebylosing information.We saythatanagenthasperfectrecall of its history
if it changesits localstateatevery tick of theclock (cf. [2, pp128–131]).Perfectrecall
is a very strongpropertyto demandof agents,asit requiresthat they candistinguish
every possibleconfigurationof thesystem.As we will seebelow, perfectrecall leads
to an agenthaving perfectknowledgeof the system,which is not likely to be possi-
ble in practice. Note that we have implicitly madethe simplifying assumptionthat
environmentevolvesynchronouslywith theagent.

We now requirea working definition of the statesof a ����
 system,or global
states.

Definition 3 (Global statesfor a ���	
 system) A set of global statesG � � g �
g13�$"#"$"&% for a �	�	
 systemis a subsetof E . L.

We do not rule out G being equal to the Cartesianproductof E and L; when this
happens,the �	�	
 systemis saidto bein ahypercubeconfigurationandit enjoyssome
specialproperties(see[10, 9] for details).We cannow define����
 systems.
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Definition 4 ( �	�	
 systems)A ���	
 systemis a pair S �M� Env � Ag� , where Env is an
environment,andAg is anagent.Theclassof ����
 systemsis denotedby � .

Althoughthelogicswe discussin this papermaybeusedto refer to staticproper-
tiesof knowledge,visibility, andperception,thesemanticmodelnaturallyallowsusto
accountfor thetemporalevolution of a ����
 system.Thebehaviour of anagentsitu-
atedin anenvironmentcanbesummarisedasfollows. Theagentstartsin statel � , the
environmentstartsin statee� . At this point theagent“synchronises”with theenviron-
mentby performingan initial observationsee, vis, e��-�- , throughthevisibility function
vis, andgeneratesa perceptsee, vis, e�N-�- . The internalstateof the agentis thenup-
dated,andbecomes� a , l �O� see, vis, e��-4-�- . The synchronisationphaseis now over and
thesystemstartsits run from theinitial stateg� �H, e� ��� a , l � � see, vis, e� -4-�- . An action6 � � do,P� a , l � � see, vis, e� � l � -�-4-�- is selectedandperformedby the agenton the envi-
ronment,whosestateis updatedinto e� ��� e , e� �46 � - . Theagententersanothercycle,
andso on. A run of a systemis thusa (possiblyinfinite) sequenceof global states
definedasfollows.

Definition 5 (Runs) A sequence, g� � g� � g �$"$"#" - over G representsa run of an agent
Ag �Q� L � Act� see� do��� a � l � � in an environmentEnv �M� E � vis��� e � e� � if� g� �M, e� ��� a , l � � see, vis, e� -4-�-�- , and� for all u, if gu �Q, eu � lu - , thenguR � ��, euR � � luR � - is definedby:

euR �S� � e , eu � do, lu -�- and
luR � � � a , lu � see, vis, euR � -�-4->"

Notethat,since� e is aninjection,two globalstateswith thesameenvironmentcompo-
nentneveroccurin a run.

Definition 6 (Reachablestates) Givena ����
 systemS �T� Env � Ag� wesayG is the
setof global statesgeneratedbySif g + G if andonly if g occurs in therun of S.

WhenS �U� Env � Ag� is clear from the context we will refer to the setG of global
statesgeneratedby S �M� Env � Ag� simplyasthesetof globalstatesof the �	�	
 system
S �Q� Env � Ag� . Notethatsincebothagentsandenvironmentsaredeterministic,a �	�	

systemhasonly a singlerun; in this,we differ from [2].

3 VXWZY Logic

We now introducea language[ , which will enableus to representthe information
propertiesof ���	
 systems.In particular, it will allow usto representfirst whatis true
of the �	�	
 system,thenwhatis visible, or knowableof thesystem,thenwhatanagent
perceivesof thesystem,andfinally, whatit knowsof thesystem.

Definition 7 (Syntax of �	�	
 Logic) Givena setP of propositionalatoms,the lan-
guage [ of ����
 logic is definedby thefollowingBNF grammar:

� wff �\']'^� true _ anyelementof P _!`\� wff �a_?� wff ��bc� wff �a_N�d� wff �a_��e� wff �a_N
K� wff �f"
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Themodaloperator“ � ” allows usto representtheinformationthat is instantaneously
visibleor knowableaboutthestateof thesystem.Thus,supposetheformula �g� is true
in somestateg + G. The intendedinterpretationof this formula is that the property� is knowableof the environmentwhen it is in stateg — not only is � true of the
environment,but any agentequippedwith suitablesensorapparatuswould beableto
perceivetheinformation � . To put it anotherway, �g� meansthatanimpartialexternal
observerwould saythatin its currentstate,theenvironmentcarriedtheinformation � .
If `���� weretruein somestate,thennoagent,nomatterhow goodits sensorapparatus
was,wouldbeableto perceive � .

The fact that somethingis visible in a ���	
 systemdoesnot meanthat an agent
actually seesit. What an agentdoesseeis determinedby its sensors.The modal
operator“ � ” will beusedto representthe informationthatanagent“sees”. The idea
is asfollows. Supposean agent’s sensoryapparatus(representedby the seefunction
in our semanticmodelabove)wasa videocamera,andsotheperceptsbeingreceived
by theagenttake theform of a videofeed.Then �g� meansthatanimpartialobserver
wouldsaythatthevideofeedcurrentlybeingsuppliedby thevideocameracarriedthe
information � — in otherwords, � is trueall situationswheretheagentreceivedthe
samevideofeed.

Finally, �	�	
 logic allows us to representan agent’s knowledge. We represent
knowledgeby meansof a third modaloperator, “ 
 ”. In line with the tradition that
startedwith Hintikka [4], we write 
� to representthefact that theagenthasknowl-
edgeof theformularepresentedby � . Our modelof knowledgeis thatpopularisedby
Halpernandcolleagues[2]: an agentis saidto know � whenin local statel, if � is
guaranteedto be true whenever the agentis in statel. As with the � and � modal-
ities, knowledgeis an external notion — an agentis saidto know � if an impartial,
omniscientobserverwould saythattheagent’sstatecarriedtheinformation � .

We now proceedto interpretour formal language.While it is entirelypossibleto
do so directly with respectto ���	
 systems,we will find it beneficialto useKripke
semantics[8] in orderto prove completenessof an axiomatisation.In particular, we
will useKripke framesdefinedby threerelationson their supportset.

Definition 8 (Kripk e framesand models) A frame F is a tuple F �h� W � RiG� Rj��
RkG� , whereW isanon-emptyset(whoseelementsarecalledworlds), andRi�� Rj�� Rkml
W . W are binary relationson W. If all relationsareequivalencerelations,theframe
is an equivalenceframeandwewrite no?�pn s �>n k for Ri�� Rj�� Rk .

We candefinea mappingfrom the classof �	�	
 systemsto the classof Kripke
framesandwe canmakeuseof theseimagesto interpretour formal language.

Definition 9 (GeneratedKripk e structur es) Given a �	�	
 systemS �q� Env � Ag� ,
theKripkeframeFS �M� W �pno<�>n s �pn k � generatedby Sis definedasfollows:

� W � G, whereG is thesetof global statesreachableby thesystemS,

� no is definedby: , e� l -	no9, e13� l 1r- if e1s+ vis, e- ,
� n s is definedby: , e� l -�n s , e13� l 1C- if see, vis, e-4-�� see, vis, e1C-�- ,
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� n k is definedby: , e� l -	n k , e17� l 1]- if l � l 1 .
Theclassof framesgeneratedby theclassof �	�	
 system� will bedenotedby t j ;
similarly FS will denotethe framegeneratedby thesystemS. As might beexpected,
thegeneratedframesareequivalenceframes.

Lemma 1 Givenany ���	
 systemS +u� , the frameFS generatedby S is an equiva-
lenceframe.

With Definition9 wehaveeffectively built abridgebetween����
 systemsandKripke
frames.In whatfollows,weassumethestandarddefinitionsof satisfactionandvalidity
for KripkeframesandKripkemodelsdefinedby threerelationsonthesupportset— we
referthereaderto [6, 3] for a detailedexpositionof thesubject.Following [2] and[9],
we definethe conceptsof truth andvalidity on Kripke modelsthat aregeneratedby�	�	
 systems.

Definition 10 (Satisfactionon �	�	
 systems)Givenan interpretation v�' W (w) P,
wesaythat a formula ��+m[ is satisfiedat a point g + G on a ���	
 systemS if the
modelMS �M� FS ��v�� built on thegeneratedframeFS byuseof v is such thatMS _ � g � .
Thepropositionalconnectivesare assumedto be interpretedas usualand the modal
operators �I���I��
 are assumedto beinterpretedin thestandard way(seefor example
[6]) bymeansof theequivalencerelations no<�pn s, and n k respectively.

We areespeciallyinterestedin the propertiesof a �	�	
 systemasa whole. The
notionof validity is appropriatefor thisanalysis.

Definition 11 (Validity on �	�	
 systems)A formula ��+x[ is valid on a class � of�	�	
 systemsif for anysystemS +y� , wehavethatFS _ �D� .

4 Axiomatising VmWzY Systems

In this sectionwe studyvarious �	�	
 systemsfrom an axiomaticperspective. This
analysiswill let usexplore in moredetail thepropertiesof visibility, knowledge,and
perceptionof �	�	
 systems.We begin by presentingcorrespondenceresults;we then
reportcompletenessof anaxiomatisationwith respectto themostgeneralclassof �	�	

systems.

Let usfirst notethattheclasst j of framesgeneratedby �	�	
 systemsis a proper
subclassof equivalenceframes.Indeed,thefollowing holds.

Lemma 2 For anyframeF +yt{j , wehave no?len s.

Lemma 3 FS _ �|���X�J�g� if andonly if n o len s.

In view of theselemmas,any �	�	
 systemvalidatestheformulabelow.

Corollary 1 GivenanySwehaveS _ �|� p �J� p.
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Corollary1 is in line with ourintuitionsaboutvisibility andperception:it saysanagent
cannotseesomethingthatit is notvisible.

We now proceedto give basiccorrespondenceresults(see[1] for a detailedexpo-
sitionof thesubject)for axiomsrelatingvisibility, perception,knowledgewith respect
to the architecturalclassesof ���	
 systemsdescribedin Section2. Note that our
correspondenceresultsarenot simply givenwith respectto the Kripke framesbut to
architecturalfeaturesof ����
 systems.

Lemma 4

1. S _ � p �J� p if andonly if thesystemSis transparent.

2. S _ � p �A� p if andonlyif thesystemSis transparentandtheperceptionfunction
of theagentAg in Sis perfect.

3. S _ � p �}
 p if andonly if theagenthasperfectrecall.

Lemma4 makesprecisethe intuition given in the semanticsof �	�	
 systemsabout
transparency, perfectperfection,andperfectrecall. In particular, in orderfor theagent
to be ableto perceive everythingthat is true, it is not enoughfor it to have a perfect
perceptionfunction: it alsoneedsto inhabitasystemwith a transparentvisibility func-
tion. Lemma4 alsoclarifiesthe consequencesof an assumptionof perfectrecall on�	�	
 systems.Thusan agentwith perfectrecall will be ableto distinguishbetween
every configurationof the system.This is a ratherstrongproperty, it implies that an
agentknowseverythingthatis true.

We now investigateinteractionaxiomsbetweenvisibility, perception,andknowl-
edge. First, recall from Corollary 1 that on any generatedframethe implication be-
tweenperceptionandvisibility is valid. Herewe turn to the conversedirection: if a
factis visible, thenit is seenby theagent— in otherwords,theagentseeseverything
visible. Intuitively, this axiom characterisesagentswith “perfect” sensoryapparatus,
i.e.,a seefunctionthatnever losesinformation. Indeed,asthenext lemmashows, this
axiom correspondsformally to the perceptionfunction of the agentbeingperfect(as
definedin Definition 2).

Lemma 5 S _ ��� p �*� p if andonly if theperceptionfunctionseeof theagentAg in
Sin perfect.

GivenCorollary1, we canstrengthentheaboveasfollows.

Corollary 2 S _ �M� p ~�� p if andonly if theperceptionfunctionseeof theagentAg
in Sin perfect.

Supposewe haveanagentwhich assumesthatif it cannotsee� , then � mustbefalse.
Suchan agentis employing a kind of strict closedworld assumption.We formally
analysethecontrapositiveof it.

Lemma 6 S _ ��`��g` p �q� p if andonly if systemS is transparentand the visibility
functionis perfect.
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Wenow turnto therelationshipbetweenwhatanagentperceivesandwhatit knows.
Recallfrom Definition 2 that completetransformerfunctionscharacteriseagentsthat
never loseinformationwhenthey updatetheir internalstate.Thefollowing holds.

Lemma 7 S _ �|� p �}
 p if andonly if thestatetransformerfunction � a is complete.

Supposethat an agent’s internalstateat any momentis determinedsolelyby the
perceptit receivesat that moment— the agentchoosesits next stateby ignoring its
currentlocal state,andonly taking into accounttheperceptthat it is currentlyreceiv-
ing. This is the locality propertyof the statetransformerfunction � a asdescribedin
Definition2. For suchagents,knowledgewouldappearto bedeterminedsolelyby the
currentstateof theenvironment.Indeed,wereportthefollowing.

Lemma 8 S _ �D
 p �}� p if andonly if thestatetransformerfunction � a of systemSis
local.

So far we have identifiedcertainclassesof �	�	
 systems.In particularwe were
ableto reportthatsomearchitecturalfeaturesof particular ���	
 systemsarereflected
in thevalidity of someaxiomsexpressingimplicationsbetweenvisibility, perception,
andknowledge.We now turn ourattentionto theissueof completeness.

Many different �	�	
 systemsareworth exploring. As discussedabove, the envi-
ronmentcanbe transparentor not, the agent’s perceptionfunction canbe perfector
otherwise,theagent’snext statefunctioncanbecomplete,local or neitherof thetwo,
andsoon. While we reportedcorrespondenceresults,thesearein generalnot enough
to provide completeness,andeachsemanticclassneedsits own appropriateanalysis.
In this articlewe focuson a basic ���	
 logic: we provethatthis logic axiomatisesthe
mostgeneralclassof ����
 systems.

Definition 12 Thelogic � VSK is thesetof formulasgeneratedbythefollowingaxioma-
tisation.

Taut ��� VSK p, where p is anypropositionaltautology
K k ��� VSK 
�, p � q-���,2
 p �}
 q-
Tk ��� VSK 
 p � p� k ��� VSK 
 p �}

 p� k � � VSK `�
 p �}
�`�
�` p
K i � � VSK �d, p � q-���,2� p ��� q-
Ti � � VSK � p � p� i � � VSK � p �J�g� p� i � � VSK `�� p �J�\`��g` p
K j � � VSK �e, p � q-���,C� p �}� q-
Tj � � VSK � p � p� j � � VSK � p �}��� p� j ��� VSK `�� p �A�g`��g` p
Int j���i ��� VSK � p ��� p
US If �;� VSK � , then ��� VSK �\� �	�$� p ���#"$"$"$��� n � pn �
MP If �;� VSK � and �;� VSK �X�}� , then �;� VSK �

9



Neck If � � VSK � , then � � VSK 
0�
Neci If � � VSK � , then � � VSK �g�
Necj If �;� VSK � , then ��� VSK �g�

It is immediatelyapparentthateachof the ���	
 modalitiesenjoy thepropertiesof
anS5modallogic: they eachvalidateanaloguesof themodallogic axiomsKT45 [6, 3].
The appropriatenessof S5 asa logic of (idealised)knowledgehasbeendiscussedat
lengthin the literature,andis now widely accepted[2, pp30–36];for this reason,we
will not motivatethe S5 logic of knowledge. However, the appropriatenessof S5 for
the � and � modalitiesrequiressomejustification.

Considerthe � modalityfirst. Recalltheintendedinterpretationof a formula ��� :
that ��� is true in somestateif an impartialobserver would saythat this statecarried
the information � . Taking the axiomsKT45 in turn, K i seemsunproblematic:if the
informationp � q and p is carriedby a state,then q mustalso be carriedby that
state.Axiom Ti simply saysthat if informationp is carriedby a state,thenp mustbe
true. This is a desirableproperty, sinceit would seemunreasonableto saythata state
really carriedsomeinformationif that informationwerefalse. Axiom

� i saysthat if
we canconcludethata statecarriesinformationp, thenwe alsohave someadditional
(althougharguablynot terribly helpful) information:thatit carriestheinformationthat
it carriesthe informationp. Sincewe have axiomTi , it follows that � p ~���� p will
beanaxiom: wecanremoverepeatedoccurrencesof the � modalitywithoutaffecting
thetruth of a formula.Finally, axiom

� i saysthatif we canconcludethata statedoes
notcarrytheinformationp, thenwecanconcludethatthestatecarriestheinformation
thatit doesnotcarrytheinformationp. Axioms

� i and
� i thusextendour information

abouta statefrom understandingthelimits to theinformationcarriedby thatstate.
Turning to the � modality, we shouldfirst emphasisethat � is not intendedto

form a logic of perceptionin the senseof, for example,Hintikka’s [5, pp151–183].
Rather, � capturesan objectivenotion of perception,(what an omniscientimpartial
observer would sayyou areseeing),ratherthana subjectiveview of perception(what
youbelieveyouareseeing).Thus ��� meansthatif theagentis receiving somepercept: , thenwheneverit receivespercept: , formula � is guaranteedto betrue.In thissense,
thepercepttheagentreceivesis carryingthe information � . We arguethatunderthis
interpretation,the S5 axiomscapturereasonablepropertiesof the � modality. The
mostcontroversialof theseaxiomsfor � is Tj , andit is thereforeworthexaminingthis
axiomin moredetail. It saysthatif anagent“sees”p, thenp mustbetrue. If we were
attemptingto capturetheeverydaysenseof humanperception,thenthis axiomwould
notbeacceptable— therearemany obviousreasonswhy, if youperceivep, youcould
bewrong. However, underour interpretation,we saythat � p meansthatin every state
whereyou receive the sameperceptthat you arecurrently receiving, p is true — in
particular, p mustbe true in the currentstate. We canarguesimilarly for axioms

� j
and

� j .
We canprove that Definition 12 representsa soundandcompleteaxiomatisation

for themostgeneralclassof ����
 systems.

Theorem1 Thelogic � VSK is soundand completewith respectto the classof �	�	

systems� .
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Proof: It is straightforward to show that � VSK is soundwith respectto the classof
systems� . In orderto prove completeness,it sufficesto show that � VSK ��u� implies� �_ �D� , for any �z+�[ . By carryingoutaroutineproofvia thecanonicalmodelmethod
(cf., e.g.,[11]) onecanshow that the logic � VSK is completewith respectto theclass�

of equivalenceframesF ��� U �>no<�pn s �>n k � , where no<len s. But, asweshow below,
givenany frameG �H� W �pn o �>n s �pn k �+ � , onecandefinea systemS +�� suchthat
its generatedframeFS is thedomainof a p-morphismontoG.

Indeed,giventhe frameG above which we supposedefinedon a countablesetof
worlds,considerthesystemS �Q� Env � Ag� definedasfollows.

� For theenvironmentcomponentEnv (seeDefinition 1):

– E � W;

– vis ' E (*) E definedby: vis, w-g���w�C��� .
– � e ' E . Act ( E definedasfollows. Given a point wi andan action 6 j

suchthat j � min� k _ wk +��wi � � � % , the targetenvironmentis definedby� e , wi �46 j -	� wi R � . Notethat � e is aninjectionasrequired.

– e�e� w� .
� For theagentcomponentAg (seeDefinition 2):

– L � W �On k.

– Act ����6G���$"#"$"f��6 n �$"#"$"�% .
– Perc � W ��n s. Thefunctionsee ' vis, E -	( Perc isdefinedbysee,4�w� � � -���w� � s.

– The function do ' L ( Act is definedby do,4�wi �P� k -K��6 j � j � min� k _
wk +X�wi �P� k % . Minimum index guaranteesthatdo is well-defined.

– � a ' L . Perc ( L is definedby � a ,��wi � � k �#�wi � � s -��M�wi R � � � k.

– l �e�M�w� �P� k.

Giventheabove, thesetof globalstatesfor systemSaredefinedasG �Q�<, w ���w� � k -I_
w + W % .

By inductionit is possibleto show thateveryglobalstateof G is eventuallyreached
in therun r generatedfrom , w�!�#�w� �P� k - . SothesetG is effectively thesetof reachable
states(seeDefinition 6).

We have completedthe descriptionof systemS. Considernow the frameFS �� W17�>nd1o �pnd1s �>nd1k � generatedby Saccordingto Definition 9. Clearly, we have thatFS is
anequivalenceframesuchthat no<len s. We definethenaturally-inducedp-morphism
p ' FS ( F:

p ,4, w ���w� � k -�-�� w "
Themappingp is clearlywell-definedandsurjective. We prove that it follows the

threepropertiesof p-morphisms(see[3]).
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� The function p is surjective. For any w + W, we have the existenceof a, w �#�w� � k - suchthatp ,4, w �#�w� � k -�-	� w.

� Supposeg nd1k g12F g �Q, w �#�w� � k ->� g1;��, w17���w1 � � k - . But thenit mustbe �w� � k ��w1 � � k andthereforewe havew n k w1 .
Supposeg nd1o g13F g �Q, w ���w�P� k ->� g1;�M, w17�#�w1 �C� k - . Sowehavethatw1�+u�w�P��� ,
hencew n o w1 .
Supposeg nd1s g12F g ��, w �#�w� � k -f� g1���, w13���w1 � � k - . Sowe have thatsee, vis,�, w ��w� � k -�-�-�� see, vis,4, w1��#�w1 � � k -4-�- . So we have that �w� � s ���w1 � � s; but then
w n s w1 .

� Considerany , w ���w� � k -�+ W1 anda v + W suchthat p ,�, w �#�w� � k -4-En k v. So
w n k v. But by constructionwe have that , v ��� v� � k -K+ W1 and,since �w� � k �� v� � k , we have , w �#�w� � k -�n k , v ��� v� � k - . We alsoclearlyhavep ,4, v �#� v� � k -4-	� v.

Considerany , w �#�w�C� k -z+ W1 and a v + W suchthat p ,4, w ���w�P� k -�-Xn o v.
So we have w n o v, i.e. �w�C��� ��� v�C��� . So vis, w-c� vis, v- and therefore, w �#�w� � k -�noE, v ��� v� � k - . We alsoclearlyhavep ,4, v ��� v� � k -4-	� v.

Considerany , w ���w� � k -�+ W1 anda v + W suchthat p ,�, w ���w� � k -�-9n s v. So
w n s v andso �w� � s ��� v� � s. Sincewehavep ,4, v �#� v� � k -4-	� v, it only remainsto
prove that , w �#�w�C� k -en o , v �#� v�P� k - , i.e. thatsee, vis, w-�-0� see, vis, v-�- . But we
have �w�P� s ��� v�P� s, andsotheconditionis verified.

Supposethen � VSK ��x� , thenby the completenessresultabove we have G �_ ���
for someG + � ; but thenby constructingS asabove, we canprove that,becauseof
considerationsonthetransferof validity to p-morphicimages(e.g.,see[3] page11for
detailson themono-modalcase),FS �_ ��� . SoS �_ ��� , hence� �_ ��� , where � is the
classof �	�	
 systems.This is whatwe neededto show.  

5 Conclusions

In this paper, we have introduced����
 logic asa formalismfor representingandrea-
soningabouttheinformationpropertiesof agentsandtheir environments.Using �	�	

logic, we areableto representwhat is objectively true of someenvironment,what is
accessibleor visible of the environment,what an agentseesof the environment,and
finally, what an agentknows. The semanticsof ���	
 logic werepresentedwith re-
spectto asimpleandgeneralmodelof agentsandtheirenvironments.Wewereableto
prove correspondenceresultsfor a numberof possibleaxiomsof �	�	
 logic with re-
spectto thismodelof agentsandenvironments,thusdemonstratingthatcertainaxioms
capturedquiteintuitivearchitecturalpropertiesof agent/environmentsystems.Finally,
we gave anaxiomatisationof �	�	
 logic, andprovedcompletenessof this logic with
respectto theformalmodelof agentsandenvironments.It is worthstressingthatcom-
pletenesswasshown with thegroundedsemanticsof Section2 andthatKripkemodels
areonly usedasa vehicleto achievetheresult.
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Therearemany avenuesfor futurework: temporalextensionsandmulti-agentex-
tensionsaretwo of themostimportant.Completenessresultsfor all basic�	�	
 systems
areanotherareaof work. Finally, decidabilityandcomplexity resultsaredesirable,per-
hapsby usingtheresultsof [2, pp62–76].
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