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Abstract

Thispaperexaminesthe issueof developingsemanticsfor
agentcommunicationlanguages.In particular, it considers
the problemof giving a verifiablesemanticsfor such lan-
guages— a semanticswhere conformance(or otherwise)
to the semanticscould be determinedby an independent
observer. Theseproblemsare preciselydefinedin an ab-
stract formal framework. Using this framework, a number
of exampleagentcommunicationframeworksareexamined
with respectto the problemof verifying conformance. A
discussionis thenpresented,of thevariousoptionsopento
designers of agentcommunicationlanguages,with respect
theproblemof verifyingconformance.

1. Intr oduction

Multi-agent systemsare currently a major areaof re-
searchand developmentactivity. One of the main rea-
sonsfor this level of interestis that multi-agentsystems
areseenasa key enablingtechnologyfor theInternet-wide
electroniccommercesystemsthat arewidely predictedto
emergein thenearfuture[11]. If this vision of large-scale,
openmulti-agentsystemsis to berealised,thenthe funda-
mentalproblemof inter-operability mustbe addressed.It
mustbepossiblefor agentsbuilt by differentorganisations,
usingdifferenthardwareandsoftwareplatforms,to com-
municatevia acommonlanguagewith a universallyagreed
semantics.

The inter-operability requirementhasled to the devel-
opmentof several standardisedagent communicationlan-
guages(ACLs) [16, 10]. However, to gainacceptance,par-
ticularly for sensitive applicationssuchaselectroniccom-
merce,it mustbepossibleto determinewhetheror not any
systemthatclaimsto conformto an ACL standardactually
doesso. We saythatan ACL standardis verifiableif it en-
joysthisproperty. Unfortunately, verifiability hastodatere-
ceivedlittle attentionby thestandardscommunity(although

it hasbeenrecognisedasanissue[10, p46]). In this paper,
we establisha simpleformal framework that allows us to
preciselydefinewhat it meansfor an ACL to beverifiable.
Thisframework is definedin section2, followingabriefdis-
cussionof thebackgroundto this work. We thenformally
definewhatit meansfor anACL to beverifiablein section3,
anddiscussthepracticalimplicationsof thesedefinitionsin
section3.1. In section4, we give examplesof someACLs,
andshow thatsomeof theseareverifiable,while othersare
not. Finally, in section5, we discussthe implicationsof
our results,with emphasison futuredirectionsfor work on
verifiableACLs.

Background

Currentactivities in the areaof ACL semanticstracetheir
origins to the work of Austin [2]. He notedthat a certain
classof naturallanguageutterances— hereafterreferredto
asspeech acts— hadthe characteristicsof actions, in the
sensethatthey changethestateof theworld in a way anal-
ogousto physicalactions. Austin’s work wasrefinedand
considerablyextendedby Searle,in his 1969bookSpeech
Acts[18]. Searleattemptedtoderivethe“necessaryandsuf-
ficient” conditionsfor thesuccessfulperformanceof speech
acts, and gave a five-point typology of various different
classesof speechacts.

Speechactswereintroducedto theArtificial Intelligence
(AI) communitylargelythroughthework of CohenandPer-
rault,whoin [8] gaveanaccountof thesemanticsof speech
actsby usingtechniquesdevelopedin AI planningresearch.
They showed how the pre- andpost-conditionsof speech
actssuchasrequestcouldberepresentedin a multi-modal
logic containingoperatorsfor describingthebeliefs, abili-
ties, andwantsof theparticipantsin thespeechact.

While thisplan-basedtheoryof speechactswasa major
stepforward,it wasrecognisedthata theoryof speechacts
shouldbe rootedin a moregeneraltheoryof rational ac-
tion. This observationled CohenandLevesqueto develop
atheoryin whichspeechactsweremodelledasactionsper-



formedby rationalagentsin the furtheranceof their inten-
tions[6].

In the early 1990s,the DARPA KnowledgeSharingEf-
fort (KSE) beganto developtheKnowledgeQueryandMa-
nipulationLanguage(KQML) asa commonframework via
which multiple expertsystems(cf. agents)couldexchange
knowledge[16]. KQML is essentiallyan “outer” language
for messages:it definesa simpleLISP-like formatfor mes-
sages,and41 performatives, or messagetypes,thatdefine
the intendedmeaningof a message.ExampleKQML per-
formativesincludeask-if andtell. Thecontentof mes-
sageswasnot consideredpartof the KQML standard,but a
separate“KnowledgeInterchangeFormat” (KIF) wasalso
defined,to expresssuchcontent.KIF is essentiallyclassical
first-orderpredicatelogic. Formaldefinitionsof thesyntax
of KQML and KIF weredevelopedby the KSE, but KQML

lacked any formal semanticsuntil [14]. Partly becauseof
thelack of any otherobviousstandardcommunicationlan-
guage,and partly becauseof the availability of free soft-
warelibrariesto implementKQML messaging,the take-up
of KQML by themulti-agentsystemscommunitywassignif-
icant. However, CohenandLevesque(amongothers)crit-
icized KQML on a numberof grounds[7], themostimpor-
tantof which beingthat,at that time, the languagehadno
formal semantics,andwasmissingan entireclassof per-
formatives— commissives, by which one agentmakes a
commitmentto another. As CohenandLevesquepointout,
it is difficult to seehow many multi-agentscenarioscould
beimplementedwithoutcommissives.

In 1995,theFoundationfor IntelligentPhysicalAgents
(FIPA) beganits workondevelopingstandardsfor agentsys-
tems. Thecentrepieceof this initiative is thedevelopment
of anACL [10]. This ACL is superficiallysimilar to KQML:
it definesan “outer” languagefor messages,it defines20
performatives(suchasinform) for definingtheintendedin-
terpretationof messages,andit doesnot mandateany spe-
cific languagefor messagecontent. In addition, the con-
cretesyntaxfor FIPA ACL messagescloselyresemblesthat
of KQML. The FIPA ACL hasbeengiven a formal seman-
tics, in termsof a SemanticLanguage(SL). Theapproach
adoptedfor definingthesesemanticsdraws heavily on [6],
but in particularon Sadek’senhancementsto this work [4].
SL is a quantifiedmulti-modallogic, whichcontainsmodal
operatorsfor referringto thebeliefs, desires, anduncertain
beliefsof agents,as well asa simpledynamiclogic-style
apparatusfor representingagentactions.Thesemanticsof
the FIPA ACL mapeachACL messageto a formula of SL,
which definesa constraintthat the senderof the message
mustsatisfy if it is to be consideredasconformingto the
FIPA ACL standard.FIPA refer to this constraintasthe fea-
sibility condition.Thesemanticsalsomapeachmessageto
an SL-formula which definesthe rational effect of the ac-
tion — the“purpose”of themessage:whatanagentwill be

attemptingto achieve in sendingthemessage.However, in
asocietyof autonomousagents,therationaleffectof ames-
sagecannot(andshouldnot)beguaranteed.Henceconfor-
mancedoesnotrequiretherecipientof amessageto respect
therationaleffectpartof theACL semantics— only thefea-
sibility condition.

FIPA recognisethat “demonstratingin an unambiguous
way that a given agentimplementationis correctwith re-
spectto [the semantics]is not a problemwhich hasbeen
solved” [10, p46],andidentify it asanareaof futurework.
(Checkingthatanimplementationrespectsthesyntaxof the
ACL standardis, of course,trivial.) If anagentcommunica-
tion languagesuchasFIPA’s ACL is ever to bewidely used
— particularlyfor suchsensitive applicationsaselectronic
commerce— thensuchconformancetestingis obviously
crucial.However, theproblemof conformancetesting(ver-
ification) is not actuallygivena concretedefinitionin [10],
andnoindicationis givenof how it mightbedone.In short,
the aim of this paperis to unambiguouslydefinewhat it
meansfor an agentcommunicationlanguagesuchas that
definedby FIPA to beverifiable,andthento investigatethe
issuessurroundingverification.

2. Agent Communication Frameworks

In this section,we presentan abstractframework that
allows us to preciselydefinethe verifiableACL semantics
problem. First, we will assumethat we have a set Ag ��
1 ��������� n � of agentnames— thesearetheuniqueidentifiers

of agentsthatwill besendingmessagesto oneanotherin a
system.

We shallassumethatagentscommunicateusinga com-
municationlanguage�	� . This ACL maybeKQML together
with KIF [14], it may be the FIPA-97 communicationlan-
guage[10], or someotherproprietarylanguage.Theexact
natureof �
� is not importantfor ourpurposes.Theonly re-
quirementsthatweplaceon �	� arethatit hasawell-defined
syntaxanda well-definedsemantics. Thesyntaxidentifies
a setwf f ��� �� of well-formedformulaeof � � — syntac-
tically acceptableconstructionsof � � . Sincewe usually
think of formulaeof � � asbeingmessages, we useµ (with
annotations:µ��� µ1 ������� ) to standfor membersof wf f ��� �� .

Thesemanticsof � � areassumedto bedefinedin terms
of a secondlanguage��� , which we shall call the seman-
tic language. The ideais that if anagentsendsa message,
thenthe meaningof sendingthis messageis definedby a
formula of � � . This formula defineswhat FIPA [10, p48]
referto asthefeasibilitypre-condition— essentially, acon-
straintthat thesenderof themessagemustsatisfyin order
to be regardedasbeing“sincere” in sendingthe message.
For example,thefeasibilitypre-conditionfor an inform act
would typically statethat thesenderof an inform mustbe-
lievethecontentof themessage,otherwisethesenderis not



beingsincere.Notethat in this paperwe arenot concerned
with the effectsthat messageshave on recipients. This is
becausealthoughthe “rational effect” of a messageon its
recipientis the reasonthat the senderwill senda message
(e.g.,agenti informsagent j of ϕ becausei wants j to be-
lieveϕ), thesendercanhavenoguaranteethattherecipient
will evenreceive themessage,still lessthat it will have the
intendedeffect. Thekey to ournotionof semanticsis there-
fore whatpropertiesmusthold of thesenderof a message,
in orderthatit canbeconsideredto besincerein sendingit.

Notethatour approach,of definingthesemanticsof �	�
in termsof anotherlanguage� � , is quite normal: the se-
manticsof KQML have beendefinedin termsof a modal
language,containingoperatorsfor referring to the beliefs
andwantsof agents[14], andthesemanticsof theFIPA-97
ACL aredefinedin termsof thequantifiedmulti-modallogic
SL [10, pp45–55].

Formally, the semanticsof the ACL � � aregiven by a
function

� � � � � : wf f ��� ���� wf f ����� 
which mapsa singlemessageµ of � � to a singleformula� �
µ
� � � of ��� , which representsthe semanticsof µ. Note

thatthe“sinceritycondition”
� �
µ
� � � for messageµ actsin ef-

fect likea specification(in thesoftwareengineeringsense),
whichmustbesatisfiedby any agentthatclaimsto conform
to thesemantics.Verifying thatanagentprogramconforms
to thesemanticsis thusa processof checkingthat thepro-
gramsatisfiesthisspecification.

In order that the semanticsof �	� be well-defined,we
mustalsohave a semanticsfor our semanticlanguage� �
itself. While thereis no reasonin principlewhy we should
not definethe semanticsof � � in termsof a further lan-
guage� ��� , (andso on), we assumewithout lossof gener-
ality that the semanticsof � � aregiven with respectto a
classmod��� �  of logical modelsfor � � . More precisely,
thesemanticsof ��� will bedefinedvia a satisfactionrela-
tion “ � � � ”, where

� � ��� wf f ��� � �� mod��� �  �
By convention,if M  mod�����  andϕ  wf f �����  thenwe
write M � � � ϕ to indicatethat � ϕ � M   !� � � . If M � � � ϕ,
thenwe readthis as“ϕ is satisfied(or equivalently, is true)
in M”. Themeaningof a formulaϕ of ��� is thenthesetof
modelsin whichϕ is satisfied.We definea function

� � � � � : wf f ��� � "� ℘� mod��� � �
suchthatif ϕ  wf f ��� �  , then

� �
ϕ
� � � is thesetof modelsin

whichϕ is satisfied:

� �
ϕ
� � � � �

M � M  mod��� �  andM � � � ϕ ���

Agentsareassumedto be implementedby programs, and
we let Π standfor the setof all suchagentprograms.For
eachagenti  Ag, weassumethatπi  Π is theprogramthat
implementsit. For our purposes,thecontentsof Π arenot
important— they maybeJAVA, C, or C++ programs,for ex-
ample.At any givenmoment,weassumethata programπi

maybein any of asetLi of local states. Thelocalstateof a
programis essentiallyjustasnapshotof theagent’smemory
at someinstantin time. As anagentprogramπi executes,
it will performoperations(suchasassignmentstatements)
thatmodify its state.Let L �$#

i % AgLi be thesetof all lo-
calstates.We usel (with annotations:l ��� l1 ������� ) to standfor
membersof L.

Oneof thekey activitiesof agentprogramsis communi-
cation: they sendandreceive messages,which areformu-
laeof thecommunicationlanguage� � . We assumethatwe
canidentify whenanagentemitssuchamessage,andwrite
send� πi � µ � l  to indicatethe fact that agenti  Ag, imple-
mentedby programπi  Π, sendsa messageµ  &�	� when
in statel  Li .

We now definewhat we meanby the semanticsof an
agentprogram. Intuitively, the ideais that whenan agent
programπi is in statel , wemustbeableto characterisethe
propertiesof theprogramasa formulaof thesemanticlan-
guage� � . This formula is the theoryof the program. In
theoreticalcomputerscience,thederivationof a program’s
theoryis thefirst stepto reasoningaboutits behaviour. In
particular, aprogramtheoryis thebasisuponwhichwecan
verify that theprogramsatisfiesits specification.Formally,
a programsemanticsis a functionthatmapsa pair consist-
ing of anagentprogramanda localstateto aformula ��� of
thesemanticlanguage.Note that thesemanticsof Π must
bedefinedin termsof thesamesemanticlanguagethatwas
usedto definethesemanticsof �	� — otherwisethereis no
point of referencebetweenthe two. Formally then,a se-
manticsfor agentprogram/statepairsis a function

� � � �
Π : Π � L � wf f ��� �  �

The relationshipsbetweenthe variousformal components
introducedabovearesummarisedin Figure1. We now col-
lect thesevariouscomponentstogetheranddefinewhatwe
meanby anagentcommunicationframework.

Definition 1 An agent communicationframework is a
� 2n ' 4 -tuple:

(
Ag� π1 ��������� πn � L1 ��������� Ln ��� � ������� � � � � Π )

where Ag � �
1 ��������� n � is a non-emptysetof agents,πi  Π

is an agent program, Li is the set of local statesof πi ,�	� � (
wf f ���	�  � � � � � � ) is a communicationlanguage, � � �(

wf f ��� �  � � � � � � ) is a semanticlanguage, and
� � � �

Π is a se-
manticsfor Π.
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Figure 1. The components of an agent communication framework.

We let F bethesetof all suchagentcommunicationframe-
works,anduse f (with annotations:f ��� f1 ������� ) to standfor
membersof F.

3. Verifiable Communication Frameworks

We arenow in a positionto definewhat it meansfor an
agentprogram,in sendingamessagewhile in someparticu-
lar state,to berespectingthesemanticsof acommunication
framework. Recallthata communicationlanguageseman-
ticsdefines,for eachmessage,aconstraint, or specification,
whichmustbesatisfiedby thesenderof themessageif it is
to beconsideredassatisfyingthesemanticsof thecommu-
nication language. The propertiesof a programwhen in
someparticularstatearegiven by the programsemantics,� � � �

Π. Thisnaturallyleadsto thefollowing definition.

Definition 2 Suppose

f � (
Ag� π1 �������7� πn � L1 �������7� Ln ��� � �����8� � � � � Π )

is an agent communication framework, and that
send� πi � µ � l  for somei  Ag, µ  wf f ��� �� , and l  Li .
Then i is said to respectthe semanticsof framework f
(written � πi � l  � � f µ) iff

� �9� �
πi � l � � Π � � �:� � �9� �

µ
� � � � � � .

Notethattheproblemcouldequivalentlyhavebeenphrased
in termsof logical consequence:� πi � l  � � f µ if f

� �
µ
� � � is an

� � -logical consequenceof
� �
πi � l � � Π. Using this definition,

we candefinewhat it meansfor a communicationframe-
work to havea verifiablesemantics.

Definition 3 Anagentcommunicationframework

f � (
Ag� π1 �������7� πn � L1 �������7� Ln ���	����� � � � � � � Π )

is saidto beverifiableiff it is a decidablequestionwhether
� πi � l  � � f µ for arbitrary πi , l , µ.

The intuition behindverifiability is asfollows: if anagent
communicationframework enjoys this property, then we
can determinewhetheror not an agentis respectingthe
framework’scommunicationlanguagesemanticswhenever
it sendsa message.If a framework is verifiable, thenwe
know thatit is possiblein principle to determinewhetheror
not anagentis respectingthesemanticsof the framework.
But a framework that is verifiablein principle is not neces-
sarily verifiable in practice. This is the motivationbehind
thefollowing definition.

Definition 4 An agentcommunicationframework f  F is
said to be practicallyverifiable iff it is decidablewhether
� πi � l  � � f µ in timepolynomialin thesizeof f , π, µ, andl .

If we have a practicallyverifiableframework, thenwe can
do the verificationin polynomialtime, which implies that
we have at leastsomehopeof doingautomaticverification
usingcomputersthatwecanenvisagetoday.

3.1. What doesit meanto be Verifiable?

If we hada verifiableagentcommunicationframework,
whatwouldit look like?Let ustakeeachof thecomponents
of sucha framework in turn. First,oursetAgof agents,im-
plementedby programsπi , (wheretheseprogramsarewrit-
tenin anarbitraryprogramminglanguage).This is straight-
forward: we obviouslyhave suchcomponentstoday. Next,
weneedacommunicationlanguage� � , with awell-defined
syntax and semantics,where the semanticsare given in
termsof � � , a semanticlanguage.Again, this is not prob-
lematic:wehavesucha language�	� in bothKQML andthe
FIPA-97 language.Takingthe FIPA case,thesemanticlan-
guageis SL, a quantifiedmulti-modal logic with equality.
This languagein turnhasa well definedsyntaxandseman-
tics, and so next, we must look for a programsemantics� � � �

Π. At thispoint,weencounterproblems.



Thesemanticsof SL aregivenin thenormalmodallogic
traditionof Kripke(possibleworlds)semantics,whereeach
agent’s “attitudes” (belief, desire,. . . ) arecharacterisedas
relationsholding betweendifferent statesof affairs. Al-
thoughKripkesemanticsareattractivefrom amathematical
perspective, it is importantto note that they are not con-
nectedin any principledway with computationalsystems.
Thatis, for any givenπi  Π, (whereπi is, say, a JAVA pro-
gram),thereis noknown wayof attributingto thatprogram
anSL formula(or, equivalently, a setof SL models),which
characterisesit in termsof beliefs,desires,andsoon. Be-
causeof this, we saythat SL (andmostsimilar logicswith
Kripkesemantics)areungrounded— they havenoconcrete
computationalinterpretation.In otherwords,if theseman-
tics of ��� areungrounded(as they are in the FIPA-97 SL

case),thenwehavenosemanticsfor programs— andhence
anunverifiablecommunicationframework. Althoughwork
is goingonto investigatehow arbitraryprogramscanbeas-
cribedattitudessuchasbeliefsanddesires,thestateof the
art ([3]) is considerablybehindwhatwould berequiredfor
ACL verification.

Note that it is possibleto choosea semanticlanguage
� � suchthat a principledprogramsemantics

� � � �
Π canbe

derived. For example,temporallogic haslong beenused
to definethesemanticsof programminglanguages[15]. A
temporalsemanticsfor aprogramminglanguagedefinesfor
every programa temporallogic formulacharacterisingthe
meaningof that program. Temporallogic, althoughulti-
matelybasedonKripkesemantics,is firmly groundedin the
historiestracedout by programsasthey execute— though
of course,standardtemporallogic makes no referenceto
attitudessuchas belief and desire. Also note that work
in knowledge theoryhasshown how knowledge canbe at-
tributedto computationalprocessesin asystematicway[9].
However, this work gives no indication of how attitudes
suchas desiringor intendingmight be attributed to arbi-
traryprograms.(Weusetechniquesfrom knowledgetheory
to show how a groundedsemanticscanbegivento a com-
municationlanguagein Example2 of section4.)

Another issueis the computationalcomplexity of the
verificationprocessitself. Ultimately, determiningwhether
an agentimplementationis respectingthe semanticsof a
communicationframework reducesto a logicalproof prob-
lem, andthe complexity of suchproblemsis well-known.
If the semanticlanguage��� of a framework f is equalin
expressivepowerto first-orderlogic, then f is of coursenot
verifiable. For quantifiedmulti-modallogics,(suchasthat
usedby FIPA to definethesemanticsof theirACL), theproof
problemis oftenmuchharderthanthis— proofmethodsfor
quantifiedmulti-modallogicsareverymuchat thefrontiers
of theorem-proving research(cf. [1]). In theshortterm,at
least,thiscomplexity issueis likely to beanothersignificant
obstaclein thewayof ACL verification.

4. ExampleFrameworks

Example 1: ClassicalPropositional Logic. In this sec-
tion, we definethreecommunicationframeworks, and in-
vestigatewhetheror not they areverifiable. For our first
example,we definea simpleagentcommunicationframe-
work f1 in which agentscommunicateby exchangingfor-
mulaeof classicalpropositionallogic. Theintuitiveseman-
tics of sendinga messageϕ is that thesenderis informing
otheragentsof thetruth of ϕ. An agentsendingout a mes-
sageϕ will berespectingthesemanticsof thelanguageif it
“believes” (in a sensethat we preciselydefinebelow) that
ϕ is true; an agentwill not be respectingthe semanticsif
it sendsa messagethat it “believes” to be false. We also
assumethat agentprogramsexhibit a simplebehaviour of
sendingout all messagesthat they believe to be true. We
show that framework f1 is verifiable,andthat in factevery
agentprogramin this framework respectsthesemanticsof
f1.

Formally, we must definethe componentsof a frame-
work f1:

f1 � (
Ag� π1 �������7� πn � L1 �������7� Ln ���
�"��� � � � � � � Π )

Thesecomponentsare as follows. First, Ag is somear-
bitrary non-emptyset — the contentsare not significant.
Second,sinceagentscommunicateby simply exchanging
messagesthataresimplyformulaeof classicalpropositional
logic, � 0, we have �	� � � 0. Thusthe setwf f ��� 0  con-
tains formulaemadeup of the propositionsymbolsΦ ��

p � q � r �������9� combinedinto formulaeusingtheclassicalcon-
nectives“ ; ” (not), “ < ” (and),“ = ” (or), andsoon.

We let thesemanticlanguage� � alsobeclassicalpropo-
sitional logic, and define the �	� semanticfunction

� � � � �
simply asthe identity function:

� �
ϕ
� � � � ϕ, for all ϕ  >�	� .

Thesemanticfunction
� � � � � for � � is thentheusualproposi-

tional denotationfunction— thedefinitionis entirelystan-
dard,andsoweomit it in theinterestsof brevity.

An agenti’s statel i is definedto bea setof formulaeof
propositionallogic, henceLi

� ℘� wf f ��� 0 � . An agenti’s
programπi is assumedto simply implementthe following
rule:

?
ϕ  wf f ���
�  � ? l  Li � send� πi � ϕ � l  if f ϕ  l (1)

In otherwords,anagentprogramπi sendsamessageµwhen
in statel if f µ is presentin l . The semanticsof agentpro-
gramsarethendefinedasfollows:

� �
πi � � ϕ0 � ϕ1 ��������� ϕk � � � Π � ϕ0 < ϕ1 <:@�@�@�< ϕk �

In otherwords,themeaningof aprogramin statel is justthe
conjunctionof formulaein l . Thefollowing theoremsums
up the key propertiesof this simpleagentcommunication
framework.



Theorem1 (1) Framework f1 is verifiable. (2) Every
agentin f1 doesindeedrespectthesemanticsof f1.

Proof: For (1), supposethatsend� πi � µ � l  for arbitraryπi ,
µ, l � �

ϕ0 � ϕ1 �������7� ϕk � . Thenπi is respectingthesemantics
for f1 if f

� �A� �
πi � � ϕ0 � ϕ1 ��������� ϕk � � � Π � � �:� � �A� �

µ
� � � � � �

which by the f1 definitionsof
� � � �

Π and
� � � � � reducesto� �

ϕ0 < ϕ1 <B@�@�@C< ϕk
� � � � � �

µ
� � ��� But this is equivalentto show-

ing thatµ is an � 0-logicalconsequenceof ϕ0 < ϕ1 <B@�@�@C< ϕk.
Since� 0 logicalconsequenceisobviouslyadecidableprob-
lem,we aredone.For (2), we know from equation(1) that
send� πi � µ � l  if f µ  l . Sinceµ is clearly a logical conse-
quenceof l if µ  l , wearedone. D
An obviousnext questionis whether f1 is practically veri-
fiable, i.e., whetherverificationcanbedonein polynomial
time.Here,observethatverificationreducestoaproblemof
determininglogical consequencein � 0, which reducesto a
testfor � 0-validity, andhencein turn to � 0-unsatisfiability.
Sincethe � 0-satisfiabilityproblemis well-known to beNP-
complete,wecanimmediatelyconcludethefollowing.

Theorem2 The f1 verificationproblemis co-NP-complete.

Note that co-NP-completeproblemsareostensiblyharder
than merely NP-completeproblems,from which we can
concludethat practical verificationof f1 is unlikely to be
possible.

Example 2: Grounded Semantics for Propositional
Logic. Onecould arguethat Example1 worked because
we madethe assumptionthat agentsexplicitly maintain
databasesof � 0 formulae: checkingwhetheranagentwas
respectingthesemanticsin sendinga messageϕ amounted
to determiningwhetherϕ wasa logicalconsequenceof this
database.This wasa convenient,but, asthe following ex-
ampleillustrates,unnecessaryassumption.For this exam-
ple, we will againassumethatagentscommunicateby ex-
changingformulaeof classicalpropositionallogic � 0, but
we make no assumptionsabouttheir programsor internal
state.We show thatdespitethis,wecanstill obtaina verifi-
ablesemantics,becausewecangroundthesemanticsof the
communicationlanguagein thestatesof theprogram.

As in Example1, we setboth the communicationlan-
guage � � and the semanticlanguage��� to be classical
propositionallogic � 0. We requiresomeadditionaldefi-
nitions.Let thesetG of globalstatesof asystembedefined
by G � L1 � @�@�@ � Ln. Weuseg (with annotations:g1 � g��������� )
to standfor membersof G. We assumethatwe have a vo-
cabularyΦ � �

p � q �������E� of primitivepropositionsto express
thepropertiesof asystem.In addition,weassumeit is pos-
sibleto determinewhetheror not any primitiveproposition

p  Φ is true of a particularglobal stateor not. We write
g � � p to indicatethat p is true in stateg. Next, we define
a relation F i � G � Li for eachagenti  Ag to capturethe
ideaof indistinguishability. Theideais that if anagenti is
in statel  Li , thena global stateg � (

l �1 �������7� l �n ) is indis-
tinguishablefrom the statel that i is currently in (written
g F i l ) if f l � l �i . Now, for any givenagentprogramπi in
localstatel , wedefinethepositiveknowledgesetof πi in l ,
(writtenksGH� πi � l  ) to bethesetof propositionsthataretrue
in all globalstatesthatareindistinguishablefrom l , andthe
negativeknowledge setof πi in l , (written ksI
� πi � l  ) to be
thesetof propositionsthatarefalsein all globalstatesthat
areindistinguishablefrom l . Formally,

ksGH� πi � l  � �
p � p  Φ and

?
g  G � g F i l impliesg � � p �

ksI	� πi � l  � �
p � p  Φ and

?
g  G � g F i l impliesg J� � p �

Readersfamiliar with epistemiclogic [9] will immediately
recognisethat this constructionis basedon the definition
of knowledgein distributed systems. The idea is that if
p  ksGK� πi � l  , (respectively, p  ksIL� πi � l  ), thengiventhe
informationthati hasavailablein statel , p mustnecessarily
betrue(respectively, false).

The �
� semanticfunction
� � � � � is definedto betheiden-

tity functionagain,so
� �
ϕ
� � � � ϕ. For theprogramseman-

tics,wedefine
� �
πi � l � � Π �NM

p j % ksOQP πi R l S
p j < M

pk % ksTUP πi R l S
; pk �

The formula
� �
πi � l � � Π thusencodesthe knowledge that the

programπi hasaboutthe truth or falsity of propositionsΦ
whenin statel . The � � semanticfunction

� � � � � is assumed
to be the standard� 0 semanticfunction,asin Example1.
An agentwill thusberespectingthesemanticsof thecom-
municationframework if it sendsa messagesuchthat this
messageis guaranteedto betruein all statesindistinguish-
ablefrom theonetheagentis currentlyin. This framework
hasthefollowing property.

Theorem3 If f2 is finite, then f2 is verifiable.

Proof: Supposethat send� πi � µ � l  for arbitrary πi , µ, l .
Thenπi is respectingthesemanticsfor f2 if f

� �A� �
πi � l � � Π � � �V�� �9� �

µ
� � � � � � which by the f2 definitions of

� � � �
Π and

� � � � �
reducesto

� � W
p j % ksO P πi R l S p j < W pk % ksT P πi R l S ; pk

� � � � � �
µ
� � �"�

ComputingG will take time O ��� L1 � @�@�@ � Ln �  ; comput-
ing F i canbedonein time O ��� Li � � �G �  ; andgivenG and
F i , computingksG	� πi � l  andksIL� πi � l  canbedonein time
O ���Φ � � �G �  . OncegivenksG	� π � l  andksIL� π � l  , determin-
ing whether

� � W
p j % ksO P πi R l S p j < W pk % ksT P πi R l S ; pk

� � � � � �
µ
� � �

reducesto a problem of determining � 0 logical conse-
quence,which is obviouslydecidable. D
Since f2 verification reducesto � 0 logical consequence
checking,we canusea similar argumentto that usedfor



Theorem2 to show theproblemis in generalnomorecom-
plex than f1 verification:

Theorem4 The f2 verificationproblemis co-NP-complete.

Notethatthemainpointaboutthis exampleis theway that
thesemanticsfor programsweregroundedin thestatesof
programs. In this example, the communicationlanguage
wassimpleenoughto makethegroundingeasy. Morecom-
plex communicationlanguageswith a similarly grounded
semanticsarepossible.Framework f2 canbeextendedtoal-
low agentstocommunicatein propositionalepistemiclogic,
for example[9].

Example 3: The FIPA-97 ACL. For the final example,
considera framework f3 in whichweusetheFIPA-97 ACL,
and the semanticsfor this languagedefinedin [10]. Fol-
lowing the discussionin section3.1, it shouldcomeasno
surprisethatsucha framework is not verifiable. It is worth
spellingout the reasonsfor this. First, sincethe semantic
languageSL is a quantifiedmulti-modallogic, with greater
expressivepowerthanclassicalfirst orderlogic, it is clearly
undecidable.(As we notedabove, the complexity of the
decisionproblemfor quantifiedmodallogicsis oftenmuch
harderthanfor classicalpredicatelogic [1].) Sotheformal
problemof verificationis for f3 is obviously undecidable.
But of coursethe problemis worsethanthis, sinceasthe
discussionin section3.1showed,wedonothaveany ideaof
how to assigna programsemanticsfor semanticlanguages
like SL, becausetheselanguageshave an ungroundedse-
mantics.

5. Discussion

If agentsareto beaswidely deployedassomeobservers
predict, then the issueof inter-operation— in the form
of standardsfor communicationlanguages— mustbe ad-
dressed. Moreover, the problem of determiningconfor-
manceto thesestandardsmustalsobeseriouslyconsidered,
for if thereis nowayof determiningwhetheror notasystem
thatclaimsto conformto astandarddoesindeedconformto
it, thenthevalueof thestandarditself mustbequestioned.
This paperhasgiven the first precisedefinition of what it
meansfor an agentcommunicationframework to be veri-
fiable,andhasidentifiedsomeproblematicissuesfor veri-
fiablecommunicationlanguagesemantics,themostimpor-
tantof whichbeingthat:

X We mustbe able to characterisethe propertiesof an
agentprogramasaformulaof thelanguage� � usedto
give a semanticsto thecommunicationlanguage.� �
if oftena multi-modallogic, referringto (in the FIPA-
97 case,for example)the beliefs,desires,anduncer-
taintiesof agents. We currentlyhave very little idea

aboutsystematicwaysof attributingsuchdescriptions
to programs— thestateof theart is considerably be-
hind whatwould beneededfor anything like practical
verification,andthissituationis not likely to changein
thenearfuture.

X The computationalcomplexity of logical verification,
(particularlyusingquantifiedmulti-modallanguages),
is likely to prove a majorobstaclein thepathof prac-
tical agentcommunicationlanguageverification.

In addition, the paperhasgiven examplesof agentcom-
municationframeworks, someof which are verifiable by
this definition, others of which, (including the FIPA-97
ACL [10]), arenot.

An obvious responseto this paperis to ask is whether
its negativeresultsareanartifactof theway theverification
problemhasbeendefined. In particular, readersfamiliar
with verificationtechniquesfrom mainstreamcomputersci-
encemight wonderwhethera modelchecking approachto
verificationis moreappropriate[12, 5]. Usingsuchanap-
proach,we would definetheprogramsemanticsasa func-
tion

� � � �
Π : Π � L � mod����� 

which assignsto every program/statepair an � � -model,
which encodesthe propertiesof that program/statepair.
Verifying that � πi � l  � � f µ would involvecheckingwhether� �
πi � l � � Π � � � � � µ� � � , i.e.,whetherthesinceritycondition

� �
µ
� � �

wassatisfiedin model
� �
πi � l � � Π. Themainperceivedadvan-

tageof modelcheckingapproachesarewith respectto effi-
ciency: modelcheckingis oftenmuchsimplerthantheorem
proving, andasa consequencemodel-checkingapproaches
have been used to verify significant finite-statesystems
(with up to 10120 states[5]). Moreover, model checking
algorithmshave beendevelopedfor (propositional)belief-
desire-intentionlogics[17], which aresomewhatsimilar to
thoseusedto give a semanticsto the FIPA ACL. However,
therearetwo majorproblemswith suchanapproach.The
first is that of developingthe programsemantics

� � � �
Π: as

describedabove,wedonotyethaveany techniquesfor sys-
tematicallyassigningmodelsrepresentingbeliefs,desires,
anduncertainties(asin the FIPA-97 SL case[10]) to arbi-
trary programs.The secondproblemis that modelcheck-
ing approacheshave beenshown to be useful for systems
thatcanbe representedasfinite statemodelsusingpropo-
sitional temporallogics. If theverificationlogic allows ar-
bitrary quantification,(or the systemto be verified is not
finite state),thena modelcheckingapproachis unlikely to
bepracticable.

A possiblealternative approachto verificationwould be
a form of operationalsemantics. Theideais bestexplained
by analogywith testingcompilersto determinecompliance



with programminglanguagestandards.Althoughprogram-
ming languagesoften have a formal (denotational,alge-
braic, . . . ) semantics,compilersare invariably testedby
subjectingthem to a barrageof test casesand checking
theresultsagainstwhatwouldbeexpectedof a conformant
compiler. Couldsomesimilar approachbe adoptedto test
ACL standardcompliance?It is difficult to seehow. For
whatrealistictestscouldweconstructto determinewhether
someagentintendedto x, whenwe do not ourselvesagree
onwhatintendingx is?

Perhapsa morerealisticalternative would be not to try
to actually testagentprogramsto determinewhetherthey
complywith the semantics,but to elevatemessagesto the
statusof legally binding contracts. Thus if someagenti
promisedto do x by a certaindate,and failed to do x by
this date,theni would beliable to penalties,in exactly the
samewaythatcontractorswhofail to meettheirobligations
areliable in humansocieties.Thereareseveralarguments
againstthis approach.The legal issues,for onething, are
anas-yetuntestedarea(but see[13]). In addition,the ap-
proachseemsto imply a centralised third party responsi-
ble for checkingandif necessaryenforcingthe legal con-
straints. Centralisationis clearly at oddswith the goal of
building looselycoupleddistributedsystems.Finally, the
practicalityof “policing” Internet-widemulti-agentsystems
in this way mustbequestionable.However, theschemeis
almostcertainlypracticablefor smaller-scalesystems. In
themediumterm,it maybetheonly optionavailable.

Finally, note that the resultsof this papercould be in-
terpretedasnegative, in that they imply thatverificationof
conformanceto ACLs usingcurrenttechniquesis not likely
to bepossible.However, thepapershouldemphaticallynot
be interpretedassuggestingthat standards— particularly,
standardisedACLs— areunnecessaryor awasteof time. If
agenttechnologyis to achieveits muchvauntedpotentialas
a new paradigmfor softwareconstruction,thensuchstan-
dardsareessential. However, it maywell be thatwe need
new waysof thinking aboutthesemanticsandverification
of suchstandards.
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