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Abstract

This paperexaminegheissueof developingsemanticgor
agentcommunicatioianguages. In particular, it consides
the problemof giving a verifiable semanticdor sud lan-
guages— a semanticavhele conformancdor otherwise)
to the semanticscould be determinedby an independent
observer Theseproblemsare preciselydefinedin an ab-
stract formal framevork. Usingthis frameavork, a number
of exampleagentcommunicatiorframevorksare examined
with respectto the problemof verifying conformance A
discussions thenpresentedof the variousoptionsopento
designes of agentcommunicatiodanguages,with respect
the problemof verifyingconformance

1. Intr oduction

Multi-agent systemsare currently a major areaof re-
searchand developmentactvity. One of the main rea-
sonsfor this level of interestis that multi-agentsystems
areseenasakey enablingtechnologyfor the Internet-wide
electroniccommercesystemsthat are widely predictedto
emepgein the nearfuture[11]. If thisvision of large-scale,
openmulti-agentsystemss to be realised thenthe funda-
mentalproblemof inter-opembility mustbe addressedIt
mustbe possiblefor agentsuilt by differentorganisations,
using different hardware and software platforms,to com-
municatevia acommonlanguagevith a universallyagreed
semantics.

The inter-operability requirementhasled to the devel-
opmentof several standardiseégent communicatioran-
guages(ACLS) [16, 10]. However, to gainacceptancepar
ticularly for sensitve applicationssuchaselectroniccom-
merce,it mustbe possibleto determinewvhetheror not ary
systemthat claimsto conformto an ACL standardactually
doesso. We saythatan AcL standards verifiableif it en-
joysthisproperty Unfortunatelyverifiability hasto datere-
ceivedlittle attentionby thestandardsommunity(although

it hasbeenrecognisedsanissue[10, p46]). In this paper
we establisha simple formal frameawork that allows usto
preciselydefinewhatit meansfor an ACL to be verifiable.
Thisframaworkis definedn section?, following abrief dis-
cussionof the backgroundo this work. We thenformally
definewhatit meandor anAcL to beverifiablein section3,
anddiscusghe practicalimplicationsof thesedefinitionsin
section3.1. In section4, we give examplesof someACLs,
andshav thatsomeof theseareverifiable,while othersare
not. Finally, in section5, we discussthe implicationsof
our results with emphasisn future directionsfor work on
verifiableAacLs.

Background

Currentactiities in the areaof AcL semanticdracetheir

originsto the work of Austin [2]. He notedthata certain
classof naturallanguageutterances— hereaftereferredto

asspeeb acts— hadthe characteristic®f actions in the

sensdhatthey changethe stateof theworld in away anal-

ogousto physicalactions. Austin’s work was refinedand

considerablyextendedby Searle,in his 1969book Speeh

Acts[18]. Searleattemptedo derivethe“necessarandsuf-

ficient” conditionsfor thesuccessfuperformancef speech
acts, and gave a five-point typology of various different
classe®f speechacts.

Speeclactswereintroducedo theArtificial Intelligence
(A1) communitylargely throughthework of CohenandPer
rault,whoin [8] gave anaccounbf thesemantic®f speech
actsby usingtechniqueslevelopedn Al planningresearch.
They shaved how the pre- and post-conditionsof speech
actssuchasrequestcould be representeéh a multi-modal
logic containingoperatordor describingthe beliefs abili-
ties andwantsof the participantsn the speechact.

While this plan-basedheoryof speectactswasa major
stepforward, it wasrecognisedhata theoryof speechacts
shouldbe rootedin a more generaltheory of rational ac-
tion. This obsenationled CohenandLevesqueto develop
atheoryin which speectactsweremodelledasactionsper



formedby rationalagentsn the furtheranceof their inten-
tions|[6].

In the early 1990s,the DARPA Knowledge SharingEf-
fort (k sE) beganto developthe KnowledgeQueryandMa-
nipulationLanguaggk QML) asa commonframework via
which multiple expert systemqcf. agents)could exchange
knowledge[16]. KQML is essentiallyan “outer” language
for messagest definesa simpleLispP-like formatfor mes-
sagesand41 performativesor messagaypes,thatdefine
the intendedmeaningof a message ExamplekQML per
formativesincludeask-i f andtel | . The contentof mes-
sagesvasnot consideregartof the KQML standardput a
separate¢KnowledgelnterchangeFormat” (kIF) wasalso
definedto expresssuchcontent.KIF is essentiallyclassical
first-orderpredicatdogic. Formaldefinitionsof the syntax
of KQML andkIF were developedby the KSE, but KQML
lacked ary formal semanticauntil [14]. Partly becauseof
thelack of any otherobvious standarccommunicationan-
guage,and partly becauseof the availability of free soft-
warelibrariesto implementk QML messagingthe take-up
of KQML by themulti-agensystem&ommunitywassignif-
icant. However, Cohenand Levesque(amongothers)crit-
icizedkQML on anumberof groundg[7], the mostimpor-
tant of which beingthat, at thattime, the languagenadno
formal semanticsand was missingan entire classof per
formatves— commissivesby which one agentmakesa
commitmento another As CohenandLevesquepoint out,
it is difficult to seehow mary multi-agentscenariosould
beimplementedvithoutcommissies.

In 1995,the Foundationfor Intelligent PhysicalAgents
(FIPA) beganits work ondevelopingstandardéor agentys-
tems. The centrepiecef this initiative is the development
of anAcL [10]. ThisAcL is superficiallysimilarto KQML:
it definesan “outer” languagefor messagesdt defines20
performatves(suchasi nf or n) for definingtheintendedn-
terpretationof messagesandit doesnot mandateary spe-
cific languagefor messageontent. In addition, the con-
cretesyntaxfor FIPA ACL messagesloselyresembleshat
of kKQML. The FIPA AcL hasbeengiven a formal seman-
tics, in termsof a Semantid_anguaggsL). The approach
adoptedor definingthesesemanticslravs heavily on [6],
but in particularon Sadeks enhancements this work [4].
SL is a quantifiedmulti-modallogic, which containsmodal
operatordor referringto the beliefs desiles anduncertain
beliefsof agents,aswell asa simple dynamiclogic-style
apparatugor representingagentactions. The semanticof
the FIPA ACL mapeachacL messageo a formula of sL,
which definesa constraintthat the senderof the message
mustsatisfyif it is to be considerechs conformingto the
FIPA ACL standard.FIPA referto this constraintasthe fea-
sibility condition. The semanticglsomapeachmessagéo
an sL-formulawhich definesthe rational effect of the ac-
tion — the“purpose”of themessagewhatanagentwill be

attemptingto achieve in sendingthe messageHowever, in
asocietyof autonomousgentstherationaleffectof ames-
sagecannot(andshouldnot) be guaranteedHenceconfor
mancedoesnotrequiretherecipientof amessag#o respect
therationaleffectpartof theAcL semantics— only thefea-
sibility condition.

FIPA recognisethat “demonstratingn an unambiguous
way that a given agentimplementationis correctwith re-
spectto [the semantics]s not a problemwhich hasbeen
solved” [10, p46], andidentify it asanareaof futurework.
(Checkingthatanimplementatiomespectshesyntaxof the
ACL standards, of coursetrivial.) If anagentcommunica-
tion languagesuchasFIPA’s ACL is everto bewidely used
— particularlyfor suchsensitve applicationsaselectronic
commerce— thensuchconformancdestingis obviously
crucial. However, the problemof conformanceesting(ver-
ification) is not actuallygivena concretedefinitionin [10],
andnoindicationis givenof how it mightbedone.In short,
the aim of this paperis to unambiguouslydefinewhat it
meansfor an agentcommunicationanguagesuchasthat
definedby FIPA to be verifiable,andthento investigatehe
issuessurroundingverification.

2. Agent Communication Frameworks

In this section,we presentan abstractframevork that
allows us to preciselydefinethe verifiable ACL semantics
problem. First, we will assumehat we have a setAg=
{1,...,n} of agentnames— thesearetheuniqueidentifiers
of agentghatwill be sendingmessageto oneanothelin a
system.

We shallassuméhatagentscommunicateisinga com-
municationlanguageL.. ThisAcL maybekQmL together
with KIF [14], it may be the FIPA-97 communicationan-
guage[10], or someotherproprietarylanguage.The exact
natureof £ is notimportantfor our purposesTheonly re-
guirementshatwe placeon £ arethatit hasawell-defined
syntaxanda well-definedsemantics The syntaxidentifies
a setwf f(L¢) of well-formedformulaeof £, — syntac-
tically acceptableconstructionsof L. Sincewe usually
think of formulaeof L~ asbeingmessges we usep (with
annotationsyl, 1y, . . .) to standfor memberof wf f (L.).

Thesemantic®f £, areassumedo be definedin terms
of a secondlanguageZs, which we shall call the seman-
tic language. Theideais thatif anagentsendsa message,
thenthe meaningof sendingthis messages definedby a
formulaof £s. This formula defineswhat FiPA [10, p48]
referto asthefeasibilitypre-condition— essentiallya con-
straintthat the senderof the messagenustsatisfyin order
to be regardedasbeing“sincere” in sendingthe message.
For example thefeasibility pre-conditionfor aninform act
would typically statethatthe sendemf aninform mustbe-
lievethecontentof themessageytherwisehesendeis not



beingsincere.Notethatin this paperwe arenot concerned
with the effectsthat messagesave on recipients. This is
becausalthoughthe “rational effect” of a messagen its
recipientis the reasornthatthe sendemwill senda message
(e.g.,agenti informsagentj of ¢ because wantsj to be-
lieve ¢), thesendercanhave no guarante¢hattherecipient
will evenreceve the messagsstill lessthatit will have the
intendecdeffect. Thekey to our notionof semanticss there-
fore what propertieanusthold of the senderof a message,
in orderthatit canbeconsideredo besinceran sendingt.

Notethatour approachpf definingthe semanticof £,
in termsof anotherlanguage/;, is quite normal: the se-
manticsof KQML have beendefinedin termsof a modal
language containingoperatorsfor referringto the beliefs
andwantsof agentg14], andthe semanticof the FIPA-97
AcL aredefinedn termsof thequantifiedmulti-modallogic
SL [10, pp45-55].

Formally, the semanticf the ACL £, aregivenby a
function

[Qc:wff(Le) = wif(Ls)

which mapsa single messaget of £, to a singleformula
[M]¢ of Lg, which representshe semanticsof p. Note

thatthe “sincerity condition” [l - for messaggi actsin ef-

fectlike a specificatior(in the softwareengineeringense),
whichmustbesatisfiedby arny agentthatclaimsto conform

to thesemanticsVerifying thatanagentprogramconforms
to the semanticss thusa procesof checkingthatthe pro-

gramsatisfieghis specification.

In orderthat the semanticof £, be well-defined,we
mustalso have a semanticdor our semantidanguageL
itself. While thereis no reasorin principlewhy we should
not definethe semanticof L in termsof a further lan-
guageLg, (andso on), we assumewithout lossof gener
ality that the semanticof £ are given with respectto a
classmod Ls) of logical modelsfor £s. More precisely
the semanticof £ will bedefinedvia a satisfactionrela-
tion“I=5", where

Fs Cwff(Ls) x modLs).
By corvention,if M € mod(Ls) andd € wf f(Ls) thenwe
write M =5 ¢ to indicatethat (§,M) € |=5. If M =5 0,
thenwe readthis as" ¢ is satisfied(or equivalently; is true)

in M”. Themeaningof aformula¢ of L is thenthe setof
modelsin which ¢ is satisfied We defineafunction

[s :wff(Ls) —0O(modLs))

suchthatif ¢ € wf f(Ls), then[[¢]s is thesetof modelsin
which ¢ is satisfied:

[¢]s = {M|M € mod(Ls) andM |=s ¢}

Agentsare assumedo be implementedy programs and
we let N standfor the setof all suchagentprograms.For
eachagent € Ag, weassumehatrs € I istheprogramhat
implementst. For our purposesthe contentsof N arenot
important— they maybeJava, c, or c++ programsfor ex-
ample.At ary givenmomentwe assumehata programrg
maybein ary of asetL; of local states Thelocal stateof a
programis essentialljustasnapshobf theagents memory
at someinstantin time. As anagentprogramtg executes,
it will performoperationgsuchasassignmenstatements)
thatmodify its state. Let L = jcagLi be the setof all lo-
cal statesWe usel (with annotationslt’,l4,...) to standfor
membersf L.

Oneof thekey actiities of agentprogramss communi-
cation they sendandreceive messagesyhich areformu-
lae of thecommunicatiodanguageL. We assuméhatwe
canidentify whenanagentemitssucha messageandwrite
sendTt, 1) to indicatethe factthatagenti € Ag, imple-
mentedby programts € I1, sendsamessagel € L- when
in statel € L.

We now definewhat we meanby the semanticf an
agentprogram. Intuitively, the ideais thatwhenan agent
programrs is in statel, we mustbe ableto characteris¢he
propertiesof the programasa formulaof the semantidan-
guageLs. Thisformulais the theoryof the program. In
theoreticaktomputersciencethe derivation of a programs
theoryis thefirst stepto reasoningaboutits behaiour. In
particular a programtheoryis thebasisuponwhichwe can
verify thatthe programsatisfiests specification.Formally,
a programsemanticss a functionthat mapsa pair consist-
ing of anagentprogramanda local stateto aformula £ of
the semantidanguage.Note that the semanticf I must
bedefinedin termsof the samesemantidanguagehatwas
usedto definethe semantic®f L~ — otherwisethereis no
point of referencebetweenthe two. Formally then, a se-
manticsfor agentprogram/stat@airsis afunction

[-In:0xL—wff(Ls).

The relationshipsbetweenthe variousformal components
introducedabove aresummarisedh Figurel. We now col-
lectthesevariouscomponentsogetheranddefinewhatwe
meanby anagentcommunicatiorframevork.

Definition 1 An agent communicationframework is a
(2n+ 4)-tuple:

<Ag;n1;---,nn;|-1;---;Ln:LC;LS;[[—]]I'I>

whee Ag= {1,...,n} is a non-emptysetof agents,T € I
is an agent program, L; is the set of local statesof T,
L= (WFf(Le),[-]lc) isacommunicatioanguage, Lg =
(wf f(Ls),[]s) is a semantidanguege, and [ ] is a se-
manticsfor .
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Model structuredor £ — mod(Ls)

Figure 1. The components of an agent communication framework.

We let F bethesetof all suchagentcommunicatiorframe-
works,andusef (with annotations:f’, f1,...) to standfor
memberf F.

3. Verifiable Communication Frameworks

We arenow in a positionto definewhatit meandor an
agentprogram;n sendingamessagvhile in someparticu-
lar state to berespectinghe semantic®f acommunication
framewvork. Recallthata communicatiolanguageseman-
ticsdefinesfor eachmessagea constaint, or specification
which mustbe satisfiedby the sendeiof themessagé it is
to be consideredssatisfyingthe semanticof the commu-
nication language. The propertiesof a programwhenin
someparticularstateare given by the programsemantics,
[-]n. This naturallyleadsto thefollowing definition.

Definition 2 Suppose
f = (Ag,n]_,...,nh,l_]_,...,Ln,LC,Lj,II—]]I'I)

is an agent communication framevork, and that
sendTt, 1) for somei € Ag, pe wff(Ly), andl € L.
Theni is said to respectthe semanticsof framevork f

(written (5, 1) F=¢ W) iff [, 1nDs < [T s

Notethatthe problemcouldequialentlyhave beenphrased
in termsof logical consequence(Tt, ) =+ Wiff [W] ¢ is an
Lg-logical consequencef [11,1]jn. Using this definition,
we candefinewhat it meansfor a communicatiorframe-
work to have a verifiablesemantics.

Definition 3 Anagentcommunicatioriramevork

f = <AgiT[17"'7T[n7Ll7"‘JLn7LC7L57[[_]]r|)

is saidto be verifiableiff it is a decidablequestionwvhether
(15,1) |=¢ ufor arbitrary 1, I, p.

The intuition behindverifiability is asfollows: if anagent
communicationframewnork enjoys this property then we

can determinewhetheror not an agentis respectingthe

framewvork’s communicatiodanguagesemanticsvhenever

it sendsa message.lf a framework is verifiable,thenwe

know thatit is possiblen principle to determinevhetheror

not an agentis respectinghe semanticof the framework.

But aframework thatis verifiablein principle is not neces-
sarily verifiablein practice This is the motivation behind
thefollowing definition.

Definition 4 Anagentcommunicatioriramevork f € F is
said to be practicallyverifiableiff it is decidablewhether
(15,1) = pin timepolynomialin thesizeof f, m, py, andl.

If we have a practicallyverifiableframeawork, thenwe can
do the verificationin polynomialtime, which implies that
we have atleastsomehopeof doing automaticverification
usingcomputerghatwe canervisagetoday

3.1 What doesit meanto be Verifiable?

If we hada verifiableagentcommunicatiorframenork,
whatwouldit look like?Let ustake eachof thecomponents
of suchaframeworkin turn. First, our setAg of agentsjm-
plementedy programst, (wheretheseprogramsarewrit-
tenin anarbitraryprogrammindanguage)Thisis straight-
forward: we obviously have suchcomponentsoday Next,
we needacommunicatioflanguageL -, with awell-defined
syntax and semantics,where the semanticsare given in
termsof Ls, a semantidanguage.Again, this is not prob-
lematic:we have suchalanguageL in bothk QML andthe
FIPA-97 language.Takingthe FIPA casethe semantidan-
guageis sL, a quantifiedmulti-modallogic with equality
Thislanguagen turn hasa well definedsyntaxandseman-
tics, and so next, we mustlook for a programsemantics
[-n- At this point, we encounteproblems.



Thesemantic®f sL aregivenin thenormalmodallogic
traditionof Kripke (possibleworlds)semanticswhereeach
agents “attitudes” (belief, desire,...) arecharacteriseds
relationsholding betweendifferent statesof affairs. Al-
thoughKripke semanticareattractve from amathematical
perspectie, it is importantto note that they are not con-
nectedin arny principledway with computationakystems.
Thatis, for ary givenTs € I, (wherers is, say a JAVA pro-
gram),thereis no known way of attributing to thatprogram
ansL formula(or, equivalently a setof sL models)which
characterise# in termsof beliefs,desiresandsoon. Be-
causeof this, we saythatsL (andmostsimilar logicswith
Kripke semanticsareungmounded— they have noconcrete
computationainterpretation.In otherwords,if the seman-
tics of Ls areungroundedasthey arein the FIPA-97 SL
case)thenwe have nosemantic$or programs— andhence
anurnverifiablecommunicatiorframenork. Althoughwork
is goingonto investigatehow arbitraryprogramsanbeas-
cribedattitudessuchasbeliefsanddesiresthe stateof the
art([3]) is consideably behindwhatwould be requiredfor
AcCL verification.

Note that it is possibleto choosea semanticlanguage
L suchthat a principled programsemanticq_]jn canbe
derived. For example,temporallogic haslong beenused
to definethe semanticof programmindanguage$15]. A
temporakemanticgor a programmindanguagealefinesor
every programa temporallogic formula characterisinghe
meaningof that program. Temporallogic, althoughulti-
matelybasednKripkesemanticsis firmly groundedn the
historiestracedout by programsasthey execute— though
of course,standardemporallogic makes no referenceto
attitudessuch as belief and desire. Also note that work
in knowled@ theoryhasshavn how knowled@ canbe at-
tributedto computationaprocesses asystematiavay[9].
However, this work gives no indication of how attitudes
suchasdesiringor intendingmight be attributed to arbi-
trary programs(We usetechniquedrom knowledgetheory
to shawv how a groundedsemanticsanbe givento a com-
municationlanguagen Example2 of sectiord.)

Another issueis the computationalcompleity of the
verificationprocesstself. Ultimately, determiningwhether
an agentimplementationis respectingthe semanticsof a
communicatiorframenork reducedo alogical proof prob-
lem, andthe compleity of suchproblemsis well-known.
If the semantidanguagess of a framework f is equalin
expressve powerto first-orderlogic, then f is of coursenot
verifiable. For quantifiedmulti-modallogics, (suchasthat
usedby FIPA to definethesemantic®f theiracL), the proof
problemis oftenmuchharderthanthis— proofmethoddgor
guantifiedmulti-modallogicsarevery muchatthefrontiers
of theorem-praing researchcf. [1]). In the shortterm, at
least thiscompleity issueis lik ely to beanothesignificant
obstaclan theway of AcL verification.

4. Example Frameworks

Example 1: ClassicalPropositional Logic. In this sec-
tion, we definethreecommunicationframeworks, andin-
vestigatewhetheror not they are verifiable. For our first
example,we definea simpleagentcommunicatiorframe-
work f; in which agentscommunicateby exchangingfor-
mulaeof classicalpropositionalogic. Theintuitive seman-
tics of sendinga message is thatthe sendeiis informing
otheragentof thetruth of ¢. An agentsendingouta mes-
saged will berespectinghe semantic®f thelanguagéf it
“believes” (in a sensehatwe preciselydefinebelow) that
¢ is true; an agentwill not be respectinghe semanticsf
it sendsa messagehatit “believes” to be false. We also
assumehat agentprogramsexhibit a simple behaiour of
sendingout all messagethatthey believe to be true. We
shav thatframework f; is verifiable,andthatin factevery
agentprogramin this framework respectghe semanticof
f1.

Formally, we mustdefinethe componentof a frame-
work f1:

f]-: <Ag7T[17"‘JT[nJL]-J"'7Ln7LC7L57[[_]]r|)

Thesecomponentsare as follows. First, Ag is somear-
bitrary non-emptyset— the contentsare not significant.
Second sinceagentscommunicateby simply exchanging
messagethataresimplyformulaeof classicapropositional
logic, Lo, we have L = Lp. Thusthe setwf f(Ly) con-
tains formulae madeup of the propositionsymbols® =
{p,q,r,...} combinednto formulaeusingtheclassicaton-
nectves“—" (not),“A” (and),“Vv” (or),andsoon.

We letthesemantidanguage’ s alsobeclassicapropo-
sitional logic, and definethe L~ semanticfunction [_]¢
simply asthe identity function: [¢]]c = ¢, for all § € L.
Thesemantidunction[_]| s for Ls is thentheusualproposi-
tional denotatiorfunction— the definitionis entirely stan-
dard,andsowe omitit in theinterestsof brevity.

An agenti’s statel; is definedto be a setof formulaeof
propositionalogic, hencel; = O (wf f(Lg)). An agenti’s
programtg is assumedo simply implementthe following
rule:

Vo e wff(Ly), VI € Li,sendT, ¢, 1) iffpel (1)

In otherwords,anagentprogranTg sendsamessaggwhen
in statel iff yis presentn |. The semanticof agentpro-
gramsarethendefinedasfollows:

[15,{$0,01,...,0k}In = PoAG1LA--- A k.

In otherwords,themeaningof aprogramin statd isjustthe

conjunctionof formulaein |. Thefollowing theoremsums
up the key propertiesof this simple agentcommunication
framawork.



Theorem1 (1) Framevork fy is verifiable (2) Every
agentin f; doesindeedrespecthesemanticof f.

Proof: For (1), supposeahatsendTs, 1) for arbitraryTs,
W I ={bdo,d1,-..,9x}. Thents is respectinghe semantics
for fq iff

[0, {$0,91---,d}In]s € DMl clls

which by the f; definitionsof []jn and[.] < reducesto
doAdLA---Ad]ls C [H]s- Butthisis equivalentto shav-
ing thatpis an Lo-logicalconsequencef poAd1 A--- A .
SinceLg logicalconsequends obviouslyadecidableprob-
lem, we aredone. For (2), we know from equation(1) that
sendTt, 1) iff pel. Sincep is clearly a logical conse-
qguenceof | if pe I, wearedone. o

An obvious next questionis whetherf is practically veri-
fiable,i.e., whetherverificationcanbe donein polynomial
time. Here,obsenethatverificationreducego aproblemof
determinindogical consequencm Lo, which reducedo a
testfor Lo-validity, andhencein turnto Lo-unsatisfiability
Sincethe Lp-satisfiabilityproblemis well-known to be Np-
completewe canimmediatelyconcludethe following.

Theorem2 Thef; verificationproblemis co-NP-complete

Note that co-NP-completeproblemsare ostensiblyharder
than merely NP-completeproblems,from which we can
concludethat practical verificationof f; is unlikely to be
possible.

Example 2: Grounded Semantics for Propositional
Logic. Onecould aguethat Examplel worked because
we madethe assumptionthat agentsexplicitly maintain
databasesf Ly formulae: checkingwhetheran agentwas
respectinghe semanticsn sendinga message amounted
to determiningwhetherdp wasalogical consequencef this
databaseThis wasa corvenient,but, asthe following ex-
ampleillustrates,unnecessargssumption.For this exam-
ple, we will againassumehatagentscommunicateby ex-
changingformulaeof classicalpropositionallogic Lo, but
we make no assumptiongbouttheir programsor internal
state.We shawv thatdespitethis, we canstill obtaina verifi-
ablesemanticshecauseve cangroundthesemanticef the
communicatiofanguagen the stateof the program.

As in Examplel, we setboth the communicationan-
guage L, and the semanticlanguage£s to be classical
propositionallogic £o. We require someadditional defi-
nitions. LetthesetG of global statesof asystenbedefined
byG=Ljx---x L, Weuseg (with annotationsgs,d’,...)
to standfor memberof G. We assuméhatwe have a vo-
catulary® = {p,q,...} of primitive propositiongo express
thepropertieof asystem.n addition,we assumat is pos-
sibleto determinenvhetheror not ary primitive proposition

p € @ is true of a particularglobal stateor not. We write
g = p to indicatethat p is truein stateg. Next, we define
arelation~; C G x L; for eachagenti € Agto capturethe
ideaof indistinguishability Theideais thatif anagenti is
in statel € L;, thena global stateg = (l},...,I;,) is indis-
tinguishablefrom the statel thati is currentlyin (written
g~il) iff I =I{. Now, for ary givenagentprogramtg in
local statel, we definethe positiveknowledg setof 15 in I,
(writtenks™ (15, 1)) to bethe setof propositionghataretrue
in all globalstateghatareindistinguishablérom |, andthe
negativeknowled@ setof 15 in |, (written ks~ (11,1)) to be
the setof propositionghatarefalsein all global stateghat
areindistinguishabldérom |. Formally,

kst(m,l) = {p| pe ® andVg € G,g ~i | impliesg = p}
ks~ (m,1) ={p| pe ® andvg € G,g ~i | impliesg [~ p}

Readerdamiliar with epistemidogic [9] will immediately
recognisethat this constructionis basedon the definition
of knowledgein distributed systems. The idea s that if
p € kst (m, 1), (respectiely, p € ks~ (11,1)), thengiventhe
informationthati hasavailablein statel, p mustnecessarily
betrue (respectiely, false).

The L semantidunction[_] ¢ is definedto betheiden-
tity functionagain,so [¢]]c = ¢. For the programseman-
tics, we define

[m,1n = /\ Pi A /\ Pk

pjekst(m,l)  preks—(mg,l)

The formula[[m,|]n thusencodeghe knowledg that the
programtg hasaboutthe truth or falsity of propositionsd
whenin statel. The £; semantidunction[_] s is assumed
to be the standardZy semanticfunction, asin Examplel.
An agentwill thusberespectinghe semanticof thecom-
municationframework if it sendsa messageuchthatthis
messagés guaranteedo betruein all statesndistinguish-
ablefrom the onethe agentis currentlyin. Thisframewvork
hasthefollowing property

Theorem3 If fy is finite, thenfs is verifiable

Proof: Supposethat sendt, 1) for arbitrary g, , I.
ThenTs is respectinghe semanticsor f; iff [[1,]n]s €
MIWc]s which by the f, definitions of [_Jn and []¢
reducesto [[Ap eks(m) Pj A Apceks—(m,)) 7Prlls € [M]s-
ComputingG will take time O(|L1 x --- X Lp|); comput-
ing ~; canbedonein time O(|L;| x |G|); andgivenG and
~i, computingkst (1g,1) andks™(1g,1) canbe donein time
O(|®| x |G|). Oncegivenkst (1) andks™ (Tt 1), determin-
ing whether [Ap, cks+ (1) Pj A Apeeks—(m,)) 7Pklls € [H]s
reducesto a problem of determining Lo logical conse-
guencewhichis obviously decidable. o

Since f, verification reducesto £y logical consequence
checking,we canusea similar argumentto that usedfor



Theoren? to shaw the problemis in generaho morecom-
plex than f; verification:

Theorem4 Thef; verificationproblemis co-NP-complete

Notethatthe mainpoint aboutthis exampleis the way that
the semanticdor programswere groundedin the statesof
programs. In this example,the communicationanguage
wassimpleenoughto make thegroundingeasy More com-
plex communicationanguageswith a similarly grounded
semanticarepossible Framavork f, canbeextendedo al-
low agentdo communicatén propositionakpistemidogic,
for example[9].

Example 3: The FIPA-97 AcL. For the final example,
consideraframavork f3 in whichwe usethe FIPA-97 ACL,
andthe semanticdor this languagedefinedin [10]. Fol-
lowing the discussionin section3.1, it shouldcomeasno
surprisethatsucha framework is not verifiable. It is worth
spellingout the reasondor this. First, sincethe semantic
languagesL is a quantifiedmulti-modallogic, with greater
expressive powerthanclassicalfirst orderlogic, it is clearly
undecidable. (As we notedabove, the compleity of the
decisionproblemfor quantifiedmodallogicsis oftenmuch
harderthanfor classicapredicatdogic [1].) Sotheformal
problemof verificationis for f3 is obviously undecidable.
But of coursethe problemis worsethanthis, sinceasthe
discussiornin section3.1shaved,we donothave ary ideaof
how to assigna programsemanticgor semantidanguages
like sL, becausdheselanguagesave an ungroundedse-
mantics.

5. Discussion

If agentsareto beaswidely deployedassomeobsenrers
predict, then the issueof interoperation— in the form
of standard$or communicatiorlanguages— mustbe ad-
dressed. Moreover, the problem of determiningconfor
manceto thesestandardsnustalsobeseriouslyconsidered,
for if thereis noway of determiningvhetheror notasystem
thatclaimsto conformto astandardloesindeedconformto
it, thenthe valueof the standardtself mustbe questioned.
This paperhasgiven the first precisedefinition of whatit
meansfor an agentcommunicatiorframework to be veri-
fiable,and hasidentifiedsomeproblematidssuedor veri-
fiablecommunicatiodanguagesemanticsthe mostimpor-
tantof which beingthat:

e We mustbe ableto characterisehe propertiesof an
agentprogramasaformulaof thelanguage/ s usedto
give a semanticgo the communicatiodanguage.Lg
if oftena multi-modallogic, referringto (in the FiPA-
97 case,for example)the beliefs, desiresanduncer
taintiesof agents. We currently have very little idea

aboutsystematiavaysof attributing suchdescriptions
to programs— the stateof the artis consideably be-
hind whatwould be neededor arythinglike practical
verification,andthis situationis notlik ely to changen
thenearfuture.

e The computationatompleity of logical verification,
(particularlyusingquantifiedmulti-modallanguages),
is likely to prove a major obstaclen the pathof prac-
tical agentcommunicatiodanguageverification.

In addition, the paperhas given examplesof agentcom-
municationframeworks, someof which are verifiable by
this definition, others of which, (including the FiPA-97
ACL [10]), arenot.

An obvious responseo this paperis to askis whether
its negative resultsareanartifactof theway theverification
problemhasbeendefined. In particular readersfamiliar
with verificationtechnique$rom mainstreancomputeisci-
encemight wonderwhethera modelcheding approacho
verificationis moreappropriatg12, 5]. Usingsuchanap-
proach,we would definethe programsemanticasa func-
tion

[ : N x L — modLs)

which assignsto every program/statepair an £s-model,
which encodesthe propertiesof that program/statepair.
Verifying that(mg,|) =+ p would involve checkingwhether
[7,1Tn Es [Kc, i-e., whetherthe sinceritycondition[[u] -
wassatisfiedn model[[,]Jn. Themainpercevedadvan-
tageof modelcheckingapproachearewith respecto effi-
cieng/: modelcheckings oftenmuchsimplerthantheorem
proving, andasa consequencmodel-checkingpproaches
have beenusedto verify significant finite-state systems
(with up to 1020 states[5]). Moreover, model checking
algorithmshave beendevelopedfor (propositional)belief-
desire-intentiortogics[17], which aresomavhatsimilarto
thoseusedto give a semanticdo the FIPA ACL. However,
therearetwo major problemswith suchan approach.The
first is that of developingthe programsemanticq_Jjn: as
describedhbore, we do notyethave ary techniquegor sys-
tematicallyassigningmodelsrepresentindeliefs, desires,
anduncertaintiegasin the FIPA-97 sL case[10]) to arbi-
trary programs. The secondproblemis that modelcheck-
ing approachesiave beenshavn to be usefulfor systems
that canbe representedsfinite statemodelsusing propo-
sitional temporallogics. If the verificationlogic allows ar-
bitrary quantification,(or the systemto be verified is not
finite state) thena modelcheckingapproactis unlikely to
bepracticable.

A possiblealternatie approachto verificationwould be
aform of opemational semanticsTheideais bestexplained
by analogywith testingcompilersto determinecompliance



with programmindanguagestandardsAlthoughprogram-
ming languagesoften have a formal (denotational,alge-
braic, ...) semanticscompilersare invariably testedby

subjectingthem to a barrageof test casesand checking
theresultsagainstwhatwould be expectedof a conformant
compiler Could somesimilar approactbe adoptedo test
ACL standardcompliance?lt is difficult to seehow. For

whatrealistictestscouldwe constructo determinavhether
someagentintendedto x, whenwe do not oursehesagree
onwhatintendingx is?

Perhapsa morerealisticalternatve would be not to try
to actuallytestagentprogramsto determinewhetherthey
complywith the semanticsput to elevate messageto the
statusof legally binding contracts Thusif someagenti
promisedto do x by a certaindate,andfailed to do x by
this date,theni would beliable to penaltiesjn exactly the
sameway thatcontractorsvhofail to meettheir obligations
areliable in humansocieties.Thereareseveralarguments
againstthis approach.The legal issues for onething, are
an as-yetuntestedarea(but see[13]). In addition,the ap-
proachseemsto imply a centrlised third party responsi-
ble for checkingandif necessargnforcingthe legal con-
straints. Centralisations clearly at oddswith the goal of
building loosely coupleddistributed systems. Finally, the
practicalityof “policing” Internet-widemulti-agentsystems
in this way mustbe questionable However, the schemes
almostcertainly practicablefor smallerscalesystems.In
themediumterm,it maybetheonly optionavailable.

Finally, note that the resultsof this papercould be in-
terpretedasnegative, in thatthey imply thatverificationof
conformanceo ACLs usingcurrenttechniquess notlikely
to be possible However, the papershouldemphaticallynot
be interpretedas suggestinghat standards— particularly
standardisedcLs— areunnecessargr awasteof time. If
agentechnologyis to achieve its muchvauntedpotentialas
a new paradigmfor software constructionthensuchstan-
dardsare essential However, it may well be thatwe need
new ways of thinking aboutthe semanticsandverification
of suchstandards.
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