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Abstract
Event structures form a canonical model of concurrent behaviour which has a natural game-theoretic interpretation. This game-based interpretation was initially given for zero-sum concurrent games. This paper studies an extension of such games on event structures to include a much wider class of game types and solution concepts. The extension permits modelling scenarios where, for instance, cooperation or independent goal-driven behaviour of computer agents is desired. Specifically, we will define non-zero-sum games on event structures, and give full characterisations—existence and completeness results—of the kinds of games, payoff sets, and strategies for which Nash equilibria and subgame perfect Nash equilibria always exist. The game semantics of various logics and systems are outlined to illustrate the power of this framework.
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1. Introduction
Game theoretic concepts have a venerable history in logic and computer science. For example, game theoretic concepts have been applied to great effect in areas such as satisfiability, model checking, equivalence checking, synthesis and realizability, and control, amongst others (see, e.g., [5, 8, 16, 18, 39] for surveys). A common technique is to formulate a decision problem on a logical or mathematical structure \( S \) as a two-person zero-sum game, so that a particular player has a winning strategy in the game if and only if the structure \( S \) is a positive instance of the decision problem. In our work, we are also interested in using game theoretic techniques for the analysis of computational systems, but our motivation is rather different, and as a consequence, the game theoretic concepts of relevance are also different. Our aim is to develop the theory required to understand the behaviour of concurrent systems, under the assumption that the computational components of these systems have their own private goals, and are assumed to act strategically in the pursuit of these goals. We do not assume that the goals of different system components are in conflict: while this may be the case, it may also be the case that goals are mutually consistent. Such systems cannot be modelled as zero-sum win/lose games, of the type used to such great effect for other purposes in logic and computer science. Instead, we use the more widely applicable model of non-zero-sum games, and the associated analytical concepts of Nash equilibrium and its many variants. Thus, we consider concurrent systems in which the components of that system have individual goals, and are assumed to act strategically in pursuit of these goals; and the basic question we ask of such a computational system will be:

What are, if any, the Nash equilibria of the system?

i.e., what computations will occur if the players of that concurrent system (are designed to) act rationally and strategically?

Similar ideas have been studied in several areas of computer science: for example, equilibrium analysis has been a major theme in the algorithmic game theory community for over a decade [31]. In logic and verification these ideas have attracted somewhat less attention [8, 10, 19]. However, these latter works have made use of games on graphs, implicitly corresponding either to sequential computations or to interleaved semantics for concurrency.

The present paper is concerned with equilibrium analysis in the context of concurrent systems with partial order behaviour, i.e., with causal or noninterleaving semantics [29]. In such a case the problem at hand may be rather different, both technically and conceptually. Indeed, very little is known about non-zero-sum games for concurrent systems with causal or noninterleaving semantics. This represents a logical and computational problem when analysing concurrent systems at a fundamental semantic level, since then they then have to be interpreted under their semantically less informative interleaving interpretations—a situation that is problematic even in the zero-sum setting [2]. We want to avoid a semantically undesirable translation from noninterleaving to interleaving models when analysing concurrent systems modelled as games, and be able to work, use, and ultimately fully understand non-zero-sum concurrent games played directly on the original noninterleaving models where they were defined. This is, in essence, the problem we want to study and main motivation.

We study non-zero-sum games in the general context of event structures [29], a computationally powerful, yet mathematically simple model of concurrency. Event structures are the concurrency analogue of trees. While event structures have natural game-based interpretations [13, 21, 33], the games studied in [13, 21, 33] are zero-sum, and hence inappropriate for our purposes, as discussed above. In this paper we broaden the class of game-theoretic concepts that can be applied to the analysis of logics and systems with event structure semantics. Specifically, we extend [13, 21] to allow Borel non-zero-sum payoff sets and define equilibrium computations in this more general setting. In particular, we formulate and investigate the fundamental notions of Nash equilibrium as well as subgame perfect Nash equilibrium for event structures—and hence for concurrent systems with explicit partial order behaviour.
There are very good reasons to study the equilibria of concurrent systems with causal semantics—i.e., with partial order behaviour. The equilibria of a multi-agent system characterise those situations (computations) where no agent (computer program) can unilaterally improve its behaviour [34]. This feature can be used as a formal quality measure in the design of models and verification of computer systems. This is particularly relevant in the context of concurrent systems with causal models since they underpin powerful approaches to formal verification (e.g., partial-order reduction methods [17] and unfolding techniques [15]) as well as semantically finer representations/models of complex computer interactions. It is thus computationally, logically, and semantically convenient to be able to study the equilibria of concurrent systems directly over their potentially more compact, yet semantically more informative, noninterleaving representations. Equilibria as solution concepts for non-zero-sum games are therefore the guideline for the better construction of game models of systems [34]. In this paper we study this problem and give a number of positive results for a very general class of event structures—and through them for computer systems and logics with an event structure semantics.

The rest of the paper is organised as follows. In Section 3 we introduce non-zero-sum Borel payoff sets for concurrent games on event structures and their associated equilibrium solution concepts. In Section 4 it is shown that two structural conditions on games, called race-freedom and bounded-concurrency, are necessary for the existence of equilibria, and in Section 5 we show that such conditions are also sufficient—thus implying that no more general computational framework can be established within the model of event structures. Then, in Section 6, the main result of Section 5 is extended to subgame perfect Nash equilibrium computations—a refinement of Nash equilibria which takes into account the dynamic nature of systems where players may repeatedly interact with each other. This paper constitutes the first contribution of its kind towards a theory of equilibria for noninterleaving concurrency.

2. Preliminaries

Non-zero-sum games and rational behaviour The behaviour of a program $P$ can be modelled as a two-player game between $P$ and an arbitrary environment $O$ (cf. [1, 24]). Since $O$ can be any environment, one usually assumes that it can behave in any possible way, namely by providing $P$ with any allowed input in the game. This may be a too specific assumption since one then also has to assume that if $P$ is a process whose task or goal is $\gamma$ then the goal of $O$ may be to prevent $P$ from achieving $\gamma$, that is, to behave in such a way that the goal $\neg \gamma$ is achieved instead. Modelled as games, this situation leads to the construction of a zero-sum game, that is, a (two-player, perfect-information) game where the goals of each player are in conflict—the system $O$ is assumed to be a hostile environment. The main decision problem at hand, in game-theoretic terms, then becomes the computation of a winning strategy for one of the players. A winning strategy for $P$ delivers a computation plan to ensure that $\gamma$ is achieved, whereas one for $O$ provides a way in which $O$ can prevent $P$ from achieving its goal, that is, a way to ensure that the goal $\neg \gamma$ is achieved instead.

Frequently, however, this is not a realistic computational scenario (e.g., see [10, 11, 19]) since $O$ itself may be another program that is meant to carry out a particular task, which is not necessarily to prevent $P$ from doing its own. In this more general setting, the interaction between $P$ and $O$ is better represented by a non-zero-sum game where the goals $\gamma_P$ of $P$ and $\gamma_O$ of $O$ are not necessarily in conflict, that is, it is not necessarily the case that $\gamma_O = \neg \gamma_P$. In this case, the main problem when modelling the system as a two-player game is no longer finding a winning strategy as, in general, it may not exist. Instead, what one wants is to find a pair of strategies, one for each player, such that they form an equilibrium: a computation plan from which neither $P$ nor $O$ wants to unilaterally deviate.

To give an example, take the concurrent system depicted in Figure 1, where process $P$ is a computer program whose goal $\gamma_P$ is to be able to execute the event $B$ infinitely often. Using LTL as a specification language, we can say that the goal of $P$ is $\gamma_P = \square \diamond B$. Such a goal cannot be ensured in the composed system $P \parallel O$ since $O$ controls $A$ and, hence, could prevent $P$ from achieving $\gamma_P$. However, even though we may not know the implementation of $O$, we may know that it is, for instance, a simple scheduler or service provider whose goal is to grant access $A$ whenever, and only if, a request $R$ is made. Such a situation can be modelled by saying that $O$’s goal is $\gamma_O = \square (R \leftrightarrow A)$. Clearly, $\gamma_O \neq \neg \gamma_P$.

![Figure 1](image_url)
2.1 Event structures

An event structure [29] is a triple \((E, \preceq, \text{Con})\), consisting of a set \(E\), of events which are partially ordered by \(\preceq\), the causal dependency relation, and a nonempty consistency relation \(\text{Con}\) consisting of finite subsets of \(E\), which satisfy four axioms:

(i) \(\{e' \mid e' \preceq e\}\) is finite for all \(e \in E\).
(ii) \(\{e\} \in \text{Con}\) for all \(e \in E\).
(iii) \(Y \subseteq X \in \text{Con} \implies Y \in \text{Con}\), and
(iv) \(X \in \text{Con} \& e \leq e' \in X \implies X \cup \{e\} \in \text{Con}\).

The configurations, denoted by \(\mathcal{C}(E)\), of an event structure \(E\) consist of those subsets \(x \subseteq \mathcal{C}(E)\) which are both

* consistent: \(\forall x \subseteq X. X \text{ is finite } \implies X \in \text{Con};\) and
* down-closed: \(\forall e, e' \leq e \in x \implies e' \in x\).

Configurations can be finite or infinite. We write \(\mathcal{C}^\infty(E)\) for the infinite configurations of \(E\) and \(\mathcal{C}^f(E)\) for the finite ones. Two events, say \(e\) and \(e'\), which are both consistent and incomparable with respect to causal dependency are seen as concurrent, and denoted by \(co\), i.e., \(e, e'\). In games the relation of immediate dependency \(e \rightarrow e'\), meaning \(e\) and \(e'\) are distinct with \(e \leq e'\) and no event in between, is important. For \(X \subseteq E\) we write \([X]\) for \(\{e \in E \mid 3e' \in X, e \leq e'\}\), the down-closure of \(X\); note if \(X \in \text{Con}\) then \([X]\) \(\in \text{Con}\). We use \(x \prec y\) to mean \(y\) covers \(x\) in \(\mathcal{C}(E)\), i.e., \(x \preceq y\) with nothing in between, and \(x \prec y\) to mean \(x \cup \{e\} = y\) for \(x, y \in \mathcal{C}(E)\) and event \(e \notin x\). We write \(x \prec y\) to express that event \(e\) is enabled at configuration \(x\), when \(x \prec y\) for some \(y\). Given an event structure \(E\) and a subset \(R \subseteq \mathcal{E}\) of its events, the restriction \(E | R\) is the event structure comprising events \(\{e \in E \mid [e] \subseteq R\}\) with causal dependency and consistency inherited from \(E\).

A (partial) map of event structures is a partial function on events \(f : E \rightarrow E'\) such that for all \(x \in \mathcal{C}(E)\) its direct image \(f(x) \subseteq \mathcal{C}(E')\) and if \(e_1, e_2 \in x\) and \(f(e_1) = f(e_2)\) (with both defined) then \(e_1 = e_2\)—i.e., injective on configurations. The map expresses how the occurrence of an event \(e\) in \(E\) induces the coincident occurrence of the event \(f(e)\) in \(E'\) whenever it is defined. Partial maps of event structures compose as partial functions, with identity maps given by identity functions; the map is total if \(f\) is total. A total map is strategic when it respects causal dependency within configurations \(x, i.e., for all \(e, e' \in x\) if \(f(e) \rightarrow f(e')\) then \(e \rightarrow e'\).

The category of event structures is rich in useful constructions on concurrent processes. For instance, it has products and pullbacks (both forms of synchronised composition) as well as coproducts (nondeterministic sums). In particular, pullbacks will be used to define the composition of strategies on event structures. Most formal definitions and results—e.g., existence of the constructions above mentioned—can be found in [29, 40], and references therein.

2.2 Concurrent games on event structures

As traditionally defined, a concurrent game on an event structure is played by two players, ‘Player’ and ‘Opponent’, who interact with each other by choosing, independently and asynchronously, events they control. Positive (+) events are associated with Player and negative (−) events are associated with Opponent. Games on event structures are asynchronous, nondeterministic, and round-free.

We shall informally describe the three above features in more detail. Asynchrony means that both players can make multiple and independent choices of events without necessarily waiting for the other to play. Nondeterminism is explicitly given by the event structures model: in these games players’ strategies are modelled by (maps of) event structures, which will allow for nondeterministic strategic behaviour. Round-freeness is a consequence of the poten-
tial unbounded asynchronous behaviour that event structures allow; it is not known, at any point in time while playing the game, when a player will make a move, in case it does so at all—in fact, no player is forced to make a move in these games.

Moreover, in a game on an event structure each player has a goal, a set of winning plays they want to achieve—i.e. their goal is to enforce a run (of the event structure) that is in their winning set. In this paper, we consider Borel sets, that is, sets constructed from the open sets in the Scott topology [30] associated with event structures and only using the operations of countable union, countable intersection, and relative complement.

Event structures with polarity Both a concurrent game and a strategy in a game are represented as event structures with polarity, comprising an event structure \(E\) together with a polarity function \(\text{pol} : E \rightarrow \{+\,−\}\) ascribing a polarity + (Player) or − (Opponent) to its events; the events correspond to moves. Maps of event structures with polarity, are maps of event structures which preserve polarities. An event structure with polarity \(E\) is deterministic iff

\[\forall X \subseteq X. \text{Neg} [X] \in \text{Con}_E \implies X \in \text{Con}_E,\]

where \(\text{Neg} [X] := \{e \in X \mid \text{pol}(e) = −\ & \& \exists e \in E, e' \leq e\}\).

We write \(\text{Pos} [X]\) when \(\text{pol}(e) = +\). We write \(x^*\) for the set of positive (+ve) events in \(x\) and write \(x^-\) for the set of negative (−ve) ones. And given two sets of events \(x, y\) and \(x, y\), we write \(x \leftarrow y\) to express that \(x \leq y\) and \(\text{pol}(y \cdot x) = +\); similarly, we write \(x \rightarrow y\) iff \(x \leq y\) and \(\text{pol}(y \cdot x) = −\).

Event structures with polarity support two key operations: The dual, \(E^\prime\), of an event structure with polarity \(E\) comprises the same underlying event structure \(E\) but with a reversal of polarities. The simple parallel composition \(E \parallel E^\prime\) forms the disjoint juxtaposition of \(E, E^\prime\) two event structures with polarity; a finite subset of events is consistent if its intersection with each component is consistent.

Concurrent games and strategies Let \(A\) be an event structure with polarity, thought of as a game; its events stand for the possible moves of Player and Opponent and its causal dependency and consistency relations the constraints imposed by the game. A strategy represents a nondeterministic play of the game—all its moves are moves allowed by the game and obey the constraints of the game. A strategy in \(A\) is a strategic map \(\sigma : S \rightarrow A\) from an event structure with polarity \(S\), which is both receptive and innocent. Receptivity ensures an openness to all possible moves of Opponent. Innocence, on the other hand, restricts the behaviour of Player; Player may only introduce new relations of immediate causality of the form \(\ominus \rightarrow \ominus\) beyond those imposed by the game. Formally:

Receptivity: A map \(\sigma\) is receptive iff \(sx \ominus \ominus \& \text{pol}(a) = − \implies \exists s \in S, x \ominus \ominus \& \sigma(s) = a\).

Innocence: A map \(\sigma\) is innocent iff \(s \rightarrow s\) & \(\ominus \text{pol}(s) = + \& \text{pol}(s') = −\) then \(\sigma(s) \rightarrow \sigma(s')\).

Informally, a strategy \(\sigma : S \rightarrow A\) in an event structure \(A\) tells Player how to play the game, i.e., how, to play in \(A\). The event structure \(S\) indicates (i) which events in \(A\) are played, (ii) which ones are not played, and (iii) whether an event in \(A\) is played provided that some others have been already played—via causal dependencies. We say that a strategy \(\sigma : S \rightarrow A\) is deterministic if \(S\) is deterministic.

Because we will later on consider winning and losing plays for each player, we can define winning strategies and determined games in the usual way. Informally, a winning strategy is a strategy that ensures a winning outcome for the player that uses it, and a determined game is a game where winning strategies always exist. A determinacy result for certain concurrent games on event structures with Borel winning sets of configurations is known [21].
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Let \(NE(G)\) be the set of Nash equilibria of \(G\). We say a class of games \(G\) is complete if \(NE(G)\) = \(∅\) for all \(G\) in \(G\). Note the definition of (pure strategy) Nash equilibrium in classical game theory is with respect to strategy profiles that induce a unique outcome, rather than multiple ones as in our more general nondeterministic setting; the two definitions coincide for deterministic games.
It is important to note that the standard definition of Nash equilibriums is either for deterministic or probabilistic strategy profiles. Nondeterministic notions have been studied only recently (in computer science) and have no standard counterpart in the classical game theory literature.
The binary character of preferences over outcomes with respect to \(z_+\) and \(z_-\) implies the following key fact.
Proposition 3. The strategy profile \((σ, τ)\) is a Nash equilibrium strategy profile if and only if the following holds:
1. \((σ, τ)\) \(≿\) \((W_+, W_-)\), or
2. \((σ, τ)\) \(≼\) \((W_+, W_-)\), for all \(τ'\), or
3. \((σ, τ)\) \(≼\) \((W_+, W_-)\), for all \(σ'\), or
4. \((σ, τ)\) \(≿\) \((L_+, L_-)\), and \((σ', τ)\) \(≼\) \((L_+, L_-)\), for all \(σ'\) and \(τ'\).

The proposition above is proved by analysing the outcomes of each strategy profile. Case 1 is a Nash equilibrium because Player and Opponent have their goals achieved; cases 2 and 3 imply the existence of a winning strategy—and any strategy profile containing a winning strategy is a Nash equilibrium; case 4 imply the existence of winning strategies in the inverse game, which induce a Nash equilibrium in the original game.

Example 4 (Nash equilibria). Let \(G\) be the game \((A, W_+, W_-)\), with \(A\) as depicted below and \(W_+ = \{ ⟨@R, ⊖R⟩\}\). There are two Nash equilibria where players make a move, namely \((σ_L, τ_L)\) and \((σ_R, τ_R)\) where, informally, \(σ_L\) plays \(⊕L\) and \(τ_L\) plays \(⊕L\), and where \(σ_R\) plays \(⊕R\) and \(τ_R\) plays \(⊕R\). Wiggly lines mean conflict between events, i.e. inconsistency.

In the non-zero-sum game above no player can unilaterally ensure to end in the desired winning configuration \(⊕(R, ⊖R)\). However, if they were to act rationally, and in the furtherance of their goals, cooperation can be rationally sustained—by choosing the appropriate Nash equilibrium strategy profile—so that both of their goals are achieved. But not all games in event structures have Nash equilibria. In the following section we will characterise those games where cooperation is irremediably impossible; even more, those scenarios where both players are powerful enough to ensure that the other cannot achieve its goal in some cases.
4. Games without equilibria

Let us start with the next example. The next example shows a game on an event structure where no Nash equilibrium exists.

**Example 5.** Let the game $G$ be $(A, W, W_0)$, with $A = \emptyset \sim \emptyset$, $W_0 = \{\emptyset\}$, and $W = \{\{\emptyset\}\}$. There are two strategies for Player and two for Opponent, namely the strategy $\sigma_1$ (resp. $\tau_1$) that plays $\emptyset$ (resp. $\emptyset$) and the strategy $\sigma_2$ (resp. $\tau_2$) that does not play such an event. The results of playing $\sigma_i$ against $\tau_j$, with $i, j \in \{1, 2\}$, are: $(\emptyset)$ if $i = j = 2$, $\{\emptyset\}$ if $i = 1$ and $j \neq 2$, $\{\{\emptyset\}\}$ if $i = 2$ and $j = 1$, and $\{\emptyset\}$ if $i = 1$ and $j = 1$. Then, the possibility of switching to play either $\sigma_i$ or $\tau_i$ makes every $(\sigma_i, \tau_i)$ not a Nash equilibrium. Observe that in contrast to the games studied in Economics, allowing mixed strategies would not help here: in this game there is no Nash equilibrium in mixed strategies either—a good reason to only consider pure strategies.

Once the concept of Nash equilibrium has been introduced, the most natural and important question to answer is:

**Given:** Game $G$.

**Nonemptiness:** Is it the case that $NE(G) \neq \emptyset$?

Our first incompleteness result states that whenever the next structural property, called race-freedom, is not satisfied by a game $G$, then there are winning conditions $W_0$ and $W_0$ such that the set $NE(A, W_0, W_0)$ is empty, i.e. such that the class of games containing $(A, W_0, W_0)$ is incomplete. We say that a game $G$ is race-free if and only if for all configurations $x \in C(A)$ and events $a, a' \in A$ we have that

$$x \in C \land x \rightarrow a \land \text{pol}(a) \neq \text{pol}(a') \implies x \cup \{a, a'\} \in C(A).$$

(Race-free)

Race-freedom ensures a natural property of concurrent games, namely that each player makes its choices independently of the other—i.e. in a concurrent way.

**Theorem 6.** Let $A$ be a game on an event structure that is not race-free. Then there are $W_0$ and $W_0$ such that the set $NE(G) = \emptyset$, with $G = (A, W_0, W_0)$.

To prove Theorem 6, note that since $A$ is not race-free we can construct a zero-sum game $G$ that is not determined [21]. We can, thus, suppose that $(\sigma, \tau)$ is a Nash equilibrium strategy profile in order to get a contradiction. By Proposition 3 we know that one of cases 1–4 should hold. However, cases 1 and 4 are impossible because $G$ is zero-sum, and cases 2 and 3 are impossible because $G$ is not determined—which leads to the desired contradiction.

Using virtually the same proof technique as in Theorem 6 we can also show that if a concurrent game $A$ does not satisfy a structural property called bounded-concurrency then, again, there will be winning conditions $W_0$ and $W_0$ such that the set of Nash Equilibria $NE(A, W_0, W_0)$ is empty. We say that a game $A$ is bounded-concurrent if and only if for all configurations $x \in C(A)$ and events $a, a' \in A$ we have that

$$\{a' \in x \mid a \leftrightarrow a' \land \text{pol}(a) \neq \text{pol}(a')\} \text{ is finite.}$$

(Bounded-concurrent)

The second incompleteness result then states the following.

**Theorem 7.** Let $A$ be a game on an event structure that is not bounded-concurrent. Then there are $W_0$ and $W_0$ such that the set $NE(G) = \emptyset$, with $G = (A, W_0, W_0)$.

5. Existence of equilibria

In this section we present two results that give a full semantic characterisation of the equilibrium computations of concurrent games on event structures. The first one states, as noted before, that if a concurrent game is race-free and bounded-concurrent, then such a game always has a Nash equilibrium provided its sets of winning configurations are Borel. The second one states, moreover, that for each strategy profile that forms a Nash equilibrium, there is an equivalent strategy profile within a class of nondeterministic concurrent strategies which we call defensive [22]. We now define the classes of games and strategies considered in this section.

**Games**

A concurrent game with non-zero-sum Borel winning conditions (a Borel non-zero-sum game) is a non-zero-sum game $G = (A, W_0, W_0)$ where $W_0$ and $W_0$ are Borel subsets of the set of configurations $C(A)$. Non-zero-sum concurrent games on event structures that are race-free and bounded-concurrent enjoy several useful properties, most notably the one to be presented next, whose proof critically depends on the games being both race-free and bounded-concurrent. Before stating the result, let us first introduce some notations. Let $L^\infty_x = L_x \cap C^\infty(A)$ and $W^\infty_x = W_x \cap C^\infty(A)$, and recall that $c^\infty$ denotes strict inclusion, provided that if $y < c^\infty y'$ then all events in $y \setminus y'$ have positive polarity.

With the definitions and notations given above, we can now present the following simple technical result:
LEMMA 8. \( (A, W_y, W_y) \) be a non-zero-sum concurrent game that is race-free and bounded-concurrent. Then, for all infinite configurations \( y, y' \in C^w(A) \), if \( y \in L^w_y \) and \( y' \in W^w_y \) and \( y \equiv y' \), then there is a necessarily finite and \( \oplus \)-maximal configuration \( y'' = [\text{Neg}(y)] \in C^w(A) \) such that both \( y'' \equiv y \) and \( y'' \equiv y' \).

Similarly for Opponent, if \( y \in L^w_y \) and \( y' \in W^w_y \) and \( y \equiv y' \), then there is a necessarily finite and \( \oplus \)-maximal configuration \( y'' = [\text{Pos}(y)] \in C^w(A) \) such that both \( y'' \equiv y \) and \( y'' \equiv y' \).

**Remark** Lemma 8 is useful in showing that the class of strategies defined next—concurrent defensive strategies—can be regarded, in a way, as complete for the class of Borel non-zero-sum games for which a Nash equilibrium always exists: every nondeterministic strategy in every strategy profile that forms a Nash equilibrium can be defined with respect to the class of concurrent defensive strategies. It also states that the infinite sets/plays in these games can be regarded as being finitely decidable in the following sense: if one can avoid a losing infinite configuration (for Player), then one only needs to avoid some previous finite configuration. Lemma 8 is essential for the construction of concurrent winning strategies, which are possible only if nondeterminism is allowed, even in the finite case [13]. From a more non-cooperative viewpoint, winning strategies— and hence Lemma 8—will also be used to construct, so-called, ‘threat’, ‘trigger’, or ‘punishment’ strategies [32, pp. 143], needed to show results about Nash equilibria.

**Strategies**

Informally, a concurrent defensive strategy always tries to avoid ending in a losing configuration, that is, in a configuration in \( L^w \) (in case it is a strategy \( \sigma \) of Player) or in a configuration in \( L^w \) (in case it is a strategy \( \tau \) of Opponent). Concurrent defensive strategies are defined upon the following, intuitively simple, property: let \( \sigma : S \to A \) be a strategic map of event structures with polarity (i.e., \( \sigma \) respects causal dependency within configurations and injectivity on configurations) such that for all finite configurations \( x \in C^w(S) \), with \( \sigma x \in L^w \), if there is a configuration \( y \in W^w \) such that \( \sigma x \equiv^* y \) then there is a configuration \( x' \in C(S) \) such that the following diagram (Diagram \( \dagger \)) commutes

\[
\begin{array}{ccc}
x & \longrightarrow & x' \\
\sigma x & \downarrow & \sigma x \\
& \sigma x & \in L^w_x & \sigma x \equiv^* y & \in W^w_y \\
\end{array}
\]

and similarly for Opponent.

**A concurrent defensive strategy** \( \sigma : S \to A \) is a receptible and strategic map of event structures which satisfies Diagram \( \dagger \) and for which \((s \in \text{Neg}[x] \& x' \equiv^* x \& \exists y \in L^w \) makes the map \( \sigma \) a strategy, as it is receptive and innocent: immediate causal dependencies in \( \leq_S \) not already in \( \leq_A \) are from \( \text{No} \) to \( \text{No} \) events. Note, in particular, that since \( \sigma x \) in Diagram \( \dagger \) is finite then \( x \) is finite (as well as \( \text{Neg}[x] \)). Therefore, no \( s' \) is made to causally depend on infinitely many \( s \), and so \( S \) is an event structure (in particular, axiom (i) of event structures which requires all events to have a finite set of causes—see Section 2.1—is not violated).

A strategy can also be defined with respect to a subgame \( A_y \) of a given game \( A \), with \( y \in C(A) \). Formally, let \( G = (A, W_y, W_y) \) be a game. Then for every \( y \in C(A) \) define a residual subgame \( G_y = (A, W_y, W_y) = \text{def} (A_y, W^w_y, W^w_y) \), where:

\[
\begin{align*}
A_y & = \{ a \in A \mid \exists y' \in C(A), y \leq y' \& a \in y' \} \\
W^w_y & = \{ y' \in A_y \mid y \cup y' \in W^w_y \} \\
W^w_y & = \{ y' \in A_y \mid y \cup y' \in W^w_y \}
\end{align*}
\]

with the order \( \leq_A \) being the restriction of \( \leq_A \) to \( A_y \) and consistency defined as \( \text{Con} = (Y \subseteq A_y) \mid (Y \in \text{Con}_A) \).

Intuitively, a residual subgame (simply a subgame hereafter) is the remainder of a concurrent game once a certain position (a configuration) has been reached. Thus, they can be understood as the residual of a game with respect to a particular configuration. Given a game \( G \), we write \( y \)-subgame for the subgame \( G_y \) of \( G \); we write \( \sigma_y \) for a strategy, called a \( y \)-strategy, in the \( y \)-subgame \( G_y \). Given a configuration \( z \) in a \( y \)-subgame \( A_y \), we also write \( z \in W_y \) for \( z \in W^w_y \), and similarly for the other winning/losing sets—as well as for sets of subconfigurations.

**PROPOSITION 9** (Closure under subgames). For each concurrent game \( (A, W_y, W_y) \), if \( \sigma : S \to A \) is a winning strategy for Player then for every \( y \in C(A) \) such that \( y = \sigma x \) for some \( x \in C(S) \), there is a winning strategy \( \sigma''_y \) in \((A, W_y, W_y)\).

To see that Proposition 9 holds over non-zero-sum concurrent games, let \( \sigma_y : S_x \to A_y \) be the strategy in the \( y \)-subgame \( A_y \) defined by the event structure \( (S_x, \leq_{S_x}, \text{Con}_{S_x}) \), where:

\[
S_x = \text{def} \{ s \in S \mid x \in C(S), x \leq x' \& s \leq s' \}
\]

the order \( \leq_{S_x} \) is the restriction of \( \leq_S \) to the set \( S_x \), and consistency \( \text{Con}_{S_x} = \{ X \subseteq S_x \mid X \in \text{Con}_S \} \). Thus, the map \( \sigma_y \) is the \( y \)-substrategy of \( \sigma \), i.e. a strategy in the \( y \)-subgame \( A_y \), with respect to \( x \in C(S) \). Then, for all \( x_m \in C(S_x) \) we have that \( x_m \in S_x \implies x \cup x_m \in S_x \).

And since for all \( \oplus \)-maximals configurations \( x' \in C(S) \) we have that \( x' \in W^w_x \) then, because of the definition of \( W^w_x \) (i.e. of the \( y \)-subgame \( A_y \)) we have that \( \sigma''_y \in W^w_y \) for all \( \oplus \)-maximal configurations \( x_m \in C(S_x) \). Therefore \( \sigma''_y \) is a winning strategy for Player in the non-zero-sum game \((A, W_y, W_y)\), as desired.

The latter two results, namely, Lemma 8 and Proposition 9, can now be used to construct concurrent defensive strategies in subgames, provided that they are race-free, bounded-concurrent, and determine a Borel set of winning configurations/plays.

**LEMMA 10.** Let \((A, W_y, W_y)\) be a \( y \)-subgame of a race-free bounded-concurrent Borel non-zero-sum game \((A, W_y, W_y)\). If Opponent does not have a strategy \( \tau_y \) such that \( \langle \sigma_y, \tau_y \rangle \in W^w_y \) for all \( \sigma_y \) of Player, then there is a concurrent defensive strategy \( \sigma''_y \) for Player such that \( \langle \sigma''_y, \tau_y \rangle \in L_y \), for all \( \tau_y \) of Opponent.

**Proof.** (Sketch) As Opponent has no \( \tau_y \) such that \( \langle \sigma_y, \tau_y \rangle \in W^w_y \) for all \( \sigma_y \) of Player, then Opponent does not have a winning strategy in \((A, L_y, W_y)\). Thus, we know that \( y \in W_y \implies \exists y' \in L_y \, y \equiv^* y' \), and use Lemma 8 (because now the losing/winning configurations of Opponent are winning/losing for Player) to construct a concurrent defensive strategy \( \sigma''_y \) for which \( \langle \sigma''_y, \tau_y \rangle \in W^w_y \) for all \( \tau_y \) of Player. And, since the game has Borel sets of winning conditions for both players, then we know that the (zero-sum) \( y \)-subgame \((A, L_y, W_y)\) is determined, i.e. that \( \sigma''_y \) is a winning strategy in \((A, L_y, W_y)\) for Player—hence \( \langle \sigma''_y, \tau'_y \rangle \in L_y \), for all \( \tau'_y \) of Opponent. Proposition 9 ensures the existence of winning strategies in subgames.

Note that the strategy \( \sigma''_y \) that is constructed in Lemma 10 is not, in general, a winning strategy in \((A, W_y, W_y)\) for Player: \( \langle \sigma''_y, \tau'_y \rangle \not\in L_y \), but not necessarily \( \langle \sigma''_y, \tau'_y \rangle \not\in W^w_y \). However, \( \sigma''_y \) is a winning strategy for Player in the inverse game \( G^{-1} \). We can think of \( \sigma''_y \) as a "punishment" strategy instead, that is, a strategy to ensure that the other player does not achieve its goal. Note also that since Borel zero-sum concurrent games are determined [21], and Lemma 10 shows that whenever there is a winning strategy in a zero-sum concurrent game then there is also a winning concurrent defensive strategy, the following result immediately holds:
Corollary 11. Let $G$ be a race-free bounded-concurrent Borel zero-sum game. Player has a winning strategy in $G$ iff it has a concurrent defensive one.

Thus far we have made use of winning strategies in various ways; indeed, for zero-sum games the concept of determinacy [26] is much more interesting than that of equilibrium [32]. However, when players’ preferences are binary, the two are in fact strongly related. A corollary of Proposition 3 and Corollary 11 is:

Proposition 12. Let $G$ be a race-free bounded-concurrent Borel zero-sum game. Then both $\mathbf{NE}(G) \neq \emptyset$ and there is a strategy profile $(\sigma, \tau) \in \mathbf{NE}(G)$ where either $\sigma$ or $\tau$ is a winning concurrent defensive strategy.

Games that are non-zero-sum and where $W_i \cap W_j = \emptyset$ also have a Nash equilibrium, in this case, even within the smaller class of deterministic strategies and the larger class of games that are neither race-free nor bounded-concurrent.

Proposition 13. Let $G = (A, W_i, W_j)$ be a game such that $W_i \cap W_j = \emptyset$. Then $\mathbf{NE}(G) \neq \emptyset$. Moreover, there are

\begin{itemize}
  \item $(\sigma_0, \tau_0) \in \mathbf{NE}(G)$ where $\sigma_0$ and $\tau_0$ are deterministic, and
  \item $(\sigma, \tau) \in \mathbf{NE}(G)$ and $\sigma$ or $\tau$ is a concurrent defensive strategy.
\end{itemize}

Proof. (Sketch) Let $y \in (W_i \cap W_j)$ and $\sigma$ and $\tau$ be the following inclusion maps:

\begin{itemize}
  \item $\sigma_0 : A \uparrow \{ (a \in A \mid a \in y \text{ or } \text{pol}(a) = -) \} \rightarrow A$,
  \item $\tau_0 : A^1 \uparrow \{ (a \in A^1 \mid a \in y \text{ or } \text{pol}(a) = +) \} \rightarrow A$.
\end{itemize}

Then, it follows from their definitions that $\sigma_0$ and $\tau_0$ are deterministic, and clearly also that $(y) = (\sigma_0, \tau_0)$. By Proposition 3, item 1, we have that $(\sigma_0, \tau_0) \in \mathbf{NE}(G)$.

Based on $\sigma_0 : S_0 \rightarrow A$ one can construct a, possibly non-deterministic, concurrent defensive strategy $\sigma : S \rightarrow A$ for each $\sigma_0 x \subseteq y$, if $(\sigma_0 x) \subseteq L_x$, then we re-define $S_0$ so that the resulting map is a concurrent defensive strategy (by adding extra-causal dependencies from $-$-events in $x$ to $+$-events in $x_y$, with $\sigma_0 x_y = y$, as required). Moreover, let $\tau = \tau_0$. Since $(y) = (\sigma, \tau)$, again, by Proposition 3, we have that $(\sigma, \tau) \in \mathbf{NE}(G)$. □

With respect to the winning sets of Player and Opponent, there is one more case to consider when studying the existence of Nash equilibria of concurrent games on event structures, namely, when $W_i \cap W_j = \emptyset$ and $L_i \cap L_j = \emptyset$. To show such a case, the following closure property with respect to inverse games is useful:

Proposition 14 (Closure under inverse concurrent games). Let $(A, W_i, W_j)$ be determined. If there is no winning strategy in $(A, W_i, W_j)$ for Player/Opponent, there is a winning strategy in the inverse game $(A, W_i, W_j)^\dagger$ for Opponent/Player.

And the main theorem of this section follows:

Theorem 15 (Nash equilibria). If $G$ is a race-free and bounded-concurrent Borel non-zero-sum game, then we have that $\mathbf{NE}(G) \neq \emptyset$.

Proof. Let $G = (A, W_i, W_j)$ be a race-free bounded-concurrent Borel non-zero-sum game. With respect to the payoff sets of the game, there are three cases to consider, namely:

1. $W_i \cap W_j = \emptyset$.
2. $W_i = L_i$.
3. $W_i \cap W_j = \emptyset$ and $L_i \cap L_j = \emptyset$.

The existence of Nash equilibria in concurrent games on event structures, thus, can be analysed by checking the cases given above: for cases 1 and 2 the result follows from Propositions 13 and 12, respectively. For case 3 we can consider two sub-cases, namely:

(i) when one of the players has a winning strategy or
(ii) when neither player has a winning strategy.

Firstly, note that both players cannot have a winning strategy because $W_i \cap W_j = \emptyset$. Let us now analyse the two cases above.

For case (i) the result follows from items 2 and 3 of Proposition 3: if Player has a winning strategy $\sigma$ in $G = (A, W_i, W_j)$ then we have $(\sigma, \tau) \subseteq W_i$ for all strategies $\tau$ of Opponent. Since $W_i \cap W_j = \emptyset$ then $W_i \subseteq L_i$; hence item 2 of Proposition 3 holds. Then every strategy profile $(\sigma, \tau)$ is in $\mathbf{NE}(G)$.

Now, on the other hand, Opponent has a winning strategy $\tau$ in $G = (A, W_i, W_j)$ then we have $(\sigma', \tau) \subseteq W_j$ for all strategies $\sigma'$ of Player. Again, since $W_i \cap W_j = \emptyset$ then $W_j \subseteq L_j$; hence item 3 of Proposition 3 holds. Then every strategy profile $(\sigma', \tau)$ is in $\mathbf{NE}(G)$.

For case (ii) the result follows from item 4 of Proposition 3 by letting both Player and Opponent use winning strategies in the inverse game $G^\dagger$. If no player has a winning strategy in $G$ then, by Proposition 14, both players have winning strategies in the inverse game $G^\dagger = (A, L_i, L_j)$. Let $\sigma$ and $\tau$ be such winning strategies.

Then, it follows that $(\sigma \tau) \subseteq (L_i \cup L_j)$. Moreover, since $\sigma$ (resp. $\tau$) is a winning strategy in $G^\dagger$ then $(\sigma', \tau) \subseteq L_i$ (resp. $(\sigma', \tau) \subseteq L_j$), for all $\sigma'$ of Player. Hence item 4 of Proposition 3 holds. Then, the strategy profile $(\sigma, \tau)$ is in $\mathbf{NE}(G)$, as desired. □

From Theorem 15 it follows that the class of concurrent defensive strategies is, in a sense, complete for the existence of Nash equilibria in Borel non-zero-sum concurrent games on event structures. Note that to prove cases 1–3 in Theorem 15, in each case a concurrent defensive strategy is constructed.

Corollary 16. Let $G$ be a race-free bounded-concurrent Borel non-zero-sum game. There is $(\sigma, \tau) \in \mathbf{NE}(G)$, where $\sigma$ or $\tau$ is a concurrent defensive strategy.

Example 17. Let $G = (A, W_i, W_j)$ be the concurrent game given below, a system similar in spirit to that in Figure 1. In $G$ we have the following winning sets: $W_i = \{ y \in C(A) \mid y \in y \}$ and $W_j = \{ y \in C(A) \mid y \in y \} \cap \emptyset$. Note that the game is non-zero-sum and no player has a winning strategy. However, due to Theorem 15 there is a Nash equilibrium—and because of Corollary 16 we know that at least one with a concurrent defensive strategy—where, in this case, both players achieve their goals:

$$S \rightarrow_R \emptyset_R \rightarrow B \rightarrow A \quad T \rightarrow_R \emptyset_R \rightarrow B \rightarrow A$$

It should be easy to see that the only result of play (for $\sigma \tau$) in the game $G$ is $\emptyset_R \rightarrow A \rightarrow \emptyset_B$, the desired behaviour of the system we wish to synthesize. In other words, the (internal) event structures $S$ and $T$ of $\sigma$ and $\tau$ are the desired “computation plans” for the system and the environment, respectively.

Remark One may be wondering why if both race-freedom and bounded-concurrency already hold in the best-known concurrent games in the computer science literature, e.g. those games in [8], the existence of Nash equilibrium strategy profiles does not hold in nondeterministic concurrent strategies, as in our case. The reason, as mentioned before, is that such concurrent games are assumed to be synchronous in the following sense: all players are assumed to make simultaneous choices in each round (like in the matching pennies game), with no power to asynchronously wait—possibly forever—until its opponent plays. Indeed, round-free asynchrony (not studied before) as defined in our model of concurrent games makes the Nash equilibrium problem very different.
6. Dynamic Equilibria

As shown in Example 4, sometimes there are “undesirable” Nash equilibria, say \( y \), in a game \( G \): results \( y \) such that both \( y' \succ y \) and \( y' \succ y \) for some \( y' \in NE(G) \); in Example 4, for instance, \( (\{R, G\}, \emptyset) \succ (\{R, G\}, \emptyset) \) and \( (\{R, G\}, \emptyset) \succ (\{R, G\}, \emptyset) \), \text{i.e.}, when playing \( (\sigma_L, \tau_L) \) both players get payoffs that are worse than what they would have obtained had they played \( (\sigma_R, \tau_R) \) instead.

This is a well-known anomaly of Nash equilibria when playing games with multiple rounds. Such games are sometimes called “repeated” or “dynamic” games in the game theory literature [32]. A refinement of Nash equilibria that deals with this problem is \textit{subgame perfect Nash equilibria}. We say that a Nash equilibrium is subgame perfect iff it is a Nash equilibrium in all subgames.

For instance, in Example 4, the strategy profile \((\sigma_L, \tau_L)\) is not subgame perfect because \((\sigma_L, \tau_L)\) is not a Nash equilibrium in the subgame \( A_{(\emptyset)} \). We say that \( \sigma \) is a \( y \)-substrategy of \( \sigma \), that is, \( \sigma \) restricted to the \( y \)-subgame \( A_y \).

Since we have a well-defined notion of subgame it is only natural to ask whether every game on an event structure has a subgame perfect Nash equilibrium. We answer this question positively. Let \( SPNE(G) \) be the set of subgame perfect Nash equilibria of the game \( G \). Since \( SPNE(G) \) is a refinement of \( NE(G) \) we have that \( SPNE(G) \subseteq NE(G) \). The following observation is important.

A player has an incentive to deviate from an initially chosen strategy if a better payoff can be achieved by making different choices once having reached a particular subgame. Because of the binary nature of players’ preferences, Player/Opponent has an incentive to deviate only if a result in \( W_s/W_w \) can be achieved, and has no incentive to deviate if its payoff is already in \( W_s/W_w \). An analysis of the winning sets leads to the following result.

**Theorem 18 (Subgame perfect Nash equilibria).** If \( G \) is a race-free and bounded-concurrent Borel non-zero-sum game, then \( SPNE(G) \neq \emptyset \).

**Proof.** (Sketch) As for Theorem 15, let \( G = (A, W_s, W_w) \) and consider the same three cases before, namely: (1) \( W_s \cap W_w \neq \emptyset \), (2) \( W_s \cup W_w = \emptyset \) or \( L_s \cup L_w = \emptyset \) and \( L_s \cup L_w \neq \emptyset \).

In case 1 neither player unilaterally deviates because their payoffs are already winning—so best responses in all subgames (Nash equilibria in all subgames). In case 2, again, we construct a winning strategy for one of the players, who will not deviate because its payoff is winning. The other player cannot improve its payoff, which is losing. Any such strategy profile is a Nash equilibrium in all subgames as one of the players is using a winning strategy—hence also winning in all subgames. In case 3 an analysis similar to that in Theorem 15 applies: either one of the players has a winning strategy (so case 2 analysis applies) or let both players use winning strategies in the inverse game \( G^{-1} \), which are winning strategies in all subgames of \( G^{-1} \)—hence Nash equilibria in all subgames.

Since in Theorem 18 we make use of a deterministic or a winning strategy, then the next result immediately follows:

**Corollary 19.** Let \( G \) be a race-free bounded-concurrent Borel non-zero-sum game. There is \(( \sigma, \tau ) \in SPNE(G) \) where \( \sigma \) or \( \tau \) is a concurrent defensive strategy.

**Remark** It is worth noting that, contrarily to the computer science literature about equilibria on interleaving models of concurrency (such as transition systems or concurrent game structures), the literature about \textit{noninterleaving} models is very scarce. In fact, results such as Theorems 15 and 18 ensuring the existence of equilibria within other noninterleaving models, \textit{e.g.} Petri nets, asynchronous transition systems or Mazurkiewicz traces, are not known (unless their interleaving semantics are considered).

7. Examples and Applications

As mentioned before, our two structural conditions on games, namely, race-freedom and bounded-concurrency, mean no actual restriction with respect to usual applications in semantics and logic (\textit{e.g.}, model-checking, satisfiability, etc.) as well as best-known game models of logics and (concurrent) systems with interleaving semantics. To be more precise a few examples are given next.

**Semantics of fixpoint logics** First, observe that our main focus on race-freedom is not overly restrictive in logical applications. For example, a translation of parity games to games on event structures delivers the standard parity game semantics of fixpoint logics such as the \( \mu \)-calculus [25]. The translation constructs a tree-like infinite event structure where all branches are in conflict and each finite configuration is either \( \oplus \)-maximal (and in \( W_s \cap L_s \)) or \( \ominus \)-maximal (and in \( W_w \cap L_w \)), thus implicitly introducing rounds to the game and forcing both players to play to maximal and infinite configurations in order to win. The event structure above is both race-free and bounded-concurrent and the game is zero-sum.

**Semantics of logics for multi-agent systems** The translation above can be adapted to represent (give semantics of) concurrent game structures with complete information, which are used for the denotation of alternating-time \( \mu \)-calculus (AMC) formulae [3]. In this case, the “protagonist” of the AMC game is modelled by Player and the “antagonist” is modelled by Opponent. Winning conditions and rounds are introduced as before, wherein the moves of Player and Opponent strictly alternate and with Player always moving/playing first in this verification game.

Note that the two examples above do not exploit at all the non-zero-sum power of our model of games. They are presented here only to illustrate that both race-freedom and bounded-concurrency do not represent a semantic limitation to capture the behaviour of other important and complex game models in the literature. The next examples show, on the other hand, situations where having non-zero-sum expressive power in the game can be useful.

**Reasoning about strategic and cooperative behaviour** In 1959 Robert Aumann showed that sometimes cooperation can be strategically/rationally achieved/sustained only when infinite behaviour is considered—that is when players can meet infinitely often [4].

**Non-zero-sum games are required to model cooperation.** Consider the “Peace-Attack” game where Player and Opponent can choose to either attack or make peace with the other. In such a game a player loses (i) if no proposal is made, (ii) if peace is proposed when the other proposes to attack—in which case the other wins, (iii) if peace is made only a finite number of times, or (iv) if both propose to attack always. They both can win only if peace is proposed infinitely often—\textit{i.e.}, always. Formally the game is as illustrated below:

![Cooperative Game Diagram](image-url)
shown that always attacking—which ends in a losing configuration for both players—is a Nash equilibrium of any finite version of the game, which must only contain plays of even length. Yet, if we assume that players are acting selfishly, but rationally, then cooperation can be sustained infinitely often by the two players always proposing peace, the desired behaviour (and the only Pareto efficient [32] subgame perfect Nash equilibrium) of the system! This kind of strategic reasoning, namely about infinite and non-zero-sum games, is formally captured by the (Nash) Folk theorems in the classical game theory literature [32].

**Semantics of logics for concurrency** Our non-zero-sum games provide a model for Sandu and Hintikka’s Independence-Friendly (IF) logic [23]. IF logic is an extension of classical first-order (FO) logic where quantifiers are partially rather than totally ordered. The syntax and semantics of IF logic is as follows. The syntax of IF logic is that of classical first-order logic with quantifiers extended to slashed quantifiers $\exists x/ y, z, \ldots$, whose intended interpretation is that when choosing the witness/counter-example $x$, we may not know the values of $y, z, \ldots$ (which are presumed to be bound earlier in the formula). For example, in

$$\forall x. \exists y. \forall u/x, y. \exists v/x, y : \varphi(x, y, u, v)$$

the variable $v$ depends only on $u$, not on $x$ or $y$ (and $y$, of course, depends only on $x$ because $u, v$ have not yet been mentioned). In other words, the semantics is given by a game in a partially ordered structure where $x \leq y$ and $u \leq v$. In general, these dependencies define a partial order which, under our concurrent game semantics, is straightforwardly interpreted with an event structure with polarity.

We should note that our games are not quite IF, as we require dependency to be transitive. The standard definition of IF allows for non-transitive dependencies between quantifiers, which does not increase the expressive power of the logic, but does result in rather pathological properties of formulae. For this reason, some IF work imposes transitivity as an additional requirement.

In our IF variant, called the lazy IF logic, neither player—as in our event structure games framework—is forced to play; the arena game $A$ is, as usual, defined by the formula $\varphi$ at hand using the explicit variable dependencies in the IF formula (cf., see [14] too), and with winning conditions as follows: let $y \in C(A)$; we define

1. $y \in L, & y \in L$, if $\max(y), \varphi$ and $\max(y), \varphi$;
2. $y \in L, & y \in L$, if $\max(y), \varphi$ and $\max(y), \varphi$;
3. $y \in W, & y \in L$, if $\max(y), \varphi$ and $\max(y), \varphi$;
4. $y \in W, & y \in L$, if $\max(y), \varphi$ and $\max(y), \varphi$ true;
5. $y \in L, & y \in L$, if $\max(y), \varphi$ and $\max(y), \varphi$ false: where $\varphi(y)$ is formula $\varphi$ evaluated using the unique variable values/assignment given by configuration $y$. As $y$ is both $\Theta$-maximal and $\Theta$-maximal, it is necessarily a maximal configuration of $A$. A model $M$ of a lazy-IF formula $\varphi$ is a non-empty and finite universe of values $V_M$. Thus, the truth of formula $\varphi$ is defined with respect to an assignment of values in $V_M$. Let $G_{(M, \varphi)}$ be the concurrent game given by the lazy-IF formula $\varphi$ with respect to a model $M$. The event structure game semantics of a lazy-IF formula $\varphi$, written as $[\varphi]_\lambda$, is given by any $(\sigma, x) \in \mathrm{SPNE}(G_{(M, \varphi)})$.

It is known [14] that IF logic formulae determine event structures that are race-free; and since we only consider finite universes of values $V_M$, then such event structures contain only finite configurations (hence are bounded-concurrent). Then, by Theorem 18, such games always have a subgame perfect Nash equilibrium.

These results justify/allow the following definition: let $\varphi$ be a lazy-IF formula and $M$ a model. Then, for all Pareto efficient $(\sigma, x) \in \mathrm{SPNE}(G_{(M, \varphi)})$, and all $y \in (\sigma, x)$:

1. $\varphi$ is true iff $y \in W, & y \in L$;
2. $\varphi$ is false iff $y \in L, & y \in W$;
3. $\varphi$ is undetermined iff $y \in L, & y \in L$.

**EXAMPLE 20.** Let $\varphi$ be the lazy-IF formula $\forall x. \exists y/x : x = y$ and $M$ be given by $\text{dom}(x) = \text{dom}(y) = \{0, 1\}$. This formula states that for all values of $x$ there is a value of $y$ that is independent of $x$ such that $x = y$ holds. Seen as an IF formula, $\varphi$ is undetermined. Assuming that the goal of Player is to show that $\varphi$ is true and that the goal of Opponent is to show that $\varphi$ is false, we can infer that no player has a winning strategy to satisfy its goal. However $G_{(M, \varphi)}$ has a subgame perfect Nash equilibrium $(\sigma, \tau)$, namely the one where each player waits for the other to play first. In such a case the only outcome $y \in (\sigma, \tau)$ of the game is $y = \emptyset$, which is in $L \cap L_1$ according to the definition of the game, and characterising $\varphi$ as undetermined (see also Proposition 21 below). Thus, $A$ is

$$\varphi_0 \sim \sim \Theta_1 \Theta_0 \sim \sim \Theta_1$$

with $W_+ = \{(\emptyset_0), \emptyset_1\}, \{(\varphi_0, \emptyset_0), \emptyset_1, \emptyset_1\}$ and, similarly,

$$W_- = \{(\emptyset_0), \emptyset_1\}, \{(\varphi_0, \emptyset_0), \emptyset_1, \emptyset_0\}.$$  

IF logic and the lazy-IF logic presented in this section have the same syntax but a “different” game semantics. However:

**PROPOSITION 21.** For all IF formulae $\varphi$, we have $\varphi$ true iff it is lazy-IF true; $\varphi$ false if it is lazy-IF false; and $\varphi$ undetermined if it is lazy-IF undetermined.

**8. Analysis and related work**

From a semantic point of view, models for concurrency have traditionally been classified as either interleaving or noninterleaving. This paper is to the best of our knowledge, the first one to provide positive results about the existence of equilibria for a noninterleaving model of concurrency, namely for event structures. Our model of concurrent games is round-free, nondeterministic, and asynchronous (interpreted in a noninterleaving way)—a semantically novel combination of features with respect to other game models in the computer science, AI, and game theory literatures. Our results start to complement the great many results already known for other definitions of concurrency and independence in games, e.g. those on graphs, trees, or concurrent game structures (cf., [8, 27]).

The main results of this paper (which generalise the main results in [13, 21, 22]) characterise the existence of equilibria in games on event structures. They reveal that race-freedom and bounded-concurrency are necessary and sufficient. As these two conditions implicitly hold in previously studied (interleaving) game models of concurrency, it was not known that they were actually needed for the existence of equilibria. Our results establish the boundaries for the amount of ‘true-concurrency’ that can be allowed when analysing problems about equilibria. Specifically, our results apply to non-zero-sum concurrent games with perfect information over a noninterleaving model of concurrency. For a good survey of concurrent games on interleaving models or of (stochastic) games with imperfect information we refer the reader to [8].

We should note that having binary payoff sets and nondeterministic strategies—instead of mixed ones (i.e., randomized)—may be positive. It is known that randomization, either in the strategies [37] or the arenas [36] can lead to undecidability; however, w.r.t. binary payoff sets, decidability can be recovered [35]. Although we did not study decidability issues—let alone complexity questions—this restriction is still very natural, especially when pure-strategy equilibria are considered [6, 35] and applications to verification are to be considered (e.g., non-zero-sum games on Petri nets). Positive results should also be achieved for well-founded games [13] with quantitative payoffs [12] and probabilistic strategies [42].

---

3 Many other different definitions of independence and concurrency in games (e.g., asynchronous, distributed, etc.) can be found in the literature; we reference only those models of games for which problems about Nash equilibrium and subgame perfect Nash equilibrium have been studied.
From a more classical game theoretic perspective, two topics deserve to be discussed: multi-player and stochastic games. Firstly, our focus on two-player games only can simplify some computational situations; for instance, in certain scenarios (e.g., two-player non-zero-sum infinite games on graphs), the existence of Nash equilibria is known for two-player games, but such results do not immediately transfer to three-player games (cf., [7, 8, 38]). Also, as mentioned before, the use of stochastic strategies does not ensure the existence of Nash equilibria in concurrent games on event structures that are not race-free or bounded-concurrent. However, with respect to other definitions of concurrency or arena games, having the power of stochastic behaviour can be quite beneficial; for instance, it can be used to ensure the existence of equilibria, even for some multi-player games (e.g., [8, 9]). All these results show that even thought our focus on two-player, perfect-information, non-zero-sum concurrent Borel games with pure strategies is natural, further investigations into more general games are still needed.

Future work It is often the case that results on event structures can be imported to other models of concurrency. It would be interesting to see whether some of our results can be transferred to other noninterleaving models of concurrency—such as Petri nets, asynchronous transition systems, or Mazurkiewicz traces—via the adjunctions with those formalisms and the more mathematically abstract presentations of concurrent strategies as profunctors [41].
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