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Abstract. In this article, we presenta formal theory of on-the-flycoopeation.
Thisis a new modelof joint action,which allows for the possibilitythata group
of cooperatingagentswill, in general have neitherthe informationnor thetime
availableto computean entire joint plan beforebeginning to work. It proposes
that cooperatingagentsneedthereforeonly reasomaboutwhatto do next; what
represents believable next action Thus,agentditerally male it up asthey go
along aplanonly unfoldsascooperatiorcontinuesA detailedrationaleis pre-
sentedfor the newv model, and the componentof the model are discussecht
length. The article includesa summaryof the logic usedto formalisethe new
model,andsomeremarksonrefinementandfutureresearclissues.

1 Intr oduction

A commonassumptionn early Al planningresearchwasthatin orderto achieve a
goal ¢, anagentshouldfirst computean entireplant for ¢, andthenexecutert [11].
Within theAl planningcommunitythis strategy haslongbeenrecognisedo beasevere
oversimplification[15]. In therealworld, theassumptionthatunderpinplanexecution
are continuallymadefalse,eitherthroughthe interferenceof otheragentsor elseby
actionssimply failing to have their intendedeffects.Recognitionof this led to work on
planningsystemghatcouldintegrateplanning,execution,and,if requiredre-planning,
in orderto achieve their goals[23].

In multi-agentsystemgesearchhowever, the recognitionof this facthashadlittle
impacton theoreticalmodelsof cooperatie action. For example,in one of the best-
known theoriesof cooperation[17], it is assumedhata groupof agenthave anentire,
pre-computedoint plan, which they will carry on executinguntil certainconditions
arise— atwhich pointcooperatiorends While thetheorydoesrecognisehatplanscan
fail, it neverthelessnakessomestrongassumptionsyhich, asthe Al planningexperi-
enceshowvs, mustbe calledinto doubt.In brief, the purposeof this paperis to present
anew theoryof cooperatie action,which doesnot make suchlimiting assumptionsn
this model,which we call on-the-flycoopeation, it is not requiredthatagentshave an
entire, pre-computedoint planin orderto begin work. Nor is it assumedhat oncea
planfails, cooperatiorwill end.Rather it is assumedhatin orderfor cooperatiorto



continue agentaeedonly know whatto do next— whatmalkesabelievablenext move.
Henceagentamaymale it up asthey goalong, anda globalplanmightonly emegeas
cooperatiomprogressesThisis not necessarilya goodstratey in all situationsput for
somedynamicdomainsjt hasbeenshawvn to have certainadvantageg13].

The remainderof this paperis structuredas follows. First, in the following sub-
section,we presenta more detailedrationalefor our work. In section2, we give an
overview of thelogic we useto expressour new theory andin section3, we presenthe
new modelitself. Finally, someconcludingremarksarepresentedn section4.

1.1 Background

Perhapshebest-knavntheoryof cooperatieactionis thatdueto Levesque-Cohefil7].
The aim of this modelis to give anaccountof the mentalstatesof agentshatareen-
gagedin cooperatie, teamactiitiest. The theoryimplicitly requiresthat a group of
agentdnvolvedin suchanactiity have a pre-computegoint plan, which they intend
to executeuntil someagentbecomeswareeitherthatthe goal of the planis achieved,
or elsethatthe plan hasfailed,andthe goalis unachieable.If sucha situationarises,
thenthe agentwho recognisedt is requiredto make the groupmutually aware of the
new circumstancesuilding onthis work, othershave attemptednorerefinedtheories
of cooperationFor example,in earlierwork, we extendedhetheoryto accounfor the
wholeproces®f cooperationfrom recognitionof the potentialof cooperatiorby some
agentthroughto the collective developmeniof a planby the group,which they jointly
intendto execute[28].

Thesetheoriesexplain mary aspectof collective action. However, they alsofail
to accountfor severalimportantfeaturesof real-world cooperationPerhapsnostim-
portantly they pre-suppos¢he developmentof an entireplan of collective action.We
arguethatthisassumptioris oftenunrealistic A groupof agentcommittedto coopera-
tion with respecto somegoaldo not,in generalhave sufiicientresoucesto developa
completgoint plan.By resourcesye mearbothinformationalandcomputationalwith
respecto information,Moore [19] obsenedthat agentsoften needto find out how to
achiere agoal:they donotalwayshave enoughinformationto developa completeplan
in advance.Considertelephoninga friend. You may have several perfectlygoodplans
for this, whichinvolve eitherusingthephoneon your desk,stoppingoff ata pay-phone
ontheway home,andsoon, but they all requirethatyou know the numberbeforeyou
dial. Youmightthereforeonly beableto developpart of the planin advance Thesame
is truein the multi-agentcase.Considera groupof agentswriting a joint paperfor an
importantconferenceThey may not know all the requiredinformationasthey begin
— it maynotevenbepossibleto obtainsomeimportantinformationuntil quitelateon.
For example theformattinginstructionsandsubmissiordetailsfor the conferencenay
not be available far enoughin advanceto actuallywrite the paperif this information
mustbe obtainedbeforecooperationcanbegin. In ary case,suchinformationis not
usuallysignificantuntil closeto the submissiordeadlineln this example,notonly is it
not necessaryor the agentg¢o have anentire,pre-computegblan, it is not possiblefor
themto do so.But this doesnot stopthemwriting the paper

1 More preciselytheaimis to definethe notionof joint intention



With respecto computationatesourcesgevelopingajoint planis atleastascom-
plex assingle-agenplanningwhich,asChapmarproved,is hard [3]. Evenif theagents
have sufficient pre-compiledplan fragmentso achieve the goal, it will oftenbeunre-
alistic to try to put thesefragmentgogetherto make a completeplan beforeexecution
commencegConsideran (admittedlyextreme)example:building a skyscraperNo one
ever hasa completeplanfor erectingsucha building, andin fact,low-level detailsare
workedoutasconstructiorprogresses.

In this paper we presenta nev modelof cooperatie actionwhich doesnot pre-
supposen entire pre-computegblan. (Thoughasa specialcase this possibilityis al-
lowed for.) Rather the modelproposeghat agentsare only ever required to consider
whatto do next. A globalplanmaybe availableascooperatiorstarts— in which case
the agentsuseit. But a planmight only emegein retrospect asthe agentsgo along.
More preciselythemodelproposeshata groupof agentsattemptingto achieve ¢ will
continually executea cycle of trying to find an actiontt thatwill take themcloserto
¢, (in the senseof “reducingthe distanceto ¢, asis meantin, for example,means-
endsanalysig[1]) andthenexecutingtt They do this until eitherthey believe that ¢
is achieved, or thatit is unachieable.While this is not always the bestcooperation
stratgy, experimentakesultsindicatethatit is well-suitedto dynamicdomaing[13].

2 The Logical Framework

The logic L thatwe useto represenbur theory of on-the-flycooperatioris a mary-
sortedfirst-orderversionof the expressve branchingtime logic CTL* [9] with func-
tions andequality enrichedby the additionof modalconnectvesfor representinghe
beliefs desies and intentionsof a group of agents aswell asthe plansthey have
availableto them,andthe executionof theseplans.The logic is quite comple, and
a completeformal presentations no possiblein the spaceavailable.However, sucha
presentatiotis availablein [25]; in this sectionwe simply give a summary

Themostobviousthingto sayabout£ is thatit containghe usualconnectvesand
guantifiersof sortedfirst-orderogic: we take asprimitive theconnectves— (not)andv
(or), andthe universalquantifierV (for all), anddefinethe remainingclassicakconnec-
tivesandexistentialquantifierin termsof these As £ is basedon CTL*, a distinction
is madebetweenstateformulaeand path formulae The ideais that L is interpreted
over atree-like branchingtime structure Formulaethatexpressa propertyof nodesin
this structureareknown asstateformulae whereasormulaethatexpressa propertyof
pathsthroughthe structureareknown aspathformulae Stateformulaecanbeordinary
first-orderformulae,but variousotheradditionalmodal connectvesare alsoprovided
for makingstateformulae.Thus(Bel i ¢) is intendedto expressthe factthatthe agent
denotedby i believes¢ (whered is somestateformula). The semanticof belief are
givenin termsof an accessibilityrelationover possibleworlds, in muchthe standard
modallogic tradition [4], with the propertiesrequiredof belief accessibilityrelations
ensuringthatthelogic of belief correspond$o the normalmodalsystemKD45 (weak
S5). The stateformulae (Goal i $) and (Int i ¢) meanthatagenti hasa desireor in-
tentionof ¢, respectiely: the logics of desireandintentioncorrespondo the normal
modalsystemKD.



L containsvariousconnectvesfor representingheplanspossessebly agentsPlans
have two componentsa plan descriptoranda plan body. The plandescriptorcharac-
teriseshe pre-andpost-condition®f the plan:the pre-conditiorrepresentshe condi-
tionsunderwhich a planmaybeexecuted andthe post-conditiorrepresentthe effects
of the plan. A plan bodyis the ‘program’ part of a plan, which specifiesa courseof
action. Eachagenthasassociatedvith it a plan library, representingts ‘procedural
know-how': informationit hasavailableto it abouthow to achieve its intentions.The
stateformula(Has i T7) is usedto representhefactthatin thecurrentstateagent isin
possessionf the plandenotedby 1t Beingin possessionf a plansimply meanghat
the planis in thatagents planlibrary. Restrictionson the logical modelmeanthatan
agentcannotexecutea planunlessheplanis in its planlibrary. Notethatrtis atermof
thelanguagenot a formula. We have functionalandvariabletermsthat canstandfor
plans,andthe ability to quantify over themis in factcrucialwhenwe cometo present
our model.

The stateformulae (pre 1) and (Post 1) representhe fact thatthe pre- and post-
conditionsof theplanttirespectiely aresatisfiedn the currentworld-stateTheformula
(Body Tt B) is usedto representhe fact that B is the body of the plan denotedby 1.
We alsohave a connectve (Holds c), which meansthatthe conditiondenotedby c is
satisfiedin the currentworld state:the useof this connectve, andthe rationalebehind
it, is describedn [25].

Turningto pathformulae,(Exec B) meansthatthe plan body denotedby B is ex-
ecutedon the currentpath. We will sometimesatusenotationby writing (Exec 1) to
meanthat body of plan 1T hasbeenexecutedon the currentpath. Stateformulaemay
berelatedto pathformulaeby usingthe CTL* path quantifierA. This operatormeans
‘on all paths’.It hasa dual, existentialoperatore, meaning'on somepath’. ThusA¢
meanghatthe pathformula ¢ is satisfiedon all historiesoriginatingfrom the current
world state,ande¢ meansthatthe pathformula ¢ is satisfiedon at leastone history
thatoriginatesfrom the currentworld state.Path formulaemay be built up from state
formulae(or otherpathformulae)by usingtwo tempoal connectivestheu connectves
meansuntil’, andsoa formula¢uy (where¢ andy arestateformulae)means ¢ is
satisfieduntil g is satisfied’.The O connectve meansnext’, andso O¢ meanghat
thestateformula¢ will besatisfiedn thenext state.

2.1 Derived Connectives

In addition to the basicconnectves discussedabore, it is usefulto introducesome
derivedconstructsThesederived connectvesdo not add to the expressve power of
thelanguagebut areintendedto make formulaemoreconciseandreadableFirst, we
assumehatthe remainingconnectvesof classicalogic, (i.e., A — ‘and’, = — ‘if. ..
then...’, and< — ‘if, andonlyif’) have beendefinedasnormal,in termsof — andv.
Similarly, we assumahat the existentialquantifier 3, hasbeendefinedasthe dual of
V. Next, we introducethe existentialpath quantifier, E, which is definedasthe dual of
the universalpathquantifiera. Thusaformulag¢ is interpretedas‘on somepath,¢’,
or ‘optionally, ¢":

Eq) d:ef —|A—|¢ .



It is alsocorvenientto introducefurther temporalconnectves. The unaryconnectve
{> meanssometimes’.Thusthe pathformula {$¢ will be satisfiedon somepathif ¢
is satisfiedat somepoint alongthe path. The unary [_] connectve meansnow, and
always’. Thus [_]¢ will besatisfiedon somepathif ¢ is satisfiedatall pointsalongthe
path.We alsohave a weakversionof theu connectve: pwy isread' ¢ unless)’.

GO =tueup IO =-0-0  owy = (duw) v (o

Thusdw meandhateither:(i) ¢ is satisfieduntil Y is satisfiedpr else(ii) ¢ is always
satisfiedlt is weakbecausé doesnotrequirethaty be eventuallysatisfied.

Ratherthanintroducea further primitive modalconnectve for knowledge,we de-
fineit astruebelief.

(Know i ¢) ZoA (Beli ¢)

It is often corvenientto make use of mutual mentalstates,althoughsuchstatesare
idealisationsnot realisablein ary systemthat admitsthe possibility of communica-
tion failure[10, pp176-183]The mutualbelief of ¢ in a groupof agentsy is written

(M-Bel g §); themutualgoalof ¢ in g is written (M-Goal g ¢), andthemutualknowledge
of ¢ is written (M-Know g ¢). We definemutualmentalstatesasthemaximalfixedpoints
of thefollowing formulae(cf. [10, pp402—-411]):

(M-Bel g ) ZVi-(i € g) = (Beli & A (M-Bel g ))
(M-Goal g §) £ Vi- (i € g) = (M-Bel g (Goal i §))
(M-Know g §) = G AVi- (i € g) = (M-Bel i (M-Know g §))

Talking about Groups: The languagerL providesus with the ability to usesimple
(typed) settheoryto relatethe propertiesof agentsand groupsof agents.The opera-
tors C andC relategroupstogetherandhave the obvious set-theoretiénterpretation;
(Singleton g i) meansg is a singletongroupwith i asthe only member;(Singleton g)

simply meangy is asingleton.

(gggl):::Vi'(iEQ)i(ieg') (Singletongi)d:an-(jeg):(j:i)

(gcd)E(gCd)A-(g=d) (Singletong) = Ji-(Singleton g i)

(Agt B i) meanghati is theonly agentrequiredto performplanbody 3.

(Agt Bi) = Vg- (Agts B ) = (Singleton g i)

Talking about Plans: Next, we introducesomeoperatorghat will allow usto con-
venientlyrepresenthe structureand propertiesof plans.First, we introducetwo con-
structs,(Pre T1¢) and(Post Tt ), thatallow usto representhe pre-andpost-conditions
of plansasformulaeof £. Thus(Pre T1d) meanghatd correspondso thepre-condition
of m— that¢ is satisfiedn justthosesituationsvherethepre-conditiorof tis satisfied:

(Pre TLO) d=efAD((Pre m e o).



Similarly, (Post TTd) meanghat¢ is satisfiedn justthosesituationsn which the post-
conditionof Ttis satisfied:

(Post L) = A[J((Post TT) < ¢).

We write (Plan T ¢ Y ) to expressthe fact that plan 1 has pre-condition¢, post-
conditionys, andbodyf3:

(Plan Tt P B) = (Pre Ttd) A (Post TT ) A (Body TTB).

It is oftenusefulto be ableto talk aboutthe structue of plansbodies.We allow such
planbodiesto be composedrom atomicactionsusingsequentiatompositionparallel
composition test,non-deterministichoice,anditeration. We introducesomelogical
functions,which operateon termsdenotingplan bodies,andreturnotherplan bodies
correspondingo eachof theseoperationsWe introduceone function for eachof the
planconstructors:

seqfor; parfor| testfor? orfor| iter for x.

Thesefunctionsare requiredto satisfy certainproperties.For example,for all plan
bodiesB, ', we requirethat seq3, ') returnsthe plan body obtainedby conjoining
the planbodiesdenotedyy B andp’ with thesequentiatompositionconstructarThese
functionsallow us to constructplan bodieswithin our language However, comple
plan bodieswritten out in full usingthesefunctionsbecomehardto read.To make
suchexpressionsnorereadablewe introducea quoting corvention The ideais best
illustratedby example.We write

B; B to abbreviateseqB, ')
'B;(B" || B")! to abbreviateseq, par(B’,p"))
'B; (B || B")! to abbreviatesed, iter(par(#’,p")))

andsoon.In theinterestof consisteng, we shallgenerallyusequotesevenwherethey
arenot strictly required.By meansof aratherinvolvedtechnicalconstructionwe can
applyteststo stateformulain planbodies.So,for example,if ¢ is astateformula,then
¢?is anacceptablplanbody, whichwill beexecutedonapathjustin casetheformula
¢ is satisfiedonthefirst stateof thatpath.(Readersnterestedn how we avoid breaking
thetyperulesof ourlanguagen usingthis constructiorareurgedto consult[25].)

Thereadabilityof planbody expressionsnay befurtherimprovedby theintroduc-
tion of derived constructscorrespondindo the high-level statement-typesne would
expectto find in astandardmperatve languagesuchaspAscAL. First, theif. .. then...
construct:

lif ¢thenpBelsep end-ifl = T($2;B) | (-d;B).
Whileandrepeatioopsaresimilarly easyto define:

lwhi | e ¢ do B end-whi | el £ [(¢2;B)x; -7
lrepeat Buntil ¢! = [B:while —¢ do B end-whilel.



Thecase structurehasa similar useto suchstatementn languagesik e PAscaL (cf.
theswi t ch statemenin C).

[case
$1:M

On : Th
el se: Thy1
end-case] = (01?2;mm)[ - |(On ) [(~h1 A+ A =n) 2;Tgn)]

Thus exactly one of the actionsty to .1 is executed.The el se clauseis a default
action,whichis executedf noneof theotherconditionsevaluatego true. Notethatthe
conditionsdy, ..., ¢, areassumedo be mutuallyexclusive.

Finally, we defineanawai t construct:

lawai t ¢! & Irepeat true?until ¢!.

Thusawai t ¢ will beexecutedbna pathp if thereis somepointon p atwhich ¢ is true.

3 On-the-Fly Cooperation

In this section,which representshe main contritution of this article, we presentour
modelof on-the-flycooperationWe begin, in the remainderof this sub-sectionwith
anoverview.

Informally, the structureof the modelis very easyto understandSupposehat a
groupof agentsy arecooperatingn orderto achiese ¢ (for the sale of agumentwe
shall assumethroughoutthis article that ¢ represents world state). Thenthe model
proposeghatg repeatedlyperforma cycle of finding a plantthatwill in somesense
advancethemtowards¢, andthenexecutingtt They carry on doing this until either
they succeedn bringing aboutd, or elsethey becomeaware thatthey areno longer
ableto achieve ¢. Of coursefiguring outa courseof actionthatwill move youtowards
your goalis far from beingtrivial: muchof Al, (andin particular the whole of the Al
planningparadigm)is directedatpreciselythis problem.n ourmodel finding outwhat
to doinvolvesasimplecooperatie searclof everyagents planlibrary, in anattempto
find a planthatwill reducethe ‘distance’to the goal. Agentsin our modeldo no first-
principlesplanningat all. However, we do not assumehatagentswill blindly execute
ary planthatwill reducehedistanceo thegoal:agentsareautonomouswith theirown
desiresandintentions,andmayobjectto a particularplan.(They mayalsohave strong
preferencedn favour of a particularplan,thoughwe shallnot concernourseheswith
this possibility here.)The searchor a planmusttake accountof suchobjections.This
leadsusto theinformal summaryof our modelin Figure 1, wherea groupof agentgy
areattemptingo bring aboutd.

The remainderof this sectionis structuredasfollows. First, in the following sec-
tion, we informally lay outthe assumptionshatunderpinour model;in section3.2,we
formally definesomeof thekey conceptaisedin themodel,andin section3.3,we for-
mally definethe communicatiorprimitives(performatves)thatagentcanuse.Finally,
in section3.4,we presenthe modelitself.



while
¢ ¢ is not believed by g to be achieved, and
e the group g is not stuck
do
repeat
e all agents in g that can help g towards ¢ make their expertise known to g,
and all agents that are unable to help make this known
e any agents that have objections to proposed plans
make their objections known to g
until
e g know of an acceptable plan towards ¢; or
e g are stuck
if there is a mutually acceptable plan that progresses g towards ¢
then execute the mutually acceptable plan
if any agent believes that ¢ or that g can no longer achieve ¢
then the agent informs g of this
end-while

Fig. 1. On-the-FlyCooperationAn Overview

3.1 Assumptions

It isimportantto realisethatthe modelwe presentn this paperis afirstapproximation
to atheoryof on-the-flycooperationRealcooperationpf the typethatmostof ustake
partin every day of our lives,is, of coursea muchmore subtleandcomplex process
thanourmodelmightindicate.Thiscompleity is likely to preventcompleteattemptsat
formalisatiorfor theforeseeabléuture.So,ratherthanattemptingo presenaicomplete
formalisation,we have selecteda simple, stylized, but, we argue, plausiblesubsetof
the phenomenonywhich we make tractableby the useof somelimiting assumptions.
Obviously, it is importantthattheseassumptionshouldstrike abalanceébetweerbeing
too strongandbeingtoo weak. Too strong,andthe modelbecomedrivial; too weak,
andit becomesoo complex. We believe thatthefollowing assumptionarereasonable
for afirst approximation.

Agentsare autonomous: As Castelfranchshaws, [2], autonomyis a slipperysubject.
For our purposesyve simply take autonomyto meanthat agentswill not blindly
commit to coursesof actionthat conflict with their own intentions.(Agentsare
thereforenot bene&olent, sinceit is not assumedhat they shareall their inten-
tions[21, p91].)

Agentsare helpful: Autonomydoesnotimply meannesswve assumehatagentsare
hapyy to performactionson behalfof a group, provided that the performanceof
suchactionsdoesnot conflictwith theirautonomy

Agentsare accommodating: This is really anaspecof helpfulnessagentswill take
on boardthe objectionsthatotheragentamight have to aplan.

Agentsarefanatical: We meanthisin the senseof [5]. A groupof agentswill carry



ontrying to achieve theirgoaluntil eitherthey have successfullyachievedit, or else
they believe thatit is impossiblefor themto do so.

Agentscommunicate: Communications not universallyassumedh multi-agentsys-
temsresearchhut communicatiorvia messaggassingvith KQML-lik e performa-
tivesis neverthelesa commonassumptionwhich we adopthere[18].

Agentsare veracious: By whichwe simply meanthatagentgonottell lies: they only
communicatenformationthatthey believe to betrue [12, pp159-165].

3.2 SomeConceptsand Definitions

In this section,we formally definesomeof the conceptghatwill be usefulwhenpre-
sentingour model.We beggin with joint ability, by which we meanthe circumstances
underwhich a groupof agentscanachieve somegoal. Reasoningaboutability, andin
particular whetherit is in principle possiblefor a groupto achieve a goal, is clearly
a fundamentabspecif cooperatie action.A numberof previous definitionsof joint
ability have appearedn the literature.For example,in earlierwork, [27], we defined
ability in thesensef ‘potential’: whatanagentcould potentiallybring about. This def-
inition did not referto the know-howof a groupatall. Theformalisationwasbasedon
earlierwork by Werner [24], who defineda notion of joint ability for ¢ asthe group
having a ‘winning stratgy’ for ¢, in the game-theoretisenseHowever, suchdefini-
tionsdo notcapturetheeverydaysenseof ability, asthey ignorewhatagroupof agents
needto know in orderto realisetheir potential.For example,we might have the po-
tential to becomemillionaireswithin the next year, by performingsomesequencef
actions.But this informationis, sadly uselessvithout knowing which actionsto per
form. So, we definea notion of joint ability in line with the definition of singleagent
ability developedby Moore [19]. Crudely his definition of ability runsasfollows: an
agenti canachieve ¢ if i knowstheidentity of someactiona thatit canperform,such
thatit knew thatafterit did a, either¢ would be achieved, or elsei would be ableto
achieve ¢. Thepointis thatthis definitionallows for the possibilityof i findingout how
to do¢. Thustheagentneednot have anentire,pre-computeglan.

In orderto formalisethis conceptwe first definewhatit meansfor a groupto be
suficientto carry out a plan. The ideais thatgroupg will be suficientto do plan,
(notation:(suff g m)), iff theagentsequiredto do tarea subsebf g.

(suff g ) £ VB-Vg - (Body TIB) A (Agts B ) = (¢ C 0).

We thenadaptthe single-agentefinitionin the following way. A groupg canjointly
achieve ¢, (notation:(J-can g )), iff thereexistssomeplan T, suchthatit is mutually
known in g thatTtis possesselly somememberof g (whoseidentity is known), thatg
aresuflicientto do 1, andeither:

1. it is mutuallyknown in g that¢ is a post-conditiorof 1t or else
2. it is mutuallyknown in g thatthe post-conditiorof Ttis thatg canjointly achieve

.

Ability is thusdefinedastheleastfixedpoint of thefollowing formula:



(3-can g ¢) = Ji- I (M-know g (i € g) A (Has i TT) A (Suff g T)) A
((M-Know g (Post Tt$)) V (M-Know g (Post TT (3-Can g §)))).

Notethatthe variables and arequantifiedoutsidethe scopeof the M-know connec-
tives.Thisimpliesthattheidentitiesof i andmtareknown to g. Thusif thegroupdo not
know theidentitiesof the agentandplan, but they know therethereis someagentand
someplan, thisis not sufficientfor joint ability. In theterminologyof quantifiedmodal
logic, thesevariablesaresaidto be quantifieddere [14, pp183-188].

Next, anagent is saidto objectto planTt, (notation:(Objects i T)), iff i intendsthat
TUiS notexecuted.

(Objects i TI) = VB- (Body Tt B) = (Int i A—(Exec B)).

A planwill be mutually acceptabldo a groupif the groupis mutually awarethat no
memberof thegroupobjectsto it.

(Acceptable Ttg) = (M-Bel g Vi - (i € g) = —(Objects i T)).
Notethatit is not possiblefor anagentwithin a groupto objectto a plan,andyet for
thatplanto bemutuallyacceptabléo the group.Next, we consideithe notionof aplan
progressinga grouptowardsa goal. Intuitively, we saythata plandoesthis if eitherit
achievesthe goal, or elsethe plan makesit possiblefor the groupto achieve the goal
(cf. the definition of J-can, above). The former case(wherethe plandirectly achieres
thegoal)is, in asensemoredesirablehanthelatter We formalisethis asfollows:

(Progresses Ttg §) = (Suff g T0) A ((Post TL$) V (Post Tt (3-Can g §))).

(Notethatalthoughthetwo casesn this definitioncorrespondo thosein J-can, above,
it is not possibleto defineJ-can in termsof Progresses, Or Progresses in termsof J-Can.)
Next, we definewhatit meansor anagentto be ableto helpthe groupwith its goal.
Theideais thatagenti canhelpgroupg with respecto ¢, (notation:(CanHelp i g §)),
iff i hasa planttsuchthat:

1. tprogresseg towardsod;
2. i doesnot objectto 11, and
3. i doesnotbelievethatTtis unacceptabléo g.

(CanHelp i g ®) = 31t- (Has i TT) A (Progresses Ttg §) A
—(Objects i T)) A —(Bel i ~(Acceptable T1Q)).

Notethati is quantifieddere, implying thatg know theidentity of i. Finally, it is useful
toidentify certainfactsasbeingcommunicableTheideais that$ will becommunicable
togif ¢ istrue,but ¢ is not(yet) mutuallybelievedto betruein g.

(Comm ¢ g) = ¢ A—(M-Bel g ).

Finally, a groupwill bestud with respecto agoal¢ if they areawareof no planthat
progressethemtowardsé.

(stuck g ¢) ZVi- (i € g) = (M-Bel g —(CanHelp i g §))



3.3 Performatives

The cooperatie searchfor a mutually acceptablegplan proceedsvia the exchangeof
messagesh which agentanake the groupawareof bothplansthey have thatmight be
usefulfor the group,andary objectionsthey have with respecto plans.Theexchange
of messagesontinuesuntil it becomesleareitherthatthereis a mutually acceptable
planthatadvanceghe group,(i.e., the groupCanpProgress), or elsethatno suchplanis
availableto thegroup(i.e.,thegrouparesStuck).

Ultimately, the searchfor a mutually acceptablelanis a simpleform of negotia-
tion [22]. In humannegotiation,the participanthave preferencegjoals,andintentions
thatthey mayultimatelycompromiseon, or they maythreatenlie, bluff, appealplead,
promise,andsoon, in anattemptto bring abouttheir desiresNegotiationbecomesa
gameof give-and-tak.Ratherthanattemptingo representhisrathercomples process,
we simply obsene assumehatagentshave certaininviolableintentions;negotiationis
anattemptto find a planthatis acceptabléo all with respecto theirintentions.

In essenceursimplemodelof negotiationinvolvesagentgproposingrariousplans,
andtheninforming one-anotheof their preferencewith respecto theseplans.Propos-
ing andinforming aredoneby agentsexecutingcommunicatie actions:performatves.
Theseperformatvesaremodelledwithin the logic asfunctionaltermsthat denoteac-
tions. Thetwo performatvesare:

propos€i,g, T, ¢) i proposeshatg mightdo tto achieve ¢
inform(i,g,¢) iinformsgthat¢

We do not intendthat proposingindicatesary prefeenceon the partof the proposer
with respecto the proposedlan:it is simply away for anagentto communicateéo a
grouponeway of achiezing a goal. However, we do assumehat:

— agentonly proposeplansthatthey have no objectionto; and
— agentonly proposeplansthatthey arein possessionf.

This leadsusto thefollowing semanticgor propose

VT - (Body T [proposéi,g, . ¢)!) = (Pre T p) A (Post ¢ (M-Bel gp)) (1)
where
p = —(Objects i T) A (Has i TT) A (Suff g T0) A (Post TT ).

(Thereareactuallysomefurtherassumptionsiddenwithin this definition,suchas,for
example thefactthatcommunications guaranteedgndthatmessagewill bedelivered
instantaneously Thesemantic®f theinform performatie arealsoquite simple:

VTt (Body Tt linform(i, g, )!) = (Pre Tt (Bel i §)) A (Post TT(M-Bel g ¢))  (2)

Note thatin both (1) and(2), the pre-conditionrepresentshe sincerity conditionas-
sociatedwith the performatve, capturingthe veracity assumptiorthat we mentioned
earlier Also, notethatwe arenot attemptingto definea semanticof speechacts[6]:

ouraimis simply to definesomemessagéypesthatagentscanusewhencooperating.



whi | e =(Beli ¢) A(Beli (3-Cang$)) do
/* phase 1: finding an acceptable plan */
repeat
/* phase 1.1: propose any plans that help */
if (CanHelpig¢)then
311 (Comm ((Has i L) A —~(Objects i 1)) g) = (Exec [proposéi, g, )!)?
el se
linform(i, g, ~(CanHelp i g $))!
end-if
/* phase 1.2: wait until everyone has announced */
await Vj-(j € g)= (Beli(CanHelpjg¢))V(Beli —(CanHelpj g ¢))
/* phase 1.3: veto any unacceptable plans */
whi | e 311 (Progresses 119 ¢) A (Comm (Objects i T7) g) do
311 (Progresses Ttg ) A (Comm (Objects i T1) g) = (Exec [inform(i, g, (Objects i 0))1)?)
end- whil e
until (Beli (Stuck g ¢)V (CanProgress g ¢))
/* phase 2: execute acceptable plan */
i f 3m- (Bel i (Acceptable Ttg) A (Progresses T1g §) A (Agt 1Ti) t hen
3 (Bel i (Acceptable Ttg) A (Progresses Ttg ¢) A (Agt Tti) = (Exec [11)?
end-i f
/* phase 3: post results */

case
(Beli §) : inform(i, g, ¢)
(Beli =(J3-Can g ¢)) : inform(i,g,—(3-Can g ¢))
el se Strue? /* i.e., NOP */
end- case
end-whi l e

Fig. 2. A Model of Reactve Cooperation

3.4 Finally, the Model

We now cometo the modelitself. This modelis formalisedas a single-agenplan:
eachagentindividually executesthe planin orderto generatethe overall behaiour
summariseéh 1. Themodelis presenteéh Figure 2; theagentassumedo beexecuting
theplanisi.

Theouterlooprepresentthefanaticalcommitmenthatagentshave with respecto
¢: they will carry on attemptingto bring about$ while they believe they have not yet
achievedit (thefirst conjunct),andthatthey canstill achieve it (the secondconjunct).
We donotclaimthatonewould wanttheseconditionsfor everytypeof on-the-flycoop-
erative action:differentproblemdomainscall for differenttypesof commitment20].
Within themainloop arethreemainphases:

— finding anacceptabl@lanthat“progressesthe grouptowardsthe goal (phasel);
— executingsuchanacceptabl@lan (phase?);




— updatingthegroupwith respecto the currentstatusof groupaction(phases).

Phasel: Finding a mutually acceptableplan. This first phaserepresentshe key
problemin on-the-flycooperationfinding a planthatwill progresghe agentgowards
the goal,suchthatthis planis acceptablé¢o all. The procesf finding a planinvolves
agentgepeatedlyproposingplansthatthey believe will move themcloserto the goal,
andthenvetoingary proposeglansthatthey objectto, until eventuallyeithertheagents
have consideredll possibleplansandfoundnoneto be acceptabléthey arestuck), or
elsethey have founda planthatis acceptabléo all (they CanProgress). This phasehus
involvesrepeatedlyexecutingthefollowing steps:

— proposingary planthat may help, or elseinforming the group of the inability to
help(phasel.1);

— waiting until everyoneelsehasdonelik ewise (phasel.2);

— vetoingary plansthatareunacceptabléphasel.3).

In stagel.1,if anagentcanhelptowardsagoal, (i.e., it hasa planthatprogressethe
grouptowardsthe goal,andit doesnot believe this planis unacceptablé the group),
thenit proposeshe planto the group.Otherwiseit informsthe groupthatit is unable
to help, i.e., it hasno plansthat progressthe group towardsthe goal that would be
acceptableo the group.Note that stagel.3 (vetoingunacceptabl@lans,below), will
ensurghatanagentdoesnot proposea planthathasbeenvetoedby someotheragent.
Thusanagentwill eventuallyeitherproposeall acceptablglansin its planlibrary, or
elsewill announcehatit cannothelp.

Stagel.2,(theawai t loop) representasimplesynchronizatiorondition:anagent
will simplywait until every otheragenthasinformedit of thefactthatit canor cannot
help.

In stagel.3, the agentrepeatedlyinforms the group of ary plansthatit objects
to. It will carry on doing this until eitherthe grouphasfound a planthatis mutually
acceptablegr elsethe groupis awarethatno suchplanis available.

Phase2: Executing AcceptablePlans. If the groupsucceedsn finding a mutually
acceptabl@lanthatprogressethemtowardstheir goal,thenthe next thing they should
dois executeit. Fromthe point of view of anindividual agentthis meanssimply exe-
cutingaplanthatit is theagentof, suchthatthe agentis the only onerequiredto carry
outtheplan,theplanis acceptablé¢o all, andthe planprogressethe groupto thegoal.

Phase3: Posting Results. For this part of the processwe simply requirethatagents
who eitherbelieve thatthe goal hasbeenachiesed, or elsebelieve thatthe goalis un-

achiezable,make thegroupmutuallyawareof thisfact.If anagenteitherbelievesthat

thegoalis achiesed, or thatthegoalis unachigable,thenit doesnothing.

4 Conclusions

We concludewith somegeneralremarkson the formalisation.First, we notethat the
layeredapproachpioneeredy CohenandLevesqug5], whichwe have adoptedn this



paper allows usto presenthe formal modelwith comparatie ease Anotherobvious
point to make is that presentingan agents plan directly as a “procedure”by using
a dynamiclogic-style programlogic, and combiningthis with a BDI logic, allows a
numberof complex ideasto be succinctlyrepresented.

However, therearea numberof pointsat which the formalisationis weak,and, it
couldbe amgued,inadequateln particular the factthatour simpleplanlanguagedoes
nothaveassignmenstatementmalkesit hardto expressanumberof conceptstequiring
aratherugly technicalkludgeto be usedinstead.(An exampleis thei f statementn
phase2 of Figure2.) An olvious enhancemertb the underlyingformalismwould be
theinclusionof suchstatementmto aricherplanlanguage.

With respecto the specificsof theformalism,thereareatleasttwo pointsatwhich
more work needsto be done.First, the notion of “progression”,(i.e., the notion of
agentsmoving towardsthe goal),is not satishctorily defined.lt may be thata utility-
theoreticdefinitionis moreappropriatea plan progressethe teamtowardsthe goal if
the expectedcostof achieving the goal after executingthe planis lessthanthe costof
achieving it before.Similarly, we have not attemptedo formalisearny notionof prefer
encewith respecto the plansthatareexecuted A morerealisticmodelwould include
suchnotions.Theformalisationof negotiationcouldalsoberefined.Somepreliminary
attemptdo give logical specification®f negotiationappeatn [16]. Incorporatingsuch
modelsinto our modelmay prove useful.

With respecto otherareador futurework, it may prove helpfulto attempto marry
ourwork onformalmodelsof socialactionwith thevariousmodelsof cooperatiorand
coordinationthathave beendevelopedby practitionersof agentsystemsFor example,
building onthework of Durfeeon partial global planning[8], Decker hasinvestigated
five generaltechniquedor coordinatingdynamicmulti-agentsystemd7]. It would be
interestingto investigatehe extentto which suchtechniquesould be representeds-
ing our modal/dynamidogic approachFinally, therelationshipbetweerour theoryof
on-the-fly cooperatiorand implementation®f cooperatie protocolscould also bear
furtherexamination.
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