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Motivation

- Tree-width introduced by Robertson and Seymour
  - Tree decompositions provide for recursive algorithms
  - Bounding tree-width gives polynomial time execution
- Directed tree-width by Johnson, Robertson, Seymour and Thomas
  - Not an obvious extension of tree-width
  - Complicated definition does not lend itself to algorithms

Aim

Find a natural extension of tree-width to directed graphs that is algorithmically useful.
Motivation

- Tree-width introduced by Robertson and Seymour
  - Tree decompositions provide for recursive algorithms
  - Bounding tree-width gives polynomial time execution
- Directed tree-width by Johnson, Robertson, Seymour and Thomas
  - Not an obvious extension of tree-width
  - Complicated definition does not lend itself to algorithms

Aim

Find a natural extension of tree-width to directed graphs that is algorithmically useful.
Motivation

- Tree-width introduced by Robertson and Seymour
  - Tree decompositions provide for recursive algorithms
  - Bounding tree-width gives polynomial time execution
- Directed tree-width by Johnson, Robertson, Seymour and Thomas
  - Not an obvious extension of tree-width
  - Complicated definition does not lend itself to algorithms

Aim

Find a natural extension of tree-width to directed graphs that is algorithmically useful.
Motivation

- Tree-width introduced by Robertson and Seymour
  - Tree decompositions provide for recursive algorithms
  - Bounding tree-width gives polynomial time execution
- Directed tree-width by Johnson, Robertson, Seymour and Thomas
  - Not an obvious extension of tree-width
  - Complicated definition does not lend itself to algorithms

Aim

Find a natural extension of tree-width to directed graphs that is algorithmically useful.
Motivation

- Tree-width introduced by Robertson and Seymour
  - Tree decompositions provide for recursive algorithms
  - Bounding tree-width gives polynomial time execution
- Directed tree-width by Johnson, Robertson, Seymour and Thomas
  - Not an obvious extension of tree-width
  - Complicated definition does not lend itself to algorithms

Aim

Find a natural extension of tree-width to directed graphs that is algorithmically useful.
Overview
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The tree-width of a graph measures its similarity to a tree.

A graph has tree-width $\leq k$ if it can be covered by sub-graphs of size $\leq (k + 1)$ in a tree-like fashion.
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Tree-width

A **tree decomposition** of a graph $G$ is a tuple $(\mathcal{T}, (X_t)_{t \in V(\mathcal{T})})$ such that:

- $\mathcal{T}$ is a tree
- $X_t$ cover $V(G)$
- For every edge $(u, v) \in E(G)$, there is a $t \in V(\mathcal{T})$ with $\{u, v\} \subseteq X_t$
- For every $t'$ on the path from $t$ to $t''$, $X_t \cap X_{t''} \subseteq X_{t'}$

The width of a tree decomposition is $\max_{t \in V(\mathcal{T})}|X_t| - 1$.

The tree-width of a graph is the minimal width of all its tree decompositions.
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\[ G \text{ has tree-width } k \text{ if, and only if } k + 1 \text{ cops have a winning strategy} \]
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Another observation...

In a tree decomposition, an edge only leaves a subtree through its connection with the rest of the tree.
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A graph has **DAG-width** \( \leq k \) if it can be covered by subsets of size \( \leq k \) in a DAG-like fashion such that an edge only leaves a sub-DAG through its (root’s) connection with the rest of the DAG.
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- $\mathcal{D}$ is a DAG
- $X_d$ cover $V(\mathcal{G})$
- For every $d'$ on the path from $d$ to $d''$ ($d \preceq_D d' \preceq_D d''$), $X_d \cap X_{d''} \subseteq X_{d'}$
- For every $(c, d) \in E(\mathcal{D})$, $X_c \cap X_d$ guards $\left( \bigcup_{d \preceq_D d'} X_{d'} \right) \setminus X_c$. If $d$ is a root of $\mathcal{D}$, we replace $X_c$ with $\emptyset$.

The width of a DAG-decomposition is $\max_{d \in V(\mathcal{D})} |X_d|$. The DAG-width of a directed graph is the minimal width of all its DAG-decompositions.
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DAG-decompositions and DAG-width

A DAG-decomposition of a directed graph \( \mathcal{G} \) is a tuple \( (\mathcal{D}, (X_d)_{d \in V(\mathcal{D})}) \) such that:

- \( \mathcal{D} \) is a DAG
- \( X_d \) cover \( V(\mathcal{G}) \)
- For every \( d' \) on the path from \( d \) to \( d'' \) (\( d \trianglelefteq \mathcal{D} d' \trianglelefteq \mathcal{D} d'' \)), \( X_d \cap X_{d''} \subseteq X_{d'} \)
- For every \( (c, d) \in E(\mathcal{D}) \), \( X_c \cap X_d \) guards \( \left( \bigcup_{d \trianglelefteq \mathcal{D} d'} X_{d'} \right) \setminus X_c \). If \( d \) is a root of \( \mathcal{D} \), we replace \( X_c \) with \( \emptyset \).

The width of a DAG-decomposition is \( \max_{d \in V(\mathcal{D})} |X_d| \).

The DAG-width of a directed graph is the minimal width of all its DAG-decompositions.
Theorem

$G$ has DAG-width $k$ if and only if $k$ cops have a monotone winning strategy on $G$.

A monotone strategy is one where every vertex is visited by a cop at most once.

Theorem (Complexity Issues)

- For fixed $k$, deciding if $G$ has DAG-width $\leq k$ is in $\text{Ptime}$.
- Given $G$ and $k$, deciding if $G$ has DAG-width $\leq k$ is $\text{NP}$-complete.
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