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Abstract

A performance prediction system (PACE — Performance Analysis Characterisation
Environment) has been implemented to characterise the performance of C, Fortran and
Mathematica codes. With the current increase in the popularity of the Java platform,
PACE is being extended to characterise and predict distributed Java applications within
dynamic heterogeneous environments. With the modern implementations of the Java
Virtual Machine being able to carry out on-the-fly optimisations, Java methods are to be
characterised as a control flow of bytecode blocks, rather than individual bytecodes.
These bytecode blocks are then benchmarked to create a bank of predictive data for
evaluating performance critical Java applications. This report describes the
implementation of defining and monitoring these bytecode blocks and also evaluates the

techniques that have been used.

Keywords: Java Virtual Machine
PACE
Hot Spot
Java Optimisation
Sequential Bytecode Blocks
Bytecode Prediction Template



Chapter 1
Background and Motivation

This chapter introduces the core idea of performance analysis for high

performance computation on a Grid computing environment. It

illustrates the framework of performance characterisation and how it

leads to have the need to implement a Java bytecode monitor.
The computing architectural landscape is changing. Resource pools that were once large,
multi-processor supercomputing systems are being increasingly replaced by
heterogeneous commodity PCs and complex powerful servers. These new architectural
solutions, including the Internet computing model [10] and the grid computing [11, 12]
paradigm, aim to create integrated computational and collaborative environments that
provide technology and infrastructure support for the efficient use of remote high-end
computing platforms. The notion of so-called grid computing or the use of a
computational grid is applying the resources of many computers in a network to a single
problem at the same time - usually to a scientific or technical problem that requires a
great number of computer processing cycles or access to large amounts of data. A well-
known example of grid computing in the public domain is the ongoing SETI (Search for
Extraterrestrial Intelligence) @Home project in which thousands of people are sharing
the unused processor cycles of their PCs in the vast search for signs of "rational" signals
from outer space. According to John Patrick, IBM's vice-president for Internet strategies,

"the next big thing will be grid computing."

The success of these architectures relies on the outcome of a number of important
research areas; one of these — performance — is fundamental, as the uptake of these
approaches relies on their ability to provide a steady and reliable source of capacity and
capability computing power, particularly if they are to become the computing platforms

of choice.

The study of performance in relation to computer hardware and software has been a topic
of much scrutiny for a number of years. It is likely that this topic will change to reflect

the emergence of geographically dispersed networks of computing resources such as



grids. There will be an increased need for high performance resource allocation services
and an additional requirement for increased system adaptability in order to respond to the
variations in user demands and resource availability. Performance engineering in this
context raises a number of important questions and one question of which the motivation
of this project is based on. Its answer will impact on the utilisation and effectiveness of

related performance services:

How is this performance data obtained?

Gathering performance data can be achieved by number of methods. Monitoring services
provide records (libraries) of dynamic information such as resource usage or
characteristics of application execution. This data can be used as a benchmark for
anticipating the future performance behaviour of an application, a technique that can be
used to extrapolate a wide range of predictive results [13]. Alternatively it is possible to
extract data from an application through the evaluation of analytical models. While these
have the advantage of deriving a priori performance data — the application need not be
run before performance data can be collected — they are offset by the complexity of

model generation.

For the last 10 years the High Performance Systems Group has made significant
contribution towards this field of research, namely a unique characterisation environment
implemented with a toolkit PACE (Performance Analysis and Characterization

Environment).

1.1 PACE - Performance Analysis and Characterization Environment

Performance Analysis and Characterization Environment (PACE) [7] provides a
framework for developers to create detailed analytical performance models that can be
used to predict the performance of their applications. It has been verified by the UK
Defence Electronic Research Agency (DERA) that a predictive accuracy of less than 10%
can be achieved using this technique. The system works by characterizing the application

and the underlying hardware on which the application is to be run, and combining the



resulting models to derive predictive execution data. PACE provides the capability for
the rapid calculation of performance estimates without sacrificing performance accuracy.
PACE also offers a mechanism for evaluating performance scenarios — for example the
scaling effect of increasing the number of processors — and the impact of modifying the

mapping strategies (of process to processor) and underlying computational algorithms

[9].

Details of the PACE toolkit can be seen in Figure 1.

Application T ools Platform Model
Source Code Analysis CPU Profiling
Object Editor Network MPLPVM
Object Library Cache Models L1/L.2
PSL Script HMCL Scripts
Compiler Compiler
Application Evaluation Platform
Model . Engine L ——| Model
Prediction Data

Figure 1 An outline of the PACE system including the application and platform (resource)
modelling components and the parametric evaluation engine which combines the two



1.2 PACE Toolset Components

The PACE toolset includes a range of components that assists a user to create models,
visualize results, use pre-defined models from a library, and use information derived from
existing application codes. The number of vital components of PACE are described

briefly below. [6]

o FEvaluation Engine evaluates the current performance model, producing predictions

of time, scaling, and resource usage.

o  Workbench provides a user-friendly interface to the components of PACE.

e Source Code Analyzer assists the user in converting sequential source code into the
CHIP’S performance language. The user directs this operation by specifying which
code are associated with which sub-task elements. Currently this component enables

C source to be input, using both parsing and profiling information.

e Object browser assists the user to scan predefined model libraries of application
kernels, parallelisation strategies (parallel templates), and hardware models. The user

may also define new library models.

o Object Editor assists the user to enter and review individual objects contained within

the performance model.

o Parametric visualization enables application and/or system parameters to be varied,
and provides a means in which the results can be visualized. Currently supports single

and dual parameter manipulation.

o Trace visualization enables the visualization of a single prediction scenario. It
provides time-space diagrams illustrating computation, communication and idle
stages of processors. Currently, this analysis is provided by a trace data file link to the

ParaGraph parallel monitoring system.



1.3 Model Characterisation Separation

An important feature of this design is that the separation of application and platform

models and there are independent tools for each.

Application Tools provide a means of capturing the performance aspects of an
application and its “parallelisation” strategy. Static source code analysis forms the
basis of this process, drawing on the control flow of the application, the frequency at
which operations are performed, and the communication structure. The resulting
performance specification language (PSL) scripts can be compiled to an application
model. Although a large part of this process is automated, users can modify the
performance scripts to account for data-dependent parameters and also utilise

previously generated scripts stored in an object library.

Application Tools

Source Code Analysis
Ohject Editor
Ohject Library

v

PSL Script

v

Compiler

Figure 2 Application Model

Platform (Resource) Tools model the capabilities of the available computing
resources. These tools use a hardware modelling and configuration language (HMCL)
to define the performance of the underlying hardware. The platform tools contain a
number of benchmarking programs that allow the performance of the CPU, network
and memory components of a variety of hardware platforms to be measured. The
HMCL scripts provide a resource model for each hardware component in the system,
since these models are (currently) static, once a model has been created for a

particular hardware, it can be archived and reused.

10



Platform Maodel

CPU Profiling
Network MPLPVM
Cache Models L1/12

v

HMCT. Scripts

v

Compiler

Figure 3 Platform (Resource) Model

1.4 The Layered framework

These models are created by describing an application’s performance in a
characterization language called CHIP’S [9]. CHIP’S encompasses a layered framework
for performance characterization, as seen in Figure 4(a) [5]. Each layer can contain a
number of objects that describe specific performance-critical elements of an application:
subtask objects describe sequential elements of an application; parallel templates describe
the parallelisation strategy of, and communication between, these subtasks; hardware
objects characterize the computational and inter-communication performance of
hardware resources. This inherent separation between hardware and software components
allows predictions of the same application on different hardware platforms a case of

simply inter-changing the model’s hardware object as appropriate.
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(a) PACE approach (b) Transaction approach
Modelf’arameter Modelf’arameter
Application Application
Subtask Transaction Ivlap
Parallel Template Transaction
Hardware Platform
v v
Predicted Execution Time Predicted Execution Time

Figure 4 The Layered framework for performance characterisation: (a) The original PACE
approach: (b) the revised transaction-based approach

PACE provides tools to characterize the performance of C, Fortran and Mathematica
codes. Once the application and hardware models have been built, they can be evaluated
using the PACE Evaluation Engine. PACE allows: time predictions (for different
systems, mapping strategies and algorithms) to be evaluated; the scalability of the
application and resources to be explored; system resource usage to be predicted (network
usage, computation, idle time etc), and predictive traces to be generated through the use

of standard visualisation tools.

Such subtasks characterizations within CHIP’S is achieved by using a tool called ‘capp’
that processes methods defined within C source code and outputs performance
characterizations of these methods in the CHIP’S language. These characterizations are a
parameterized control flow of a number of atomic instructions that map onto a set of
common machine instructions. Another tool benchmarks these machine instructions for a
given resource, providing a list of timings that are included within the resource’s
associated hardware object. Evaluating a subtask to predict its performance involves
essentially adding up all the timings for the machine instructions that are to be executed

for a given application run.
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1.5 Java World — an extension to PACE

With the current increase in the popularity of the Java platform, as well as the interest in
computational Grids within the high performance community, PACE is being extended to
characterize and predict distributed Java applications within dynamic heterogeneous
environments — known as JPACE. A new XML-based language [8] hence is being
developed that uses a more flexible transaction-based approach to performance
characterization; shown in Figure 4(ii). Applications are characterized as a number of
transactions, or items of work, where their relation to each other is described within a

transaction map.

Taking the original method of performance characterization, it would seem to be
equivalent, where characterizing Java methods is concerned, to create a control flow of
Java bytecodes. Each bytecode could be benchmarked in the same way as machine
instructions are in CHIP’S, the culmination of which would result in the prediction of a
Java method’s performance, even though later on it has been discovered that due to on-

the-fly optimizations within modern implementations of the JVM that this is not the case.

Figure 5 depicts a graphical description of the relationship between the benchmarked

bytecode timings and the PACE system.

Application Evaluation Platform
IIodel > Engine -+ Model
A
l |
Bytecode
Prediction Data Characterisation

Figure 5 Structure of performance evaluation process
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Chapter 2
Project’s Objectives and Specifications

This chapter details the project’s objectives and its specifications. It
establishes the methodologies and hypothesises of which this project is
set about to implement and experiment. It also identifies the main
programming tools that are utilised throughout this project.

2.1 Methodologies

By having this motivation as the milestone in the performance study, this project has then

adapted this initiative and with early background research on the current grounding, two

possible benchmark methodologies were specified for this project:

Timing analysis of Java bytecodes - An initiative that is brought up to investigate
the implementation of benchmarking the Java Virtual Machine (JVM) Instruction
Set, using the Java Assembler Interface called "Jasmin". It takes ASCII descriptions
for Java classes, written in a assembler-like syntax and using the JVM instruction set.
It converts them into binary Java class files suitable for loading into a JVM
implementation. The initial idea is to benchmark single bytecode at a time by
repetitively executing individual bytecode in multiples of 10s, 100s and 1000s, to
enable JVM to monitor these bytecodes a technique so-called Application Response
Measurement (ARM) [8] will be used to carry out timing analysis on that repetition.
Further work could also be implemented to archive these timings across different
architecture so that a readily available library of metric can be utilized to carry out

performance prediction on Java programs.

Method prediction on Java Programs - A initiative that is brought up to investigate
the implementation of predicting a Java program performance by monitoring the
bytecode activity on a method level of the program source code. This initiative will
utilize the ARM by running several unique Java method at source code level and
timing these method using ARM "method call" transaction method and using a Java
Parser, these method code can be then analysed at a bytecode level. This method can

be looked at as a form of generation of simultaneous equations where by different

14



types of bytecodes will represent mathematical variables with the occurrences as its
multiples. Once enough methods are analysed, these equations will be able to solve
and timing of bytecode can then be looked at and further be used to predict future

Java programs.

2.2 Java’s Virtual Machine, Instruction Set and Assembler

To understand the notion of utilising bytecode as a medium to benchmark Java
applications running within some dynamic heterogeneous environments, it is necessary

understand the details of this intermediary language.

The Java Virtual Machine (JVM) [2] is a platform-neutral runtime engine used to
execute Java programs. During the execution of a Java program, the constituent
instructions are not executed directly by the hardware provided by the architecture,
instead an intermediary stage of bytecode interpretation is carried out by the Virtual

Machine.

JVM could be viewed as a “virtual” processor and hence machine instructions had been
implemented for this engine. The JVM instruction set is relatively similar to a set for a
real CPU. A Java virtual machine instruction therefore consists of an opcode specifying
the operation to be performed, followed by zero or more operands embodying values to

be operated upon.

To utilise these bytecodes at a higher level, a tool is needed for constructing class files
from textual description. For simplicity Jasmin is chosen, Jasmin is a Java Assembler. It
takes ASCII descriptions for Java classes, written in a simple assembler-like syntax using
the Java Virtual Machine instructions set. It converts them into binary Java class files

suitable for loading into a Java interpreter.
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Incidentally it should be noted that to execute Java methods, the execution engine retrieve
and processes the corresponding bytecodes. Bytecode consists of a sequence of single
byte opcodes, each of which identifies a specific operation to be carried out.
e.g. the opcode 96 represents the instruction iadd, which adds two integers.

Listing 1 and 2 give a brief description of instruction syntax used in Jasmin:

16



o Local variable insirucions
These instructions use local variables:

==
aload 1 ; push local wvariable 1 onto the stack
ret 2 ; return to the address held in local wariahle 2

o  The hipush, sipush and iinc instrucfions
The bipush and sipush instructions take an integer as a parameter:

bipush <int>
sipush <int>

The uinc instruction takes two integer parameters:

iine <war-num> <amount>

®»  Branch instrucions
These instructions take a label as a parameter:

=
Labell:
goto Lakbell ; Jump to the code at Labell
; lan infinite loop!)

o  Class and object aperations
These instructions take a class name as a parameter:

B2

new Jjava/ lang/String } create a new String object

o  Method invokation
These instructions are used to involke methods:

B2
; invokes Java.io.Printitreaw.printlh(3cring) :
invokevirtual jawva/io/Print3tream/println(Lisavaslang/String; |V

o Field manipulagion instructions
The four instructions getfield, getstatic, putfield and putstatic hawve the form:

BE
; get java.lang.3ystem.out, which is a Print3tream
getstatic Java/ lang/Svatem/out Liavasio/Print3tream;

Listing 1 a brief description of instruction syntax used in Jasmin

17



o The newarry instruction
The newatray instruction is followed by the type of the atray,
nevarray <array-types

£.2
newarray int
newarray short
newarray float
etc,

o The muldanewarrday instruction
The multianewarray instruction takes two parameters, the type descriptor for the array

and the number of dimensions to allocate:
multianewarray <array-descriptor> <nun-dimensionss

£

multianewarray [[[I 2

o  The lde and Mde w instrucions

The ldc and ldc_w instructions are followed by a constant:
ldc  <constant>
ldc w  <constants>

o The lookupswitch insiruction

The lookupswitch instruction has the syntax:
<lookupswitch> ::=
lookupswitech
<intl> : <lakell=>
<intZ> @ <lakbelZ:x

default @ <default-label>

o The fableswiich instrudion

The tableswitch instruction has the syntax:
<tabhleswitch> ::=
tabhleswitch <lows>
<lakell=
<labelz>

defsult : <default-label=>

*  Nao parcneter
These instructions (the majority) take no parameters:

=4
pop ; remowve the top itewm from the stack
imonst_1 ; push 1 onto the stack
swap ; Swap the top two item=s on the stack

Listing 2 a brief description of instruction syntax used in Jasmin (continued)
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Other research work on Java bytecode analysis has also been considered. Such as a
technical written by C. Herder and J. J. Dujmovic at San Francisco State University titled
Frequency Analysis and Timing of Java Bytecodes [4] has been studied. To understand
the characterization of Java workloads, bytecode execution times were measured. Their
measured result were based on an Ultra Sparc workstation and SUN JDK 1.2.2. and since
the testing machine architecture is similar to the machine that this project is based on,

both results and implementation were very applicable towards this project.

As library of Java bytecodes is to be benchmarked, there needs some information to bind
the benchmark results with the application being benchmarked. The way that applications
are characterised in Application Response Measurement (ARM) would provide the

relevant information.

2.3 XML Characterisation

As JPACE being implemented, a new XML-based language has been developed to cater
the transaction approach of characterisation to which JPACE has adopted for a more

dynamic characterisation.

This XML-based Transaction Definition Language (TDL) [8] is defined, which allows
Java applications’ performance critical component to be semantically defined, is an
integral part of the technique for automatically ARMing Java applications in accordance
with the ARM 3.0 standard for Java. An application is instrumented with ARM method
calls through a bytecode transformer prior to execution, providing ARM compliance

while removing the necessity to modify (or even possess) the original Java source code.

Figure 6 shows an example of a TDL XML file defining two transactions of type method
source and line number for the jar file exanpl e2. j ar. The first transaction has the user
name admin associated with it, and defaults to failing if the method example2method
contained within the example2class class throws an exception. Two metrics are also

associated with the transaction.

19



< xmd version="1.0"7=
<IDOCTYPR i SYSTEM "idl did" >

=il jarfila="exampla? jar" =

“iransaciion pe="meathod_source" user_name="admin">

<lacation class="examplelciass" methad="example 2method"/ =

<ppetric ype="Cuage Floai 32" name="exampls Zmeiric ] " value="4.1"/>

<pmetric pe="5Siring8" name="exampls Zmetric 2" vaiue="Load" /=

<firansactions=

=transaciion type="lne_number" fail on exception="no" user_name="root"=

<lacation class="example2class?" method="example 2mathod 2" >
<line _numbar begin="32" and="208"/>
<pmetric pe="5Siring8" name="example Jmetric 3" value="Mem Usage"/>

<firansaciion=

=fidi=

Figure 6 An example of a TDL XML file

Hence, the XML characterisation files of Java applications would be utilised as a

template towards effective analysis of micro-benchmark timings.

Now having decided the medium of which the performance benchmark will be based in,

a set of programming languages for implementing benchmarking toolkit is to be chosen.

2.4 Main programming lanqguages in used

Java(TM) 2 Runtime Environment (Java 2 SDK 1.4.1)

This version of the virtual machine is installed and readily available at the Department of

Computer Science.

PERL — Practical Extraction and Report Language (v5.0, v5.6.1)

This is the preferred script language for implementing toolkits mainly because by
utilising functionalities heavily from C, sed, awk, and the Unix shells, Perl has become
the language of choice for many I/O, file processing and management, process
management, and system administration tasks. Since the process of bytecode monitoring

requires certain amounts of ASCII files manipulation. [3]

20



Jasmin — Java ASseMbler INterface (v1.05)

Jasmin is a free Java assembler provided on the Internet. This is a tool for constructing
class files from textual descriptions. These textual descriptions from classes are written in
Java Virtual Machine instruction set which are converted into binary class files.
Nevertheless, similarly to Jasmin there are also other Java assemblers available for free
distribution, one such freeware is an assembler called Oolong and it was created with a
counterpart i.e. a disassembler called Gnoloo, which in the course of this project became

a very useful tool. [1]

JNI - Java Native Interface

The Java Native Interface (JNI) is the native programming interface for Java that is part
of the JDK. By using the JNI, it ensures that the benchmarking technique is completely
portable across all platforms. [18]

The JNI allows Java code that runs within a Java Virtual Machine (VM) to operate with
applications and libraries written in other languages, such as C, C++, and assembly. The
use of this programming interface meant that some library functions from C such as the

library time.h, which outputs system-clock time stamps has proved to be significantly

helpful.
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Chapter 3
Design and Implementation (1% edition)

This chapters illustrates the approach and techniques used to embark on
the specifications and objectives set in previous chapter.

The preliminary specification has hence set down the objective, which was to investigate
this parallel notion of micro-benchmark and to implement a set of efficient micro-
benchmarking applications that will carry out performance prediction of Java programs in
a form of bytecode analysis. Through early background research, it has been decided

initially to investigate two possible ways of implementing these micro-benchmarks:

1. Timing analysis of Java bytecodes

2. Method prediction on Java Programs

While investigating methods to develop the first type of benchmark, a number of

difficulties have been encountered:

1. Finding methods to calculate running time of individual bytecodes / multiple

occurrences of a single bytecode to gain a fair timing of the bytecode being tested.

2. Interpretation of the measured timings of bytecodes.

3.1 Finding methods to calculate running time of bytecodes:

When carrying out predictive measurement of testing bytecodes, it is very important that
bytecode execution could utilize all the CPU or memory resources available, this means
such as invoking a virtual timer, loading in background to measure execution times was
not a justifiable option as it could consume CPU and memory resources and compromise
the accuracy of predictive measurement, therefore it is more favourable to measure the
execution time by finding the time difference of the starting (st) and stopping time (sp).
There are a number of ways this could have been implemented with different degree of

accuracy. The following approaches have been investigated:

22



1. Implement a non-Java program (C, Perl) and invoke the bytecodes sequences by
calling the corresponding shell commands e.g. System("java test"). The method
can be achieved by calculate the running time of the bytecode sequence without
the repetition of the bytecode being tested and then apply the same technique to a

sequence included with the bytecode being tested.

2. Utilize System.currentTimeMillis() method [17], which returns the current time
in milliseconds. By invoking the method before and after the repetitive bytecode
sequence, the difference in these timings will be the time that takes to execute the
testing bytecode repetition. The advantage of this method over the
implementation of a non-Java program is that the time method is itself can be
expressed in Java bytecode which means all it needs is to be assembled by Jasmin

to construct class files.

The disadvantages with these methods are:

Method 1 would have certain overhead that induces inaccuracies. The accuracy of the
timing should match the time that took to execute a single bytecode and hence

implementing a non-Java program is not the best option.

Method 2 could only produce any bytecode timings to the nearest millisecond, which
means it would be also inaccurate for the order of timing that is needed. After several
implementation of this method, it was noted that the timing should be in the order of

nanoseconds.

There was however another method, which has been utilized before, and it had been
documented in the technical report of the timing analysis of Java bytecode [4] produced
by J.J.Dujmovic at the San Francisco State University. Here is the motivation to consider

this new approach.
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" A method that executes the bytecode being measured in a controlled context was
timed using a Java program and the Unix clock gettime() system call, invoked

through the Java Native Interface"

3. Using the idea of Java Native Interface (JNI), a C programmed system
command which is written to return the time accumulation from 1970 until now
as a double value may then be invoked as a Java method before and after the
repetitive bytecode sequence, the difference in these timings would be the time
that takes to execute the testing bytecode repetition. This method is very similar to
method 2 as it can be constructed in Java bytecodes and assembled by Jasmin into
class files. The advantage it has over method 2 is that it invokes an external
program (written in C), which returns timing in nanoseconds. This will increase

accuracy of the testing. [18]

With careful inspection of all three methods, it was reasonable as being supported by
another related technical resource that method 3 (using JNI) should be implemented.
Nevertheless, the related resources address the predictive measurement by using another
assembly language Oolong; this is a Java assembler, which uses Jasmin syntax. It has
been decided to execute Java bytecodes using the Java Assembler Interface Jasmin
during specification [1]. Moreover since both Oolong and Jasmin are based on the JVM
assembler (JASM), and tests showed they have only very slight syntax differences [2]. It
had been decided to utilize both interfaces, As mentioned earlier, Oolong is accompanied
by a disassembler interface called Gnoloo, which helped the process of implementing a
bytecode file at a source-code level. (Gnoloo provide a better disassemble function than

javap — class dumper for JDK).

The motivation of this choice meant it was possible to create a Java bytecode-level
program file to measure run time of individual bytecodes. The following is an breakdown
to show the transformation of an earlier implementation of the benchmark file structure
from the source code level (Java) to the bytecode level (Jasmin), note this only

demonstrates how the Jasmin description of the benchmark file structure came about by
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using assembler and disassembler of the Java Virtual Machine. The actual

implementation for benchmarking is explained further in the report.

At Java source code level shows the structure of how the native methods are
invoked in relations to the henchmarking bytecodes:

(Inzerting invocation of native method calling the system command clock_gettime() )
dauble start = new ExeTimel).display Timel);

Coding being benchmarked...

{Inserting inmvacaion af native method calling the system cammand clock gettime() )
douhle stop = new Exefimef).display Time();

Listing 3 pseudo-code to illustrate the layout of the benchmarking file at the java source-code level.

Since the structure implemented in Java, by compiling its constituent .java source files
into .class binary, then executing the Java disassembler Gnoloo on these binary files, the
above extract could then be executed at the bytecode level using Jasmin: (note: ;” is the

syntax to insert comment in Jasmin)

25



The comments listed indic ates the functionalities of each section of the henchmarking
structure. These sections are notably the key elem ents of the henchm ark model which
is to he formally defined.

; =Begin Instanticting ExeTime abject=
new HExeTime

dup

aload 2

imwakespecial BxeTimel <init=fIV
astore 3

; <End Instantiating ExeTime object=

;= fnserting invacatian af native methad calling the system command clack gettime()=
aload 3

imvedsvirtual Bxe Time/digplay Time (D

detore 4

bvtecade baing henchmarked

1= Inserting invocation of native method calling the system commuand clock gettime()=
aload 3

involevirtual Exe Time/fdisplay Tiwme )0

detore 5

Listing 4 pseudo-code to illustrate the layout of the benchmarking file at the java bytecode level.

Since JVM instruction set is a stacked based intermediary language that uses a local stack
for its Java method [1], its instructions would involve the manipulation of one or more
stack operation (push or pop). Hence this has allowed a Bytecode Prediction Template
to be developed for benchmarking the instruction set. Diagram 1 defines units or

components of the Bytecode Prediction Template.
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Initialization byte code sequence

Preparation bytecode sequence

Mative method sequence (start time)

Measuring bytecode sequence

Mative method sequence {end time)

Evaluation bytecode sequence

Diagram 1 The Bytecode Prediction Template

Since the instructions that were to be benchmarked would require either one or more
elements to be resided on the top of the stack, which is local to the Java method that has
been invoked in (e.g. astore 3) or values to be assigned to a local variable (e.g. aload 3)
before they could be invoked, therefore the bytecode prediction template has been

formally defined with the components shown above.

3.2 From Template model to implementation

As described earlier, the implementation of the template model could be written in
Jasmin (Java Assembler). With such decision in mind, it is important to detail the
meaning and the functionalities of each component prior discussing their physical

connection with the toolkit that were implemented.

3.3 Components’ detail

e [Initialisation bytecode sequence: -

This component is defined to allow the implementation to initialise. These initialisations
happen in all Java programs when they are compiled and executed. Whereas the
conventional “source code to machine code” level will disguise such operation, when

exercising at bytecode level, so-called Java object initialisation has to be invoked.
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Below shows the bytecode implementation of this component.

siniticlising the native method Libramy
Jrethod static <clinii=(V"
Simii stack 11
Jimit locals O
; loading Library with canstani "time. This in effect calls Lhrary libtime.so
lde "t "
invekesiatic javallang!Systemfloadlibrarviljavalang/ Siring )V
Fofirn
.end method

riniticalising the Object ExeTime, this is where the template
simplementafion is encapsulated
method public <iniiz=()F
Jimit stack 11
Sirmit lacals 1
alfoad O
imvokespecial javalang/Objectf <init=(
FEiry
e nd wmethod

1 Declare the native method displeay Time()
rethod public rative displayTime() )
and methad

Before executing ExeTim e.class, the lihrary path is needed to he defined:

axpoart LD LIBRARY PATH="-fimi"
for the pathname of the library file libhtim e.so ~/jni/libtim e.so

Listing S Bytecode implementation of the initialisation bytecode sequence.

This component is static within the prediction template since all benchmarking processes
are executed within the object ExeTime and requires the JNI library libtime.so hence
almost certain that these bytecodes will be invoked. The only part of this component
might be dynamically implemented is object variable definition and method definition for
benchmarking bytecodes such as defining static variable for bytecode getstatic and

defining a static method for bytecode invokestatic.
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e Preparation Bytecode Sequence :-

This is one of the dynamic components of the prediction template. It is defined to act as
the initialisation for the measuring bytecode sequence. It should provide bytecode
sequence so that it recreates the states of the both local stack and local variables

syntactically correct prior the execution of the measuring bytecode sequence.

e Measuring Bytecode Sequence :-

This is also one of the dynamic components of the prediction template, this is where
measuring bytecodes will be situated. There are a number of procedures that will be

needed to be taken into account when building this component.

1. Allocation of local stack elements.
Defining local both local and global variables.

Modify bytecodes into executable sequences **

el

Handling redundancy on local stacks.

** Such modification is important for the success of any benchmarking sections. This is
because even the majority of bytecodes do not take any argument, many of them not only
requires preparation bytecode sequence, they also require a specification of an argument

for themselves. Here are some examples:

iload — to push an integer value onto the local stack, there is the need to specify local

variables that has the integer value, i.e. 11oad <varnum>.

getstatic — to get a value of static field, such bytecode requires the specification of a

static field and it has a syntax of getstatic <field-spec> <descriptor>.

For the duration of this project, this procedure of modification is carried out manually as

the implementation for an automated modification is beyond the remit of this project.
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e Evaluation Bytecode Sequence :-

This is the last component of the prediction template sequentially. It primary aim is to
calculate the timing the measuring bytecode sequence takes to be executed and project
the result according to the number of iteration to standard output to which it could then be
collected. For parts of this component is dynamically implemented. Its structure in

bytecode format is as follow:

It first calculates the timing for single hytecode timing. Note the <number of tim es=
is allocated dynamically as the measuring hytecode is being decided.

Ided w = number af fimes=
v

1keep a capy af origined
dstore 3

The following hytecodes pr oject the results onto standard output according to the
numher of iterations. 5o the outputting data would include the instruction heing
benchm arked, followed by the number of iterations it has heen executed and the
timing for a single instance of those iterations.

gaistafic jovallangiivetamiout Liavafiol/Frintstraam,
new javallang/StringBuffer
g

Ide "<mpasuring byfecode= | "

imvakespecial jovadang/SiringBufie rf<init =l javadlang! Siring )V

1<include number of repetition lde ", "=

lde ", <mmber aof times=, "

imvolevirial javalangiSiringBufie wappe nd(LjovafianglSiring, ) javalang/Siring Buyfier
dload 3

imvaleviriual jovalangl SiingBuffer/ append (D)L javallang/Siring Bufter:

iavokeviriual javelang/StringBufferfiaSirin gl Liavalang/Siring:
imvoleviriual jevaliof FrintsreamiprintinLiavallangl Sring )V
refurn

Listing 6 The bytecode implementation of the evaluation bytecode sequence.
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Screen 1 shows a demonstration of an experiment for bytecode multianewarray which

requires two arguments and the result is being projected onto standard output.

5 Java ExeTime
multianewarray [[I 2, 1, 1171:0
5

Screen 1 benchmarking bytecode multianewarray

The timings of the execution are given in nanoseconds

3.4 Mechanics of the Bytecode Prediction Template

Below is a diagram representation of how a bytecode is benchmarked mechanically, in

this example bytecode aload 0 is used.

This bytecode pushes an object from variable 0 onto the stack so there is a need to

prepare the template before executing the benchmark.
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Preparation Bytecode Sequence

M easuring Byfecade Seguence

Evaluation Bytecode Sequance

=)

I aconst null
2. astare ()

1. Push anull ohject onto the stack.
2. Pop that ohject from the stack onto
variahle 0.

aload ()

Execute the henchmarking hytecode K
tim es

Outputs the time taken for K number
of aload 0 to be executed.

Listing 7 shows how a bytecode is benchmarked mechanically.

From the model to actual implementation it is vital to have the knowledge of the coding

and syntax of the template implementation to enable to have a better understanding of

how the Perl-written toolkits interact and hence perform their functionalities on the

template implementation. The following are descriptions of how the Jasmin

implementation of the template interacts with the toolkit written in Perl for processes

such as insertion etc.
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Preparation Bytecode Sequence — the comment “Preparing testing” has been
written in the Jasmin file as a marker to allow the toolkit to be able to identify the
exact location to insert preparation bytecode sequences. The use of <> is to ensure

the toolkit is able to parse the preparation code

sPreparing testing
;<preparation code I ...>

;<preparation code 2...>

y eee

Native Method Sequence — the comment “Begin Timing” and “End Timing”
signifies the beginning of the section that is static to the toolkit. Certain
components of the Bytecode Prediction Template such as this one are consistent
throughout benchmarking bytecodes due to their functionalities. Another one of

these static component is Evaluation Bytecode Sequence.

;Begin Timing
...Native method call

sEnd Timing
... Native Method call
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3. Measuring Bytecode Sequence — the comment “Testing area” signifies the
beginning of measuring bytecode sequences. Similar to the preparation bytecode
sequence, the use of <> is to ensure the toolkit is able to parse the measuring

bytecode.

;Testing area
;<testing bytecode I ...>

;< testing bytecode 2... >

g eee

4. Evaluation Bytecode Sequence — There are two areas of this component that
interact with the toolkit. Throughout the benchmarking process, either increasing
or decreasing the number of iteration is needed and hence the same number as the

iteration must be provided to:
a. Calculate the duration of a single measuring bytecode.
.find single bytecode timing
s<ldc2 w>
s<ddiv>

b. Be projected with the timings onto the standard output.

;<include number of repetition ldc ", ">

lde " 0 times, "

In these cases the bytecodes above offers the areas in the template for toolkit

Interaction.
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3.5 Toolkit Development

To help in increasing the efficiency of the running of the testing process, the following

toolkit written in Perl [3] have been implemented:

= create_j.pl - to create the Jasmin file (j) for a particular bytecode timing
sequence.

Usage: - ./create_j.pl <file|filename> <bytecode name>

This script requires the following files:

bytecode name.log - the template data file containing preparation bytecode sequence

and measuring bytecode sequence.

HxeTime
prepare
Eipush !
iskore 0
fesk
Hoad 0
pop

Screen 2 template data file for bytecode iload

Highlighted area from Screen 2 depicts the content of the template data file for bytecode
iload, notice the use of keyword such as prepare and test to identify where these

bytecode will be inserted into the prediction template file to be benchmarked.

ExeTime.j - the prediction template file containing the remaining components of the
bytecode prediction template. This file is named ExeTime.j by default as throughout
the benchmarking procedure, the bytecode prediction template is contained within the
ExeTime class. Apart from being amalgamated with data from the template data file, this

file is fixed as it contains coding that is required for all bytecode prediction.
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Below is an extract of the create_j.pl. This shows the mechanism of how the script reads

the data from the template data file.

## Exiract preparation cade from the temploate data file #4848
iff Sdataf3i ] = miprepare/ ) {
$i++;
while {1 (Sdataf3i ] =~ mitest!) ) {
pushii@prepare, Jdataf$i J);
Jit++;
4
$ag =1;
}

## Extract benchmarking code from the template data file #588
if  Bdatafdi ] =~ mitest! ) {
Jit++;
while { 31 < scalar(i@data) ) {
pushii@iast $data[3i]);
$i++;
J
$ag =1;

}

Listing 8 shows the mechanism of how the script reads the data from the template data file.

Later on, the default prediction template file have incorporated onto the actual script to

save time for file access. Screen 3 depicts the process of inserting these bytecodes.

§ .feoreate j.pl file byte sample/pop.log
Insert preparation code
Insert measuring code

§

Screen 3 Inserting preparation bytecode sequence and measuring bytecode sequence.

Also as it was decided to test each instruction for 1,10,100,1000 and 9000 occurrences,
this was because the measurements of a single bytecode timing were in the range of
nanoseconds, and because of this a small fluctuation of CPU resource allocation due to
overheads (there would inevitably be background process running within the operating
system). These uncertainties would magnify relative to a single bytecode execution time,
therefore multiples of bytecode sequences were used and hence the set of timings

obtained from each individual bytecode could then be used to make comparison of
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accuracy and checks for optimisation and overhead induced by the virtual machine and

the architecture. To allow these testing to be carried effectively (as each set of bytecode

tests for a single bytecode would require the same template data file), the following two

scripts are written to once again increase the speed of testing.

* increment j.pl — takes integer N at shell prompt and inserts the testing
bytecode N times in the measuring bytecode sequence and N times the
corresponding preparation bytecode sequence. This is also the file of which
bytecode measurement would be carried out.

Usage:- . /increment_j.pl <number of _iteration>

5 .fincrement j.pl 100
Insert prep args 100 times
Insert test args 100 times
5

Screen 4 shows the standard output of the Execution of script increment_j.pl

Screen 4 is an interface display of the script invocation for measuring a bytecode at 100

occurrences:

As described earlier on the use of <> to ensure the toolkit is able to parse both the

preparation and measuring code. Listing 9 and 10 provides a more detail description and

code extracts of how this script insert test bytecodes:
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There are three stages in the execution of inzerting test bytecodes, the Perl code
represents the logic of the code rather than the actual implementation of the toollat;

NE. this script has adopted a strategy of which the prediction template file 15 parsed
onto an array and a new array is created by modifying the old array and push its
elements onto the new array. This new array 1s then write onto the file ExeTime ;.

1. Calculate the size of the local stack and the numher of thelocal variable,

# this is te ensure that if there is N iterations, the size af stack is af least N#
iff Jargl2 < 10) {
Swudtiple = 10;
Yol
Swwlsiple = Jarg02;
Swunltiple = Smultiple +1- 1,
}

## As the size af stack space dpes nat affect the henchmarking result ##
#4 the stack size is to be 110% of IV ##

Yextra = Jmultiple / 10;

Swnidtiple = $multiple + Jextra;

2. Capture and increm ent preparation hytecodes, note the whole prediction
template file has been assigned onto the array (@file_string.

## This is where the script capiures the comment " Prepare testing ",
if'f fie_string{3i ] =~ miPreparing testing/) {

## This initiates the gathering of preparaiion code.
## This condition catches the beginning of ==
witile ( 3file_string{§i] =~ mir<i ) {

## stare everything after "<"
#E delate "=" ta obrain the prediciion code.

$orep string = §';
Sprep string =~ s/=\se+/g;

Listing 9 description and code extracts of how the script increment_j.pl insert test bytecodes
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3. Capture and increment testing hytecodes, the similar methodology to that of
increm enting prediction hytecode is used to carry out this process.

## This is where the script caprures the comment " Testing area”.
if { Yile_siring[§i] =~ m/Testing area /) {

## This initiates the gathering of testing code.

##The remaining code for callecting byiecade sequences is
## identical to that of incremeniing prediction bytecode
witile ( $file_string{8i] =~ mi=</ ) {

4. Modify Evaluation Bytecode Sequence to calculate the duration of one
measuring hytecode execution.

## This is where the script capitures the comment "find".

if i $fde siringlRi] =~ mlfind/ ) {

## This initiates the gathering of evaluaiion code.
## Inserd new data for evaluations

Snum = $fle siring{%i];

Snm =~ of=|=| g,

Suuem .= " Barg02. " A ;

J

## This is where the script captures the comment "repetition” and "include".
if{  $fle_stringl8i] =~ mirepetiion’ ) && ( Jfle siring[3i] = mfinciude/ ) ) {

## This is where the code is modified for the resuit to he projected
## ante standard output correctly

pushfi@new, " lde \" “Sargl2. " times, V"0,

$it+;

Listing 10 more description and code extracts of how the script increment_j.pl insert test bytecodes
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= aver.pl - to further refine the testing procedure, any iterations of bytecode
sequences would be tested 10 times and this was decided in making sure it
was a fair test and that timings do not have overheads incurred by other
programs running elsewhere on the operating system. This script helps to
find an average of a particular bytecode sequences from the result.log
(ASCII file). !

Usage:- . /aver.pl <measuring bytecode>

This script interacts with all the scripts that were written previously and Screen 5 depicts

the result this scripts generates onto standard output.

Inserting prep args 100 Gmes

Ingerfing fest args 100 fmes

enerated: BExeTime. class

Average timing ic 175.0335333533533

istare lnaped 100 dmesis 175.033333533533

Inserting prep args 000 fmes

Inseriing test args 1000 fmes

CFenerated: BxeTime. class

Average Gming is 57 46606666060667

istore loaped 1000 Gmes iz 57.4000000000607

Inzerting prep args D000 Gmes
Inserting test args PO00 Gmes
Henerated: BxeTime.class

Average timing ic 48.83333335335333
istare looped PO00 tHimes 15 45.8533335333333

istore looped I Hmesis 130432

istore looped 10 Gmesic 154261 5384615348
istore looped 100 dmesis 178

istare Inaped 1000 times is 37,7

istare Inaped P00 times is 48.5

Screen 5 The standard output of the benchmarking of bytecode istore.

The screenshot clear illustrates that each bytecode is executed with interval iterations to
sample how efficient the Java Virtual Machine processes the bytecodes and the duration
of these individual bytecode against its repetition. Below is a technical description of how
such a script is implemented to accommodate the other scripts and hence defines the

toolkit.
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Note codes in this section are incomplete as it is the logic that is being
demonstr ated.

## This section Builds the template file with the specified bytecads sequence
Stempiate="/create jpifile byie sapple/™ Jargument.“log";
system( “Stemplate " ;

## Thiswhile loop allows byitecodes to be benchmarked ar 1,110,100, 1000 iterations
while ($k= 5) {
Fek==0{
Jtest_mumli=1;
Felsif (Jk==1){
Stest puadt=10;
Jelsif (de==2){
Stest_puidi=100;
Jelsif (k==23){
Stest mmdi=1000;
Jelge
Stest_puidi=0000;

J
k++;

}

## This section campiles the template for a particular iterations.

## Nete this section Is part aof thewhile loop described earlier
Scopsnand = "fincrement jpi " Siesi mudi " 3;

Stimes = Jtesi_puilt;

system( “Scommand");

svstemy Vdos/ 0 csves/privateiresaare ificsnd nfbindiasmin ExeTime,j");

## This section executes the template file 10 times.
## Timing is piped into result lag af which will he read to get the average.
Ji=10;
while (Ji=i)
i++;
svstenyiave FxeTime == resultlog”);

Listing 11 a technical description of how such aver.pl is implemented to accommodate the other
scripts and hence defines the toolkit.



3.6 Formal Evaluation

As each bytecode would be tested for 1,10,100,1000 and 9000 iteration(s) sequence. The

timing of a single bytecode (ot) would be calculated as: (measured in nanoseconds)

one bytecode time = (stop-time - start-time) / number of iteration

ot = (sp-st) / N

As mentioned on earlier documentation, some bytecodes such as an integer load
operation (iload), which manipulate the local stack by pushing an element or returning a
value onto it. However, these would create inconsistency with the stack state for the rest
of the Java object and so to make sure no redundant value was left on the stack, the
stack would be popped by invoking the bytecode pop on every occurrence of such
bytecode in the measuring bytecode sequence and so the timing in general for this
situation would be calculated by taking away the timings of the extra bytecode used in

removing redundant value (et) : (also in nanoseconds) '

ot = ( (sp—st) / N) - et

3.7 Interpretation of the measured timings of bytecodes:

As well as part of the specification, it is important to confirm that the technique to
benchmark the performance of bytecodes is within an acceptable accuracy. It is therefore
important to carry performance prediction on a small Java sequential program which

include performance critical section to be benchmarked on.

Such prediction sessions of Java programs and hence matches the results against real-

" The timing of these extra bytecodes would be obtained by the same method as the others
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time analysis or previous results have been implemented during the course of the project.

A Bubblesort algorithm program is used for carrying out these prediction sections.

The main critical section of this algorithm is shown below.

In this extract of Java code, "a" is the unsorted array of integer, since the
following parts are visited more than once during the course of sorting the
array, these two methods are the critical sections of the algorithm.

picbiic void sort)
int femp
A entering outer lpop
Jarfinti =01 < adength- 1;i++H)
A entering inner loap
Jor(int j=adength- 2 j==i:j-)f
ffalij =aljHtij{
S entering swap methad
swap(i (i + 107
/
/
A exiting inner lpap
}

A exiting outer lpop
}

& This is the kernel of the BubbleSort Algoritiim.
& This is performance criticel.
private void swap(ing x, inty) {

ing femp;

temp = afx ]

afxj=alyf;

aly] = temp;

Listing 12 The Java Bubblesort algorithm kernel

The bytecode constituents of these methods with their predictive timing are listed on the

appendix repository.
This is the sorting algorithm in the Bubblesort.java that contained two for loops and

number of iterations for these loops depended on a.length, which is the length of the

array that will be sorted in these methods.

43



The program initially set the size of the unsorted list to be a.length. The Ist loop (outer)
takes (i = a.length-1) where i is the pointer for the outer loop, The inner loop of the
iteration takes (j = a.length-i-2) for every 1’th iteration where "i" is the variable allocated

to the first for loop.

To cater the randomness of the array, since not every loop would invoke the swap

method, the probability of invoking swap method hence was decided to be 0.5.

e.g. For a unsorted list size of 100

= number of outer loop iteration = 99
= number of inner loop iteration = 4950

= number of times invoking swap method = 2475

Without the use of the evaluation engine in PACE, a more conventional method of
summing up the number bytecode values with the number of times they are being

invoked was implemented.

= evaluation.pl — takes an integer argument that will calculate the required
measurement. This script was implemented to accumulate all the bytecode
results in relation to each individual method of the sorting algorithm, which are
performance critical. This was carried out by scanning through bs.jPtran.xml,
which is an XML file used to characterise the BubbleSortjava under the
Evaluation Engine.

Usage: ./evaluation.pl <number of unsorted item>

This script requires the following sequential programs and ASCII files:

Run.java — This is a sequential Java application that is designed to return the number of
outer loop iteration, inner loop iteration and number of times invoking swap method
based on the size of the unsorted array. Screen 6 shows the standard output values from

this application running with an array of 150 unsorted element
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§ ./java Run 150
149, 11175, 5587
g

Screen 6 Execution of Run.java with an array of 150 unsorted element.

BubbleSortjava — This is the testing application and it is used in conjunction with
clock gettime () to benchmarking the performance critical section of the sorting
algorithms. This is appropriate as the benchmarking is carried at source-code level and
the same C library function is used as to when benchmarking at bytecode level. Below is

a benchmarking section of BubbleSort.java.

double start = new ExeTime().displayTime(),
sort.sort(); (critical section / sort & swap method are invoked)
double stop = new ExeTime().displayTime();

This application takes the unsorted array size as its argument and returns the time it takes

to sort the unsorted array using the Bubble Sort algorithm in nanoseconds.

data.log — this ASCII file contains the benchmark timing of the constituent bytecodes of

the sort and swap algorithms. Screen 7 shows the content of data.log.

45



Teomst_() 33175.6, -, 3425.5, 384.7, 36.4, 53.1

Alsad 0, 32317, -, 3267.1, 365.8, 04.4, 58.0
Arraylength, 00057, -, 140.2, 113.32, 112.7, 130.2

Isub, -2604.1, 327104, 567.6, 88.62, 74.1, 73.4

Istore 0, 34665.5, -, 3356.3, 382.7, 211, 67

Hoad 0, -1027.46, 34377.04, 1270.43, 64.15, 60.8, 37.05
Iadd, 25512, 35678.9, 333.8, 06.7, 67.4, 70.3
invakespecial, -143, 32084.7, 3101.8, 4044.7, 3704.7, 4014.4
Isub, -47.7, 33080, 376.5 02.7, 66.7, 116.9

Bne, 343319, -, 3020.8, 308.2, 07.9, 68.2

if icmpge, 8022.3, -, 544.2, 217, 156.9, 215.5

if icmple, 7807.7, -, 535.0, -26.3, 216.7, 324.4

Gate, 34117.1, -, 3561.6, 437.7, 130.9, 00.0

if icmplt, 7235.4, -, 568.1,-16.1, 213.3, 232.2

Iaload, 1227.9, 34355.6, 242, 264.65, 03.35, 06.47
Iastore, 35738.4, -, 3467.5, 450.2, 146.6, 132.1

Getfield, 12586.6, -, 1745.3, 847.3, 711.3, 796.5

pop, 33127.7, -, 3270.6, 358.7, 02.7, 56.6

Screen 7 Content of data.log

Listing 11 and 12 are the technical description of the logic of evaluation.pl:

There are four main steps to this process:
1. Execute BubbleSort;java and Run.java to the relevant values.

Siteration = “jave Run "JARGVO]:
Sagainst = “ava BubblaSor: " 3ARGVO]:

Listing 13 first step of the logic of evaluation.pl



2. Extract relevant bytecodes from the XMT characterisation file (hsjPtran.xml)
and remove the <varnum> from bhytecode accordingly. Group the hytecodes into
their corresponding loops and methods. Below are the regular expressions or
patterns that extract and gather the relevant bytecodes.

## method sortf)

Sl flvount | =~ mime thod =\ "aord Y

## Outer Loop

{ xemeifFoount | =~ mivariable=\"NY) || (Sxmelf Scount ] =~ mifPACE earryons)

## Inner Laop

{ i Frount | = mAvariable=\"{\" ) || ($xmif Soaunt] =~ mii PACE prab Value/)
## method swap()

{ Szxmif Sooumni | = mimethod=\"swap\ ") &de (Ixml [ Scount] =~ wliPACE sime thod/)

Jindoprode(Jrount, @) a subroutine that is responsible to extract individual
hytecodes from the characterisation file (array (@xml).

1. Extract benchmark timings from data.log and parse data onto associative arrays
{hash) with the required hytecodes as keys and there execution henchm ark times
as values. Below is the line that splits every line of data.log into variables and
these variables are assigned to hashes.

{(fname_Fonea foneb bten Fhundred Fthousand, Fmore) = split(f 1,

2. Usethe values from step 1, the hytecode groups from step 2 and the predicted
timing from step 3 to carry out prediction and comparison on the sorting
algorithm using its bytecode constituents.

Eelow iz the formal definition of the equation that calculates the prediction of this
sorting algorithm is:

Tx predicted time T of the algorithm with an unsorted array size x
Ox predicted time of the outer loop wath an unsorted array size =

Ix predicted time of the inner loop with an unsorted array size x
Wx predicted time of the swap method with an unsorted array size x
8x predicted time of the sort method with an unsorted array size x
Al number of imes ith bytecode exists within section A

Ti predicted time of ith bytecode

Axn  number of times section A executes with an unsorted array size x

Tx=0x+Ix+Wx +58x

Where Ox= E 01 xT1 x Oxn
Ix=> T x Ti xIxn
e
Wx= > Wi xTi x Wxn
Sx= > Si xTi x Sxn
e

Listing 14 the remaining technical description of the logic of evaluation.pl



The results of these calculations could be found in the appendix. During the course of this

investigation, an assumption has been made:

That the time difference of invoking same bytecodes that retrieve and assign values

onto different variables local to the method could be neglected.

e.g. iload 2 and iload 3 was assumed to have the same execution time.

Furthering from these bytecodes running, an interesting observation was made on the
timing measured with one bytecode iteration, some timings were negative and this was
because when certain bytecodes have been executed, a redundant value or a redundant
object reference might be left on top of the local stack and therefore pop was invoked
after each occurrence of these kinds of bytecodes to ensure the program operates without

the interference of the data manipulation from the testing bytecodes.
Since the timing of pop has been recorded and so there might be some discrepancies in

the measurement of bytecodes at different instance. It was thought that by just measuring

one bytecode iteration might lead to a bigger inaccuracy.
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3.8 Observation:

The timing came from the evaluation script did not exactly match the time measured from
the BubbleSort.java 's performance critical section. The reason although not obvious, it
was understood that JVM would carry out optimisation and since the structure of the
sorting algorithm meant that same bytecodes would have been invoked as many as the
number of iterations (in fact for 100 elements in an unsorted list, 4950 iterations of the
inner loop would be invoked). This meant that there is a need to investigate the

discrepancies due from optimisation or otherwise.
This could be one of the reason (and the same reason) as to why when individual
bytecode was timed, one iteration took more time that an average of multiple iterations
(e.g. 1000).
Below is a list of points that is needed to be considered:

= Bytecode latency from invoking native method (calling C library).

= Effects of Hot Spot compiler or Java Optimisation.

= Speed difference between invoking same bytecodes that retrieve and assign values

onto different variable.
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Chapter 4
Development

This chapter formally discusses the observation after the initial analysis
of the predicted execution time and measured execution time of the Java
Bubblesort Algorithm kernel. It details the modern Java Hot Spof™
optimisation and techniques used to overcome the inaccuracy caused by
this technology.

4.1 Initial thoughts and experiments:

These areas, which might have caused the inaccurate benchmark timings, were examined

and consequently their significances in the accuracy of the timings were decided:

4.2 Bytecode latency from invoking native method

Below is a diagrammatic representation of the Java Native Interface [18]

C Side Java Side
Functions
Functions
JNI Functions
Functions ;
Functions

Figure 7 Digram depicts the mechanics of JNI

From the diagram that latency could be caused by the “C side” where the clock gettime()
is executed. Below is the implementation of the Native Method, note the function of

clock_gettime() function:
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Hinclude < jni b=
Hinclude "HxeTimea h"
Hinclude <sicia b=

Hinclude <fHme. b=

JMENPORT jdouble TMICALL Java HxeTime displayTime (TNIEwv fenv, jobjeci obj)
/

gruct fmespec §;
clock gettimefCLOCK REALTIME, &:i);
refurn ( fLiv_sec * 189 ) + (double Ji.tv_nsec );

Listing 15 the implementation of the Java Native Method

It could be seen the implementation has been written in the simplest format. Through
further research it has been shown that the latency from native methods was insignificant
and hence it could be neglected.

4.3 The latency in variable assignment and retrieval

When interpreting the results, the following assumption has been made:

That the time difference of invoking same bytecodes that retrieve and assign values

onto different variables local to the method could be neglected.

This assumption might have led to the inaccuracy of benchmark timings. As formally
described, each method invocation has its own set of local variables. Local variables hold
the formal parameters for the method. Technically, it is thought by keeping more
frequently used values in lower-numbered local variables may improve performance. To
analyse this situation below is a diagram illustrates what might happen when a local

method retrieves a value from a local variable.
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Local Variable

aload_3 < | X

Diagram 2 a diagramatic illustration of pushing a value from a local variable onto the local stack.

This is a standard operation to retrieve X from local variable 3 and push it onto the local
stack. This might look rather trivial but let’s illustrate a hypothetical situation:

Local Variable

—
aload_65535< X
L

Diagram 3 a diagramatic illustration of pushing a value from a high-numbered local variable onto
the local stack

Now even though the probability that a method is to manipulate the local variable 65535
is quite minimal, it is a good method to analyse the need to take the position of these
local variables into account. If these positions are being mapped onto a hardware
configuration then the time it takes to manipulate a lower-numbered variable should be
less than a high-numbered variable mainly due to the physical position of these variables
on the hardware registries. This is also a valid argument when viewing the Java Virtual

Machine as a virtual processor.

With the implementation of the characterisation XML file such that it has become
inefficient to have to first identify which the exact local variable numbers are to be
processed before carrying out bytecode benchmark. A good example is to compare such
manipulation with the invocation of a bytecode instruction that manipulates an array
structure, e.g. iaload. It would not be suitable to pinpoint the index of the array that this
bytecode would be used in the application that is to be benchmarked as the index of the
array is most likely to be dynamically allocated in the application depending the stages of
execution. And yet it is important to know the index it has been assigned with bearing in
mind the physical location of each element of the array. If the same analogy is applied

back to the manipulation of local variable then such inadequacy it can be immediately
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seen. Therefore to ensure future benchmarking is to be fair the following restriction has

been imposed:

When allocating variable numbers to variable manipulating bytecodes e.g. aload, it
should be carried out systematically and consumed the lowest-numbered variable

available first.

4.4 The effects of Hot Spot compiler and Java Optimisation.

Assumption:
= [If optimisation was regular and predictable then theoretically by running single
bytecode n occurrences in a sequence, n-1 occurrences of them will be

optimised.

This meant that if:

Timing of one bytecode x (raw / as one occurrence): t
Timing of n occurrences of bytecode x: s

Timing of one bytecode x (optimised): or = (s-t) / (n-1)

However, it was thought that due to the sophisticated implementation of the Java Virtual
Machine, there are progressive optimisation within the compilation and execution of Java

application, hence such assumption was not suitable for revised implementation.
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4.5 Hot Spot Motivation

In the past, most attempts to accelerate Java programming language performance have
focused on applying compilation techniques developed for traditional languages. Just-in-
time (JIT) [21] compiler is an example that is essentially a fast traditional compiler that
translates the Java technology bytecodes into native machine code on-the-fly. A JIT
compiler runs on the end-user's machine and actually executes the bytecodes, compiling
each method the first time it is executed. JIT compilations has included a selection of

optimisation toolkits and they provide the following functionalities:

1. Base JVM modifications - There are major changes introduced to improve the
overall performance of the J1T compiler: a change in the object layout and the
execution of the static initialiser. First the change in the object layout for both
ordinary objects and array objects. This change allows direct access to instance fields
simply by adding an extra offset to the object pointer, This is a great advantage in
terms of code generation efficiency, since the array bound exception checking has to
be done every time an array element is accessed. In terms of the execution of the
static initialiser, the resolution of a class has been separated from the execution of its
static initialiser, By separating the class resolution and the execution of its static
initialisation, the 1T compiler has more opportunity to generate faster code, using

run-time calls if necessary to run the static initialiser.

2. Selective Compilation — Since J1T compilation occupies a part of the application run
time; it is not necessarily beneficial to compile all the methods being invoked. For
example, when a method is executed only once and does not contain any loops, the
overall performance might be degraded if it is J1T-compiled. The cost of the g1
compilation needs to be offset by the performance gain achieved by running the
native code in terms of both time and space. Therefore by adopting an appropriate
way of identifying and choosing “hot” methods that deserve J1T compilation, it is
expected to achieve high performance in running real applications as well as

benchmarking programs.
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Unfortunately, these kinds of compilations surface several subtle problems. [19]

1.

Since the compiler runs on the execution machine in "user time," this means that
its compiling speed is severely constrained: if it is not very fast, then the user will
perceive a significant delay in the start-up of a program or part of a program. This
imposes a trade-off that makes it far more difficult to perform advanced

optimisations, which usually slows down compilation performance significantly.

With the problems imposed by Java Virtual Machine’s advanced functionalities
such as garbage collection that causes more memory allocation overhead than the
conventional C++, and the on-the-fly changes through the ability to perform
dynamic loading of classes which hinders the performance of many types of
global optimisation. These problems suggest that even if a JIT compiler had time
to perform full optimisation, such optimisations are less effective for the Java

programming language than for traditional languages like C and C++.

This results in the incapability of conforming to any traditional compiler techniques to

achieve advances in Java programming language performance. The Java HotSpot VM

architecture addresses the Java programming language performance issues by using

adaptive optimisation technology.
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4.6 Hot Spot Detection

Adaptive optimisation solves the problems of JIT compilation by taking advantage of an
interesting property of most programs. Virtually all programs spend the vast majority of
their time executing a small minority of their code; this is very much consistent with the
idea in the initial design to concentrate in only performance critical section of sequential

programs.

Therefore, instead of compiling sequential programs method-by-method, just in time,
which is the original intent of JIT compilation, the Java HotSpot VM runs the program
immediately using an interpreter and analyses the code as it runs to detect the critical "hot
spots" in the program. It then focuses the attention of a global native-code optimiser on
the hot spots. By avoiding compilation of infrequently executed code (most of the
program), the Java HotSpot compiler can devote much more attention to the
performance-critical parts of the program, without necessarily increasing the overall
compilation time. This hot-spot monitoring is continued dynamically as the program

runs, so that it literally adapts its performance on-the-fly to the needs of the user.

A subtle but important benefit of this approach is that by delaying compilation until after
the code has already been executed for a while ("a while" in machine time, not user time),
information can be gathered on the way the code is used, and then used to perform more
intelligent optimisation. Also, the memory footprint is decreased. In addition to collecting
information on hot spots in the program, other types of information are gathered, such as

data on caller-callee relationships for "virtual" method invocations.

Moreover, since the frequency of virtual method invocations in the Java programming
language is an important optimisation bottleneck. Once the Java HotSpot adaptive
optimiser has gathered information during execution about program hot spots, it not only
compiles them into native code, but also performs extensive method inlining on that
code. Inlining has become more important than before as inlining produces much larger

blocks of code for the optimiser to work on, significantly increasing the effectiveness of
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traditional compiler optimizations, and thus overcoming a major obstacle to increased

Java programming language performance.

There are also other features that may concern the prediction of JVM instructions and one

of the main features is Dynamic deoptimisation:

4.7 Dynamic de-optimisation

Although in lining is an important optimisation, it has traditionally been very difficult to
perform for dynamic object-oriented languages like the Java programming language.
Furthermore, while detecting hot spots and inlining the methods they invoke is difficult
enough, it is still not sufficient to provide full Java programming language semantics.
This is because programs written in the Java programming language cannot only change
the patterns of method invocation on-the-fly, but can also dynamically load new Java

code into a running program.

At the bytecode level, the interpreter in Sun's Java Development Kit reference
implementation does inline some simple methods, if the bytecode they contain fits into
the space for method invocation or converts the calls to empty constructor methods to
invokeignored quick instruction. Such inlining is based on a form of global analysis.
Dynamic loading significantly complicates inlining because it changes the global
relationships in a program. A new Java class may contain new methods that need to be
inlined in the appropriate places. So the Java HotSpot VM must be able to dynamically
deoptimise (and then reoptimise if necessary) previously optimised hot spots, even during
the execution of the code for the hot spot. Without this capability, general inlining cannot

be safely performed on Java technology-based programs.

Hot Spot Detection and other known enhanced optimisations meant that the previous
notion in benchmarking implementation would not be accurate and it was vital to know
how Hot-Spot detection mechanically structured so that the revised implementation of

bytecode monitor can address prediction that is comparable to real-time execution.
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There are also other well-known optimisations such as Just-In-Time (JIT) Compilation,
which has been mentioned, that are necessary to be taken into account of. The current
version of JIT includes a repository of set of common bytecode sequences (CBS). This
notion has already been discussed and established in the Progress Report at the end of
WK 10 Term 1. Unfortunately the detail of this repository is not known and hence rather

than implementing CBS, another concept has been adopted instead

4.8 Developed Ideas

By detailing and locating areas that might constitute the inaccuracy of the benchmark

timing, the following developed idea has been laid down:

These observations suggested that more emphasis should be laid on JVM optimisation;
some manipulations of results from the predictive measurement were carried out and with
a better understanding of the optimisations from Java Just-In-Time and Hot-Spot
compiler, it has become apparent that a new notion of analysis can be initiated. The
motivation, similar to the idea of Method prediction on Java Programs, was instead of
analysing Java bytecode individually in repetitions, the execution time of blocks of
sequential bytecodes could be examined. These common sequences of bytecodes are

optimised as a unit.

Previously, it is because the optimisation of the JIT compiler is implemented by parsing
blocks of common bytecode, therefore by analysing blocks of bytecodes that the logic of
JIT optimisation can be extracted and processed, a database of common bytecode
sequences can be created. Furthermore, gaining knowledge of this logic can also assist
the analysis of the uncertainty within the execution time of bytecode that were obtained
from previous experiments. However, the current release of JIT compiler of which its
logic includes method inlining, base JVM modification and selective compilation is
beyond the time frame of this project. Moreover it is not possible to obtain an accurate

logical implementation of the JIT compiler due to business confidentiality and also the
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machines, of which prediction experiments are conducted on favour the use of HotSpot

Compilation technology over JIT.

Consequently, with the current available resource and time limit, HotSpot Compilation

and optimisation is taken into account for a revised design.
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4.9 From ideas to Implementation

To implement a new benchmark system with bytecode sequences rather than single
bytecodes, first there is a need to understand how HotSpot optimisation works at the

source code level. This can be done with illustrations of examples. [15]

The following benchmark typifies a simple benchmark that doesn't benefit from HotSpot

technology:

public class Simple Benc hmark {
public siafic vaid main{Siring/J argv) {
int veahe=0;

¥ Recard the start fme.
long stari= Sysiem.currenilimeMillisg);

7 Repeatedly execuies feature fo measure performance.
Jar fing i=0r 1= 10000000, i++)
A Replace line with your favorite compuiation.
vetlie +=i;

J

A Record the finish dme.
lang finich= Systemcurrent Time Ml

£ Now report kow long test ran.
Systemout.print (" Time spent = " +
Long.tosiring(finish - start) + " mstn");

Listing 16 A section of Java code being benchmarked (high level)

As HotSpot compiler selectively converts Java bytecode dynamically into highly-
optimised machine instructions. The overhead for such a compiler is higher than for a
JIT. It performs analysis on each application in order to identify the most frequently used
areas. After the program’s "hot spots" have been identified, these sections of code are

compiled and optimised.
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The current implementation of HotSpot is designed for long-running applications. Most
applications spend the majority of their time executing a small section of their code.
These sections are known to be performance critical in the field of High performance
computing. This paradigm is referred to as the 80/20 rule where, as a generalization,

programs spend 80% of their time executing 20% of their code.

HotSpot initially runs the Java application in interpretive mode while it analyses the
application for "hot spots". This optimisation consists of compiling and in-lining critical
methods to achieve optimal performance. After the "hot spots" have been identified and
optimised, HotSpot will then switch from executing interpreted bytecodes to executing
the corresponding compiled code. This analysis-and-optimisation impacts performance.
Longer-running applications will benefit more from HotSpot optimisation because they
run longer and will be executing the compiled code longer. These programs can afford

the temporary performance impact associated with analysis and compilation.

The crucial part for an accurate benchmark, which is efficient it is essential to understand
how HotSpot converts from executing interpreted-bytecodes to compiled code.Whilst
HotSpot detects performance critical areas and converts them into compiled code, the
compiled version of the code is not invoked until the next time the method is called.
Thus, if the method is only called once, such as from main (), then optimisation will not
take place. This means that the program pays the price for analysis and optimisation that

will never be used.

Another issue that is needed to be accounted of is the performance loss that is caused by
benchmarking small amounts of code for only very few iterations. This is because the
benchmark would be finished before optimisation begins. Thus for short-term
applications, the cost of using HotSpot technology is actually more of a performance
detriment because it must analyze the application before compiling any code. However,
real-world applications tend to not to be small applications, especially High performance

application.
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These consideration leads to a slightly different implementation of the benchmark that

will take the advantage of HotSpot technology.

prublic class HotSpotBenchmark §
prehlic static vaid runTesi) |
int value=0;
/7 Repeatedly execuites featire to measiire perfarmdaince.
SFor (it 1=0; 1= 10000000 1 +4)
A7 Raplace line with your favorite computation.
value +=i;

J

preblic siatic vaid mainfSteingl T argv) §
A R benchmark multiple times. This will allow us io
£ see when HoiSpat hegins evecuting compiled cade.

Jorfingi =00 = 8++H
& Recard the star time.
lang start= Svstewm.current Time Milliz();
£ Run benchmark test
runlesif):
A Recard the finish fime.
long fimsh= Svatemourrani Times Millis();
A Now repart how long test mar.
Systemaut.pring (“Time spent = " +
Long.toString(finish - start) + " mstn");

Listing 17 Revised implementation of Java code for performance benchmark

Note the HotSpot technology executes the interpreted version of the method several times

before running the optimised version.

From the run down description of how HotSpot optimisation could alter the performance
a small extract of Java sequential application and the methodology that caters this
technology, the same concept can also be applied to benchmarks at bytecode level. Below
shows describe how the previous design should be changed to adapt HotSpot

optimisation.
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; =stafic void main method= —
+ <standard for all Java program:> ] Initialisati on bytecode sequence
method public stafic mainffLjavafiang/ String )V
. — T ] Preparation bytecode sequence
; =Native Method Call=
; =Time stamp hefore executian=
aload 3 «— 1
invekevirtual Exe Time/displayTime (0D IMative method sequence (start time)
dstore 4
Measuring bytecode sequence -
< this section is required to be separate
from amethod that 15 only to be
invoked once threughout the
executton of the benchmark
; =Native Method Call=
; =Time stamp after execution=
aload 3 - — | Native method sequence {end tim )
invokevirtual ExeTime/displayTime 1D
dtare 3
. - Evaluation bytecode sequence
refiry
.end method

Listing 18 A model that has been adapted to include Hot Spot™ technology and method level
optimisation

From above it became apparent immediately that the original structure, which
benchmarks bytecodes inside a method that is to be called only once, namely main () did
not allow optimisation to take place as the compiler would not be able to detect any
HotSpot even if there are multiple instances of the same bytecode being executed

consecutively under the same class.

To effectively account for the effect of optimisation it is essential for the measuring
bytecode sequence from the bytecode prediction template to be invoked within a
separate method that is to be called from the main method. This can be thought to be
similar to runTest () from the previous source code illustration. However whereas at
source code level the whole method invocation is benchmarked, at bytecode level this is
clearly not the case. Below is the revised model that had been decided when trying to

compromise an optimal solution with the bytecode prediction template.
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methad public bench )V

; =Native Method Call-

; =Time stamp befare execution=

abad 3
invakevirtual Exe?’zme!diqpfay?’ma:a}j_—_““
dstare 4

s=only one stance of the byiecodas=

5 =Native Methad Call=

; =Time stamp after execution=
alaad_3

invaievirtual Exe Time/displayTime (0D

dstors 5

; =static void mdain method=
;1 =standamnd for all Java progran=
method public stafic main(fLiovalang Siring )V

rafirn
end method

iconst () -— T | Initialisation bytecode sequence
istors_3 This section is responsible to set up
gotn End the actual iterations. "Whil st this

Start: iteration takes place, the evaluation
; =imveke a single methed iteratively > component inside the invoked
aload ! method will evaluate the
invakeviriual BxeTimebanchi)V benchmarked time accordingly.
fine 3 1

End:
tload I
iload i Evaluation bytecode sequence (b}
zf_iCﬁ?zpfz Star#—r— | This component will collect the
. results from the (&) inside the inveked
. method and outputs the data onto
retrn standard output.

e nd method

Preparation bytecode sequence

\

Native method sequence

{start time) / (end time) -

This component 15 now situated
within the benchmark method Thisis
to ensure only measuring bytecodes
are benchmarked and not the invoked
method.

\

Measuring bytecode sequence -
This 15 now being benchmarked at a
separate method that can be invoked
more than once.

Note: Thereis only one instance of
the measuring hytecode sequence.

Evaluation hytecode sequence (a)

This section 15 responsible for
collecting benchmarked timings such
as companng the timing between ith
and i+1th iterations.

Listing 19 section 2 of the model that has been adapted to include Hot Spot™ technology and
method level optimisation
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Previous page illustrate the new bytecode prediction template, note the benchmark
timestamp occurs inside the invoked method bench() and the iteration takes place outside
the benchmark timestamp. The reason for the revised model to include these features is
that to allow a firm compatibility with the original prediction template, which
benchmarks multiple instances of the measuring bytecodes and extracts the timing for a
single measuring bytecode sequence. This revised model instead, only ever benchmarks
one instance of measuring bytecode sequence, and the evaluation sequence described will
compare the timings from each iterative instance and outputs the data onto standard

output accordingly.
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Chapter 5
Design and Implementation (2" edition)

Java Hot Spot™ technology allowed Java applications to be
optimised on-the-fly and since Hot Spot detection is carried out
at method level, a new design and implementation is realised
and this chapter discusses the technique of this bytecode
monitor and illustrates its technical details

With the observation and insight gained from the initial implementations and results, it
has been decided to revise the atomic unit of performance within the characterisation
language, and such needs for Hot Spot compiler optimisations means that Java methods
are now characterised as a control flow of bytecode blocks, rather than individual
bytecodes. This is because it has been suggested that Hot Spot is likely to be a set of
sequential instructions rather than one bytecode operation, since this is the case it is not
necessary to benchmark individual bytecodes when optimisation only takes place with

bytecode blocks.

These bytecode blocks are then benchmarked, and it is their timings that are used when
obtaining predictions. However, these timings vary depending on whether they have been
optimised during execution, and so this is also taken into account during model

evaluation. This is explained in more detail below. [5]

5.1 Bytecode Block Definition (Sequential Bytecode Block)

Currently, bytecode blocks are defined as sequences of bytecodes that do not contain any
conditional branch instruction or method invocation opcodes. Below is an example of a
bytecode block in the BubbleSort.java. It should illustrate some distinct features of the
bytecode block definition (SBB).
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icanst ()

istore 3 goto iz classified as an

goio Loap unconditional branch instruction,
Loop: ] such a branching instruction 1s

iload 3 treated like so the block can be

aload 0 executed as a sequence.

getfield Exe Timelfarray [1

arravlength

fconst_I Conditional branch instruction

gk andmethod invocation signifies

i icmplt Bndioop |1 the end of a single sequential
Endloap: if bytecode blocks. **

Listing 20 shows some distinct features of the SBB

**Conditional branch instruction and method invocation define the end of each SSB.
Although method invocation is not conditional, it cannot be included as a part of another
bytecode sequence. This is because in the revised version of the XML characterisation

file for PACE, each method and object class are being characterised seperately.

This means that bytecode blocks can be of varying sizes, from only one opcode to
theoretically the maximum limit of the size of a method permitted by the
JVMspecificationl. A method that only contains a set computation without any loop or
conditional statements and does not invoke any other methods will be characterised as

one bytecode block.

A tool similar to ‘capp’ has been developed that parses Java class files and outputs an
XML-based performance characterisation of the appropriate bytecode. The tool uses a
method very similar in approach to that of a class file decompiler, extrapolating ‘f or’,
‘whi | e, «i f°, ‘swi tch’ etc. statements and characterising these as either ‘| oop’ or
‘case’ elements within the transaction. The model of such tool although being part of the

characterization environment, its implementation is beyond the purpose of this report.
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Method invocation opcodes are then characterised as to evaluate other characterised
methods within the transaction. The bytecode that comprises the computation within and

surrounding these elements are collated as bytecode blocks.

Listing 1 and Figure 1 depicts the Java BubbleSort implementation and its revised

characterisation.

public vaid sartf) §

Jar (inti = 001 <= adength- 17i++)
Jar fintj = alength- 2;j==1i;}-)
ifali] = ali+l])
swap(i (7 +1);

Listing 21 A Java Bubblesort Implementation.

Listing 2 is an implementation in Java of a bubblesort kernel. When compiled using the
Characterisation parser implemented as part of the evaluation engine of JPACE, the
bytecode produced is shown on the left of Figure 1, and on the right is the resulting
performance characterisation of the method after running the transaction characterisation

tool.
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BubbleSort'sartf)V Bytecade

ieant 0
istare !
goto 50

BubdleSort'sort() V Characterisation

= jPACE hytecada Blocks class="BubbleSort" method= sart”
deseriptor="()F™" type="c haractericed">=
< PACE Bytecode Black id="sort ()11 =

aload_0

getfield BubbleSoriia {1
arvaylength

iconst_2

isub

goto 31

<jPACEdoap count="3{ NElem) - 1">

<jPACE bytecods Block id="sort (QV:2"F=

aload 0

tload 2

faload

alaad 0

gelfield BubbleSortfa [T
Hoad_2

ieonst_I

iadd

iaload

< PACE doop count="{${ NElem} - 2) / 2">

<jPACE Byviecade Block id="sort()V:3"=

if tcmple 11
alaad 0
Hoad_2
tload 2
ieanst_I
iadd

=} PACEwase>
< PACE prob Valus value="0.5"=

<] BACE thyvtecade Block id="sort (V4" =

invokespecial BubbleSortfowap I

= PACE wallMethod class="BubblaSort"
method="swap " descriptor” (IDV"=

<iPACEprobValue>

</ JPACHE case>
ine 2 -1
I:ioai_i <] PACHE:Byviecade Block id="sort )V :5"=
ilnad
if fewpge -30 =HPACE N pop=
ine Il
tload 1
aload ()
getfield BubbleSort/a [1 <<iPACE: bytecode Block id="sart )V 6"/
arraylength
iconst_I
isub
if icwmplt - 35 <HPACEHoop=
refurs <[ PACE e thod>

Figure 8The definition of bytecode blocks from the Java bytecode of the compiled Bubblesort
algorithm.

Again, it should be noted that unconditional branch opcodes (‘got 0’ for example) are
included in bytecode blocks. The bytecode executed after the branch is also included
within the same block until a conditional branch or method invocation opcode is found.
Therefore, the bytecode block ‘sort () V: 1’ from Figure 1 is defined as the first three
opcodes of the method, as well as the opcodes starting from ‘i | oad_1’ (the opcode
jumped to by the ‘got 0’ opcode, also part of bytecode block ‘sort () V: 6°) until the
condition branch opcode at the end of the method (‘i f _i cnpl t ).
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5.2 Benchmarking Bytecode Blocks

The kernel of the new evaluation engine from JPACE has been developed that parses an
XML-based performance model and calculates a predicted execution graph from the
model’s transactions and their relation to each other as described in the transaction map.
The predicted response time obtained from a model’s evaluation is the culmination of the
all the bytecode block timings multiplied to the number of times they were executed

during the course of the application’s execution.

5.3 Implementation of benchmark toolkit (revised edition)

The benchmarking toolkit has been revised and re-developed to automate the process of
benchmarking bytecode blocks on a given resource. A specific bytecode block is

executed once, then twice, and so forth up to a total of 5000 iterations.

5.4 A theoretical hypothesis

Although research has been carried out on Hot Spot optimisation and this new
implementation has been evolved to adapt to this technology, there is still considerable
lack of information to pinpoint the relationship between the timing of a single bytecode
or a sequential bytecode block and the number of iteration the benchmark measures at.

Originally, it has thought without the optimisation this relationship would be linear.

i.e. duration of n times of bytecode (sequence or unit) = n x duration of one unit

However, according to the previous benchmark implementation, there were
inconsistencies with the bytecode benchmark-timings against the number of iterations.
Each and every bytecode sequence or unit might associate with a function that
varies according to the number of iterations.

i.e. duration of n times of bytecode (sequence or unit) y = fy(n)

fy — parameterised function of the bytecode sequence or unit y.
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This implies that the time to execute a bytecode unit is not proportional to the number of
iteration it has been executed. Although this is based on assumption and historical data, it

is a valid hypothesis to have been made when HotSpot optimisation is taken into account.
With this hypothesis, the aim of this revised benchmarking technique is to determine a
pattern of Hot Spot optimisation to enable the benchmarking of bytecodes to be more

accurate and hence provide better prediction on the JPACE framework.

5.5 Components of benchmark toolkit

As it was previously mentioned that instead of timing individual bytecodes, units of
sequential bytecode blocks (SBB) were benchmarked. This led to a variation of both the

toolkit written in Perl script and the prediction template file itself.

Due to this new concept, procedural sequence to carry out this benchmark process has

been modified.

Several new scripts have been implemented for this new concept:
N.B. All scripts and directories are setup and run from
$DIR = /dcs/00/csvee/private/research/work/cbs/ - variable $DIR could be changed to

the necessary directory.

xml_analyser.pl - extracts bytecodes from the characterisation xml into set of
bytecode folders ready to be benchmarked.

./xml_analyser.pl <filename>

e.g. ./xml analyser.pl fft
This command parses fft.xml at SDIR/fft to output bytecode folders into
fft/<bytecodeBlock>
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As shown in previous chapters how characterisation files are constructed, below are some
technical details of how to parse a revised version of the XML characterisation into an

appropriate format for benchmarking:

An extract of the revised version of BubbleSort characterisation file

=< jPACE Byiecade Blocks class="uwkac, . .Bubblesort"=

< PACE :bvtecode Block id="sort )11 "=
< jPACE:QPCODE jronst F==jPACE:OFPCODE istore 2=
<} PATE:QFCODE potnf><jPACEO0FCODE iload 2=
i PACEOPCODR aload We<jPACEOPCODE gatffield=
fPACE:OPCODE arraylengthf==jFPACE:OPCODE jeonst 15>
=} FPATE:QFCODE isubi=<jPACE:QFCODE if icmplti=

< iPACE hvtecadeBlock=

< jPACE bytacade Block id="sari() 712 "=

</ IPACE hytecode Block=

</ IPACE Bytecode Blocks=

Listing 22 shows an extract of the revised version of BubbleSort characterisation file

This is a typical SBB characterisation, it is important to note the characterisation of each
method and object class shown; and to parse such block requires a formulated regular
expression structures written in Perl script that captures each method characterisation

with a XML file systematically. Below is the structure in pseudo-code:

##Detect the start of a method characterisation
Sxml[$count] =~ m/<jPACE:bytecodeBlock\sid="/

##To parse bytecodes (denoted by % %) from <JPACE:OPCODE_% %/> ##
Sline =~ s/\/>|\s//g;
@bytecode = split(/<jPACE:OPCODE _/,8line);
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[H-iy next(M:6
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Screen 8 shows an example of repository of SSB for a Java application

This script parses a complete characterisation file into the Java application or Java object
characterisation repository an example of which is shown in Screen 1. Within this
repository, each Sequential Bytecode Block is parsed into its corresponding SBB

template directories which consist of

1. SBB template file — this is the file similar to the Template data file defined at
previous implementation, but instead of detailing measuring bytecode sequence
and preparation bytecode sequence; it would now contain the unmodified SBB.

2. Prediction template file — this is the file ExeTime.j which is an object file that
combines with the SBB template file completes the revised prediction template

file. Below describes the technical detail of implementing this template file.
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clase public ExeTime
super javaliang/Object

Jield public resuit J

Jield static integer x [ -

method static =climi={1"
it stack 1)
it lacads O

-‘—‘_\—ER——_

refurn
and methaod

rethod prublic <init=0
it stack 11
it locads 1

aload ()

Ide2 w 3000000 - |
putfield HxeTimalrasult J.

refurn
and methaod

method public native display Time() D
and mathod

ethod public dumeneV
it stack 1
it localds 10
refurn

.end meihod

*-—

Initialisation / Preparation Bytecode
Sequence — This section defines all the
necessary static and non-static fields
for the benchmarle sequence. It
constitutes both inttialisation and
preparation sequences since different
fields might be required for different
SBE.

Initialisation / Preparation Bytecode
Sequence — This section initialises all
the necessary static fields for the
benchmark sequence. Again it
constitutes both inttialisation and
preparation seqUeEnce.

Initialisation / Preparation Bytecode
Sequence — Thiz section initializes all
the necessary non-static fields for the
benchmark sequence. Again it
constitutes both initialization and
preparation sequence.

Empty method — Thiz method itzelf
does not provide any functionality. Tt
allows BB that has method invocation
to be syntactically correct.

Listing 23 a section of the map of the template file written in Java bytecode.
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Jmathod public bench()V

it stack 11

is;f;;fzis;sﬁjfﬁng Preparation Bytecode Sequence —
This section defines all the preparation

' “* bytecode before SBE 15 executed. Mote

.;Begm Timing because itis within the benchmark

alnad 0 method, it is only the preparation for

imvokevirtual Bxe Tmeldisplay Timef) D one iteration of SEE.

dstore 48

~Testing area

~End Toming \

aload 0 MMeasuring Bytecode Sequence

imvokevirtual BxeTime/displayTime ()
detore 44

dload 44

dload 48

deuh

detore 46

jij:jj; Evaluation Bytecode Sequence — this

part of the evaluation component i1s
getfield BxeTime/reaull_double I || responsible to cellect the smallest

gfézgjﬂiné iteration benchmarlk time out of all the
. iteration.
Daing:
claad () FY

dioad 46

putfield BExeTimelresult double D
Danea:

refirn
and method

Listing 24 a section of the map of the template file written in Java bytecode.

A copy of this file will be situated in each template directory. The next procedure is to
prepare the prediction template file. Whereas previously the template data file would
have contained all the relevant information and the script ./create_j.pl will implement the
prediction template file, the revised version requires a manual process and editing the
prediction template file to include the SBB and its corresponding preparation sequence.
Note it is beyond the time limit of this project to automate the process of carrying out the
editing of the prediction template file. Below shows an example of editing the prediction

template file. Although so far only BubbleSort.java has been mentioned, there are also
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other Java applications that have been characterised and benchmarked, one of this

application is a Java implementation of the NAS Excessively Parallel benchmark,

which generates pseudo-random numbers with a Gaussian probability distribution. This

benchmark is an integral part of the Kernel benchmark of the DHPC Java Grande

Benchmarks Suites (DHPC - Distributed and High-Performance Computing Group)

SEB ep()V:5

cleriel
deanst [
cdsiih
detore I
lde? w
aload 0
invakevirtual

= SBE 5 ofthe method ep ().

= Begins with dmul meaning there needs to be two
type-double values on the top of the local staclk.

= Set dummy method to take no argument.

= TIn the preparation bytecode sequence load two type-
double values onto the stacl.

Listing 25 SBB from the Excessively Parallel benchmarks characterisation

iPreparing testing
lde2 w i.0
lde2 w i.0

iBegin Timing

aload 0

invakevirtual ExeTimeldisplayTime() D
detore 48

s Testing area

clrnned

deonst_ |

dsuh

dstore 1

fde 2 w 1.0

aload 0

invakavirtual Bxe TimeldumppV

An extract of the prediction template
file with the above SBE implemented
into 15 shown on the left

Listing 26 An extract of prediction templates with ep()V:5 SBB implemented into.

After all the prediction template files are prepared for benchmarking, the next phase is to

gather results from these SBBs. A script has been implemented to automate this process.
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cbs_iteration.pl — executes the prediction template files given a copy of the
template file being situated in the same directory.

./cbs_iteration.pl <result file>**

**A log file named <result_file> will be created with the benchmarked timing of the SBB in the
prediction template file.

e.g. ./cbs_iteration.pl result.log

Since the first benchmark test is carried out on the Java Bubblesort algorithm
implementation and the implementation only contains 7 SBB within the characterisation,

therefore the script does not automate the whole process.

This script works on each SBB for the following numbers of iterations

From 0 — 100 at intervals of 5 iterations i.e. 5,10,15,20,...,95,100
From 100 — 5000 at intervals of 10 iterations i.e. 110,120,130.,...,4980,4990,5000
From 5000 onwards at intervals of 100 iterations i.e. 5100,5200,5300, ...

5.6 Preliminary Results and Understanding

Results of these benchmarked timings are gathered. Each log file, which contains the
shortest running times of a sequential bytecode block collected from the some iterations

ordered in ascending numerical order, is tabulated into graphical representation.

Figure 4 shows the results of such benchmarking technique on one of the sequential
bytecode block from the Bubblesort method as defined by the automated transaction
characterisation tool (graphical results of all seven blocks of SBB are attached to the
appendix). It can be seen from the graph that there is a clear point (at roughly 1000
iterations) where the execution time of the bytecode block is significantly smaller than
previously recorded, due to the fact that the hotspot compiler has chosen to optimise the

block at this time. This value is used by the evaluation engine during a prediction in
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choosing the appropriate response time for each bytecode block; if the bytecode block
has been executed less than 1000 times so far during the course of the application then

the higher average response time is used, otherwise it is the lower average response time.

Block 1
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Graph 1 The response time of bytecode block BubbleSort/sort()V:1 from 1-5000 iterations as the
result of the benchmarking tool. It can be seen that at roughly 1000 iterations the block is optimised
by the Hotspot compiler.

Up to this stage in development, by using the characterisation of the bubblesort algorithm
shown earlier, and benchmarking the bytecode blocks on a given resource, the predicted
and real execution time of the Bubblesort algorithm for varying data set sizes were
obtained. Table 1 outlines these results. A percentage error of less than 30% is considered
encouraging and a better understanding will help to ensure the elimination of this

percentage error.
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Size of Predicted heasured %%
Unsorted Array Time (ms) Time {ms) | Error

1000 160.82 156 31
10000 16021.11 12752 256
100000 160227598 1250869 28.1

Table 1 A comparison between the predicted execution time obtained from the evaluation engine and
the actual measured execution time of the bubblesort algorithm for varying data sets

Throughout initial analysis of the result, there are also other interesting observations. One
of them is the fluctuation of the results. These fluctuations may have been caused by
background CPU overhead as the machines, which the benchmarks operate have included
with other processes such as memory management and internal scheduling. In reality the
application that has been benchmarked is usually run simultaneously with other processes
within a high performance computational environment. Nevertheless these fluctuations
although happen at a visually significant range, they conform to a consistent shape and
this means that there are mathematical tools that can effectively reduce these fluctuations
and since they are consistent it will not be detrimental to the accuracy of the results as
earlier mentioned that the aim of this benchmarking session is to determine the patterns
of optimisation and not the values. Since fluctuations are consistent and with the pattern
of the graph. They suggest that there is an optimal value before optimisation begins and

after optimisation begins.

ie. no. of iteration n <= 1000 then the running time of a bytecode unit is x

no. of iteration n > 1000 then the running time of a bytecode unit is y

Where there is always x and y, which are the running time of a sequential bytecode block
without and with Hot Spot optimisation respectively, associated with a particular SBB.

Therefore to refine the process of benchmarking, the next step is to identify these
optimised and un-optimised running time. To compensate the fluctuation a statistical
technique has been used. Since it is the average of the optimised and un-optimised values

that are needed for performance prediction, the following technique is used.:
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To minimise this fluctuation error, it has been to decided to exclude the xth iteration

of which the running time is greater than 1 x standard deviation of the average

running time for one iteration.

e.g. for 1000 iteration, the running time of a single SBB (T) is:

Suppose: T=T;+ T, + ... + T1900 / 1000 then...

Toptimised= TI + T2+"' + T.\/x

where T;, T,, ..., T, < T+ STDV(T)

Also according the structure of the bytecode prediction template, there are other parts of

the benchmark file that could lead to conmsistent inaccuracy, below is a diagram to

illustrate this problem:

Record the following bytecodes within
the template file:

~Begin Timing
aload ()
invokevirtual Bxe Tine/display Time )l

detors 48 P

Slesting arsa

~End Timing
aload ()

invokevirtual Bxe Tine/display Time )l
dstare 44

If examine closely then it becomes
noticeable that the two native
method sequences with in the
prediction template overlap with
the measuring sequence. That 15 the
instruction that stores the time
stamyp before the execution of the
measuring sequence (dstore 48) and
the instruction to allow the 2md
native method to be involed. This
will cause the measuring time to be
inaccurate. But since all bytecode
units have been benchmarked this
way, the error 15 systematic,

Figure 9 The inaccuracy of benchmarking caused by the overlapping of the template components
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Therefore to ensure the timings that are obtained are solely the running time of these
sequential bytecode blocks, each the average running time for one iteration of SBB is
substracted by the average running time for one iteration of no bytecode. By doing this

each average timing is exactly the SBB running time.

5.7 High Performance Application (Benchmarks)

Also as mentioned earlier, the Java Bubblesort implementation is used as it is much more
simplistic than other real-time high performance application and it is good as an
indicator. Hence the following highly computational applications have also been

considered [20]:

= NAS Excessively Parallel benchmark (EP)
= 2-D Fast Fourier Transform (FFT)

Both are part of the kernel section of the Distributed and High Performance Computing
Group (DHPC) Java Grande Benchmarks Suites

To formally define, the aim of the next phase of benchmarking is to obtain a measure of
the average unoptimised response time of the block, the average optimised response time,
and the number of iterations at which the hotspot compiler decides to optimise the block.
The results of each benchmark are stored in an XML-based resource object that is

accessed by the evaluation engine during performance prediction.

Since these are realistic applications and their characterisations contain a lot more SBBs
and they are more complex to be benchmarked. Therefore another set of toolkit has been
developed to carry out all the procedure mentioned so far and the benchmark of all SBBs
within an object characterisation will be carried out automatically. Furthermore, the
toolkit will create five separate resources (five sessions) for all SBBs of both high
performance application. These benchmarks have been carried out across different
architectures. (depending on availability within the department, different machines which

have the same hardware configuration are used to carry the benchmarking process)
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Hostname: budweiser.dcs.warwick.ac.uk

Processor: UltraSPARC®-1Ii 360MHz

Memory Size: 131072 KB

Operating System: SunOS 5.8

JVM Version: Java HotSpot™ Client VM (build 1.4.1) / (build 1.4.0)

Hostname: mscs.dcs.warwick.ac.uk

Processor: Intel® Pentium® 4 CPU 2.40GHz
Memory Size: 531404 KB

Operating System: Linux kernel 2.4

JVM Version: Java HotSpot™ Client VM (build 1.4.1)

Hostname: labvista.dcs.warwick.ac.uk

Processor: Intel® Pentium® 3 i686 801.393 MHz
Memory Size: 125244 KB

Operating System: Linux kernel 2.4

JVM Version: Java HotSpot™ Client VM (build 1.4.1)

Preliminary result shows that due to different machines configurations and JVM

versions, Hot Spot optimisation takes place at different iteration. With a more updated

version JVM 1.4.1 the optimisation realises at 1 000" iteration whereas for JVM 1.4.0
optimisation does not realise until 1500" iteration. Therefore the toolkit that carries out

the renew-methodology of benchmarking SBB also caters for this issue.

5.8 Further refining the evaluation bytecode sequence

There are also re-development of the prediction template file to cater reduce the duration

of benchmarking since such as FFT application contains over 70 sequential bytecode

block within its characterisation. This means that trying to utilise the original method of

benchmarking will be slow and inefficient.
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To compensate for a more efficient benchmark, instead of comparing the benchmark time
for every iteration within the method bench (), the benchmark time of every iteration

will be outputted to standard output.

Below illustrates how the 3™ edition of the Benchmarking toolkit will use this further

refined prediction template to benchmark high performance applications.

batch.pl - executes the prediction template files in the bytecodes folder in a pre-
defined manner to obtain benchmark timings.

./batch.pl <VM version> <directory> <output_ file>***

*** A directory <directory>/dum is to be created for the script’s temporary use.

e.g. ./batch.pl 1.4.1 fft fft/result/result.log

This command executes the prediction template file in JVM 1.4.1, benchmark
jasmin files in the folder f[ft/<bytecodeBlock> and output the timings to
fft/result/result.log

Depending on what the <VM_ version> is the following will show the most efficient

strategy with the refined template file together with the toolkit implementation

Note: these are logic models that define the mechanics of the toolkits rather than the

actual implementation
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If it is JVM 1.4.1 then since optimisation realises at 1000™ iteration the script will. ..
1. Executes template file (ExeTime.j) for iteration 1, ... ,1000 ten times

result 1000.log will contains 10000 un-optimised timing for that particular SBB

Note an argument 1000 means collect benchmark times for iteration 1 to 1000

for(8i=0; $i<10; $i++) {
system(“‘java ExeTime 1000 >> result_1000.log”);

2. Executes template file for iteration 1,...,6000 twice

result_6000.log will contains 10000 optimised timing for that particular SBB

Note an argument 6000 means collect benchmark times for iteration 1 to 6000

SJor(8i=0; 3i<2; $i++) {
system(‘java ExeTime 6000 >> result_6000.log”);

The toolkit only extracts timings from 1001...6000 iterations and since the
benchmark is executed twice it also extracts from 7001 to 12000 since the second set

of results is appended onto the same file. This is done by the following conditional
statements.
if ( ($count > 1000) && ($count < 6001) ) || ($count > 7000) {

collect...

This means in terms of benchmarking for optimisation and for non-optimisation,

the averages are taken out of 10000 results.
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A similar procedure is applied when benchmarking on JVM 1.4.0

For 1.4.0, the toolkit will still be collecting results for iteration 1,..., 6000. This occasion
the script will run the template file for iteration 1,..., 1500 nine times. This means there
will be 9000 un-optimised timings and by running the template file for iteration 1,...,
6000 and extracts only the timings for iteration 1501,...,6000 and for iteration
7500,...,1200 (two sets of results are appended onto the same ASCII file.) there will be
9000 optimised timings.

Next is to calculate the standard deviation of the data set (results)

Below is a Perl subroutine of the standard deviation implementation that the toolkit

utilises:

sub st devi) §

#The set af rinings ta be calculated
(@eerray = @_;

#The fotcd number af timings

3d = pap@array);

#The totad accumulation of all the fimings
Stotal = popi@array);

Fvar =0
Joreach (@array) {

Ivar += (3 - Btotal) ™3 - Jiotall;
}

Svar = $var /(34 - 1);
Satdd = agrt Svar;
return Jatd;

Listing 27 a Perl subroutine for standard deviation
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5.9 Negative valuation

When calculating the running time of each SBBs by taking away the running time of no-
bytecode template file, there are instances, which result in computing negative values.
Although it seems to be illogical theoretically, in practice since the resource of its
computational environment is ever changing such as CPU cycle availabilities and
memory caching mechanism being occupied by system processes running at background,
fluctuations as seen previously occurs, therefore the standard deviation procedure is also
used partially to eliminate this problem. Moreover, there are other measures taken to

avoid negative valuation. These measures are the following:

= Only attempt to eliminate negative values if the sequential bytecode blocks consist of
more than 4 bytecodes, this is because as the running time of a bytecode is
comparatively short and although the time stamps were registered in nanoseconds, the
resolution of the system clock is not small enough for the time stamp to be registered
for accurate readings of the running time of less than four-bytecode units. Therefore
by avoiding negative valuation will not have significant effect on the final result and

moreover it will lead to inefficiency.

= If sequential bytecode blocks consist more than 4 bytecodes and negative valuation is
realised, then attempt no more than 10 times in trying to obtain positive valuation as
10 attempts is the limit that has been decided to prevent detrimental effect on the

performance of the benchmarking process.

Having discussed the technique and logical model for obtaining the optimised and un-
optimised timings of each SBB, Screen 3 shows the content of one of the output file from
the toolkit. Note the two distinct columns of un-optimised and optimised timing
respectively, also the negative valuation at places of which SBBs consist less than 4

bytecodes
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runming 1.4.1

I Standard deviation

na byiecode tme befarer 3381376, 56,3302

no bytecode time after: 2504.52001003281, 025, 103130030282

no bytecode std_dev before: 21083.6046302380, 2073.405703097227
no byvtecodes sid_dev qiter: 61 2.825002171374, 78318161 4050597
ap(IV i before: 14620 5400828402, 1589.00622250003

gpV i after: 1I2110.0281038134, 663,003 101870652

apiIVri std_dev before: 22407 7020883237, 4034, 70063771335
apiIVi std_dev affer: 17403, 4770302831, 830.050185748204
epiV 0 befare: 3424, 85132014858, 1633, 56526058087

apV i 0 after: Q200330400 115771, 708462138641 502

Screen 10 Default format of the <output_file>
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Chapter 6
Result Evaluation

This chapter illustrates the experiment with the Java Grande
Benchmark Suites and evaluates the comparison and scalability between
the predicted execution times of those benchmarks using
characterisation SBBs and their measured execution times.

The objective to implement these toolkits is to establish a framework for an efficient and

accurate bytecode monitors. To ensure this framework meets its specification, below is a

short description of a script that has been developed to parse SBB timings into a

formatted repository so that it can be evaluated against evaluation engine’s application

prediction at real time.

bhatch_out.pl - cutputs benchmarked timings from file output_file into a repository to be
parsed into the evaluation engine.

.fbatch_out.pl <VM info>r <machine name> <characterisation class>
~ontput Filex**

*#*4 directory is to be created at the same directory level as bateh_outpl and set $3TORE_DIR in the script to
cotrespotd to this directory name

ez fbatch outpl x86 hinux mses-25 FFT fitfresult/fresult log

This zcript outputs benchmarked results from fftfresultire sult log into appropriate format
JVM versian - VM sun.x 86 Gnux-1.4.1

Machine - mecs-2 5. desowarwick.ao.ak

Characterisaiion_class - wh.acowarwick.des hpsg.applications.dbpe (. DHEC FFTBench

Figure 1 is shows an example of the directory structure of the repository that will situate

data to be collected and compared by JPACE’s evaluation engine.
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o

.a..

E ¥M.zun.x86 linus-1.4.1

I_ﬂu labrvizta-42_ 5 .dos.wanwick. ac.uk

I'_+"'L;_~J rscs-25_ 1. doswarwick. ac.uk

E]Lj mzcs-25_ 2 doswarwick. ac.uk

En < uk.ac.wanwick. dos hpsg. applications. dhpe.ep. DHPC_EFPBench

Ev_—] uk.ac.wanwick. doz. hpeg.applications. dhpe. fi. DHPC_FFTEench
: }J-J doFFT[W

==y map{lllD

i |:] mapl(l110:1.log
D map(l 102 log
|:] map(l]0:3.log
D map(l10:4.log
|:] map(l0:5.log

_J:J-_‘_g JGFkemel

E-i YM.sun.sparc.zolaris-1.4.1

I_ﬂu budweiser_1.dcswanwick.ac.uk

B

Figure 11 The directory structure of the result repository which resources timing are to be stored

before being parsed by the evaluation engine.

The resource timings are then parsed into another XML characterisation file used by the

evaluation engine. Figure 2 shows an extract of the XML file of which resource timings

are parsed into.
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fPACE wiass Timing class="uk.acowarwick.des. hpsg.applications.dhipe.ep. DHPC EFBench"=
<fPAC B method Timing method="ep" descriptor="(V" nofxecutions="0" avResponse Time="0.0"=

<fPACE sbyiecode Block Timing id="ep)V:i"=
= PACE steration Timing nolterations="1.0" executionTirme="1 107, BE08E888580" =
< fPACE steration Timing nolierations="1500.0" execution Time="1107. 88058858850 "=
=i PACE sterationTiming ralierations="1501.0" executionTime="18.1 51 8222222223"/=
=i PACE dteration Timing nolierations="0000.0" executionTime="18.1 51822222222 3"=
«<fiPACE hytacads Block Timing =

< i PAC Emathod Timing=

< iPACE wiassTiming=

Figure 12 an extract of the XML characterisation file of which resource timings are parsed into.

Below are some results gathered by comparing between the predicted execution time
obtained from the evaluation engine and the actual measured execution time of the FFT

(Fast Fourier Transform) and EP (Excessively Parallel) benchmarks for varying data sets.

6.1 Fast Fourier Transform Benchmarks

Fast Fourier Transform — this benchmark performs a forward transform of a three-
dimensional dataset. This kernel exercises complex arithmetic, shuffling, non-constant
memory references and trigonometric functions. This is a CPU intensive benchmark
working at the kernel level. It is commonly used in scientific computations which is a

targeted area to utilise the Grid environment.

Each graph below corresponds to the table with the same number e.g. graph 1

corresponds to table 1.

90



Dataset Hot Spot Predicted | Measured time | Percentage Error
(3D) (seconds) (seconds) (%)
32X32X32 2.9140 2.5690 1343
64X32X32 5.1650 5.1650 2856
64X64X32 10,8380 10 8380 43 28
64X64X64 205060 20,5060 18.0%
128X64X64 53.2104 53.2104 5.98
128396X64 7877350 787750 17.97
128396396 114.10%4 114.10%4 4.97
128X128X9% 156.3070 136.3070 .01
128X128X112 123.0904 198.0904 5.09
128X128X1128 2907728 2907728 .56

Table 2 shows the percentage error % of the predicted time against the actual running time on
budweiser.dcs.warwick.ac.uk

FFT Scalability Graph

350

—+— Measured
Hotspot Prediction

300 4

230 4

]
o
(=]

Execution Time (s)
=
4]
[

100 4

a0 4 /
'/

32768 65536 131072 262144 524288 786432 1179648 1572864 1835008 2097152
Dataset Size

Graph 2 Predicted execution time and measured execution time comparison of the Fast Fourier

Transform benchmark on machine budweiser.dcs.warwick.ac.uk
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The sizes of the datasets are chosen to be powers of two as and this illustrates an
exponential growth with the execution time, both predicted and measured. Although the
sequential bytecode blocks are benchmarked to the nearest of nanoseconds, the execution
time of the application that is characterised is more than one second and hence results are
shown in seconds. The percentage in Table 1 shows all but one error is larger than 30%
and this is encouraging especially when the datasets quite vary in size. In general if the
average percentage errors from all the datasets are less than 30% then it can be classified
as accurate since these predicted timings are used in conjunction with historic data within
the performance characterisation environment of PACE. These historic data will certainly
refine the accuracy. Moreover percentage errors that are more than 30% comes from the
timings of datasets that are relatively small and when uncertainties in a dynamic
computation environment arises that are independent to the size of the dataset then this
uncertainty or error will be seen as significant. Fortunately the prediction technique that
has been developed targets distributed applications in Grid environment and this suggests
that the duration of these applications will allow this level of uncertainty that will be seen
as insignificant. Table 2, which shows the percentage errors of the predicted time against
the actual running time on labvista.dcs.warwick.ac.uk, again demonstrates the decrease of
percentage error as the size of datasets increases and shows the insignificance of the

uncertainty as the execution time increases.

92



Dataset Hot Spot Predicted | Measured time | Percentage Error

(3D) (seconds) (seconds) (%)
32X32X32 1.335 0.534 42.93
64X32X32 3043 2.427 25.38
64X64X32 7121 5.131 38778
64X64X64 11.287 R 14.27
128X64X64 26.152 15522 3127
128X96X64 43075 35668 2077
128X96X96 55.971 55895 0.14
128X128X9% 79534 &4 0% 24.10
128X128X112 87 956 24921 261

Table 3 shows the percentage error % of the predicted time against the actual running time on
labvista.dcs.warwick.ac.uk
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In graph 2, which corresponds to the values in table 2, again suggests the proportionality

of the predicted execution time against the measured execution time and the general

decrease in the percentage error as the execution time increases.

Dataset Hot Spot Predicted | Measured time | Percentage Error
(3D) (seconds) (seconds) (%)
32X32X32 1.182 0397 19773
64332X32 2385 1.472 62.02
64X64X32 4.852 3286 47.66
64X64X64 9419 £.572 4232
128X64X64 19.155 14.280 3414
128X96X64 29.085 24,225 2008
128X96X96 42,822 34,233 25.09
128X128X96 57.550 48169 19.48
128X128X112 66,694 53.533 24.59

Table 4 shows the percentage error % of the predicted time against the actual running time on

mscs.des.warwick.ac.uk
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Graph 4 Predicted execution time and measured execution time comparison of the Fast Fourier
Transform benchmark on machine mscs.dcs.warwick.ac.uk

Table 3 shows the percentage error % of the predicted time against the actual running
time on mscs.dcs.warwick.ac.uk. In this table there is a percentage error, which is over
100% with a small dataset, at first this might seem to be as a sign of significant
uncertainty. However this situation occurs when the predicted time is over 100% larger
than the measured execution time and experiments show that a significant difference
between the predicted time and the measured time only occurs when the execution time is
small. As the machine hosted at mscs.dcs.warwick.ac.uk provides a much efficient
computational environment in terms of processor’s power and memory availability, in
general the execution time of the FFT benchmark on this environment is smaller relative
to  the other = machines  hosted at  labvista.dcs.warwick.ac.uk  and
budweiser.dcs.warwick.ac.uk, the percentage will generally be relatively larger but in
terms of scalability, the prediction technique and its timing provided a good estimate
across these hardware architecture and computational environments, as shown by the

similarity in the curvature of the scalability graphs in graph 1, 2 and 3.
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Clearly the pattern shown the benchmarked timings of the sequential bytecode blocks are
accurate enough to allow the percentage error to drop well below 30%. A similar pattern

can be observed for the comparison of the Excessively Parallel benchmarks shown in

below.

6.2 Excessively Parallel Benchmarks

NAS Excessively Parallel benchmarks — This is one of the Java versions of the NAS
(NASA Advanced Supercomputing Division) benchmarks, implemented by the DHPC
(Distributed and High Performance Computing) Group. Its core function is to generate a
pseudo-random numbers with a Gaussian probability distribution. The datasets are
chosen and illustrated as powers of two for the convenience in terms of the binary
operation within a computational environment. Graphs and tables are organised in a

similar fashion to the FFT benchmarks experiments’ results.

Dataset Hot Spot Predicted Measured time Percentage Error

{power of 2) (seconds) (seconds) (%)
18 1.859 2.091 11.10
19 3604 ERICH] 21.58
20 7365 £ 984 546
21 147706 11.316 22,96
22 29.329 22.318 3141
23 58755 45 520 18.65
24 111.487 89373 3146
15 234,850 183,929 2774
16 469877 260700 8024
27 239730 759574 2371
28 157544 1471.570 2775

Table S shows the percentage error % of the predicted time against the actual running time on
budweiser.dcs.warwick.ac.uk (Excessively Parallel)
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Graph S Predicted execution time and measured execution time comparison of the Fast Fourier
Transform benchmark on machine budweiser.dcs.warwick.ac.uk (Excessively Parallel)

Dataset Hot Spot Predicted | Measured time | Percentage Error
(power of 2) (seconds) (seconds) (%)
20 1771 1.766 0.28
21 3.533 3483 1.44
22 7.057 6918 201
23 14.105 13.787 231
24 28.200 27.531 243
25 56.390 55.01% 249
26 112770 110,062 246
27 225.530 215.970 2.53
28 415.05 239,842 5.64

Table 6 shows the percentage error % of the predicted time against the actual running time on

labvista.dcs.warwick.ac.uk (Excessively Parallel)
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Transform benchmark on machine labvista.dcs.warwick.ac.uk (Excessively Parallel)

Dataset Hot Spot Predicted | Measured time Percentage Error
(power of 2) (seconds) (seconds) (%)
21 2.245 1.983 13.21
22 4.484 3935 14.01
23 8.960 7869 13.86
24 17.912 15,694 14.13
25 35.815 31.310 14.39
16 T1.623 62,6593 14.24
27 143,240 125,275 14.34
28 286.471 250,526 14.35

Table 7 shows the percentage error % of the predicted time against the actual running time on
mscs.des.warwick.ac.uk (Excessively Parallel)
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The Excessively Parallel benchmark illustrates a different relationship to the Fast Fourier
Transform benchmarks. This is mainly the case with the variation of the percentage errors
even across different computational environments. By observing the graphical
representation of the results (graph 4, 5, 6) it could be seen the relationship between the
measured execution time and the predicted execution time collected at machine
budweiser.dcs.warwick.ac.uk is more inconsistent in comparison with timings collected
at machine labvista.dcs.warwick.ac.uk and mscs.dcs.warwick.ac.uk. This difference is
clearly due to hardware configuration as the former machine has a different processing
unit and has been installed with a different operating system to the latter two machines.
Also since labvista.dcs.warwick.ac.uk and mscs.dcs.warwick.ac.uk offer a more efficient
computational environment, to carry out experiments on small datasets would have given
unrepresentative results and hence notably only larger datasets are examined with these
two machines. Focusing on the latter two machines the percentage errors shown on table

5 and 6 are relatively small and consistent and this suggests a proportionality relationship
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in between the uncertainty and the length of the execution time. In the experiments on
labvista.dcs.warwick.ac.uk, a general percentage error of around 2 to 5% shown on table
5 also suggests the methodology that has incorporated the optimisation by Hot Spot

technology is acceptable.

6.3 Other Benchmarks

To ensure the observations made are fair and accurate, other benchmarks within the Java
Grande Benchmarks Suites have also been taken into consideration. These benchmarks
operate across a collection of machines and this collection can be referred as cluster,
which has also been the forefront topology for high performance computing and there
experiments could suggest vital information for high performance Grid systems. These

benchmarks are briefly described below:

= Sparse Matrix Multiplication (SMM) - This uses an unstructured sparse matrix
stored in compressed-row format with a prescribed sparsity structure. This kernel
exercises indirection addressing and non-regular memory references. A N x N

sparse matrix is used for 200 iterations.

= IDEA encryption algorithm benchmarks (Crypt) - Crypt performs IDEA
(International Data Encryption Algorithm) encryption and decryption on an array

of N bytes. Performance units are bytes per second. Bit/byte operation intensive.

[22]
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Chapter 7
Conclusion

This chapter summarises the objective, specification and methodologies
imposed in this project and evaluates the success, limitation and the
Sfuture direction of this work.

7.1 Summary

With the emergence of grid computing, being able to intelligently allocate resource on a
grid system to high performance computational application has been the key issue in high
performance computing. To make resource allocations and high-level scheduling
possible, management systems must be able to obtain characterisation information of
these applications and this information must be supplied efficiently and with fair
accuracy. One domain of the characterisation is the predicted application’s execution

time and as Java has become a popular programming medium.

This report has illustrated and discussed techniques of supplying predicted execution time
by monitoring of Java bytecodes and also has documented the developmental stages of
implementing this technique.

To conclude this report, the following is a summary of the developmental stages.

Through these developmental stages the following two methodologies were considered:

= Timing analysis of Java bytecodes

= Method prediction on Java Programs

The following is an overview of the methodology used for the Timing analysis of Java

bytecodes:

1. Extracts individual bytecodes from programs
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2. Collect the running time of repetitions of an individual bytecode, hence finding
the average running time of a single bytecode.
3. Accumulate averages of all bytecodes to calculate the average predictive running

time of the program

To efficiently implement this system, a systematic component-based framework has been
developed, namely the Bytecode Prediction Template. It primarily consists of the

following components:

= Initialisation bytecode sequence

= Preparation bytecode sequence

= Native method sequence (start time)
= Measuring bytecode sequence

= Native method sequence (end time)

= Evaluation bytecode sequence
Such a component-based template allows the benchmark process to be clearly described
and it also means that further refinement is a lot more convenient. To utilise this template
efficiently a collection of toolkits written in Perl has been developed. These toolkits has
been explained in detail at the first design and implementation chapter. A Java
Bubblesort algorithm kernel has been used to experiment the accuracy of this
methodology.

The preliminary results show that...

The timing predicted by the first design and implementation did not exactly match

the time measured from the BubbleSort.java 's performance critical section.

Observation suggested:

= Bytecode latency from invoking native method (calling C library).
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= Speed difference between invoking same bytecodes that retrieve and assign values
onto different variable.

= Effects of Just-in-Time compilation and Java Hot-Spot Optimisation.
Through the further development and understanding of Java optimisation a new
methodology has developed which also utilises the Bytecode Prediction Template.
This new methodology employs a new bytecode unit called Sequential Bytecode Block

(SBB) which can be defined as:

= Sequences of bytecodes that do not contain any conditional branch instruction or

method invocation bytecodes.

= The size of each blocks is limited the size of a method permitted by the JVM

specification.

Another collection of toolkits which is explained in the report have been developed to

incorporate the functionalities of the Bytecode Prediction Template and SBB.

By monitoring the Bubblesort kernel characterisation SBBs, new observations were made

and they were

= Depending on JVM and the resource the environment has, optimisation takes

place at a specific iteration...

= Although individual benchmark session should be within a static resource, in

reality resources such as CPU, memory changes at real time dynamically...

= Due to the ever-changing resource environment, fluctuations occur.

These observations have suggested the following modified hypothesis and formulation to

cater these fluctuation and uncertainty:
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To minimise this fluctuation error, it has been to decided to exclude the xth iteration
of which the running time is greater than 1x standard deviation of the average

running time of one iteration.

To ensure this hypothesis is accurate and fair, several benchmarks from the Java Grande
Benchmark Suite were experimented and notably the following two benchmarks have

been studied in detail:

= NAS Excessively Parallel benchmark (EP)
= 3-D Fast Fourier Transform (FFT)

Results by incorporating the new hypothesis are encouraging, although the relationship
between the predicted and measured execution time varied across different computational
environments (three different hardware-configured machines were used in this
experiment), when the timings were tabulated onto some scalability graphs, the general
curvature of the results suggests uncertainties due to fluctuation and hardware overhead
were minimised and that the general percentage error between the predicted and the
measured execution times is a lot lower than 30% and in some cases this error has been
minimised to less than 1%. These results confirm with sufficient confidence that a
suitable bytecode monitoring technique has been devised for distributed Java
applications within dynamic heterogeneous environments for the current release of

Java Virtual Machine and Java Hot Spot optimisation technology.
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7.2 Limitation and Future Improvement

The following points detail the limitation of the Java bytecode monitor specified and
described in this report. It should be noted that these points were not attended throughout
the duration of project period due to the limit of time availability, technical knowledge

and resources availability.

= Effects of Just-In-Time compilation — the main issue of characterising Java
methods into sequential bytecode blocks is that it takes bytecode block out of the role
of Just-In-Time (JIT) compilation, as the granularity of this technology is at least at
the method level. This means inaccuracy might occur if JIT was utilised during the
execution of any high performance Java application. This technology also encourages
method in-lining (this is also the case with Hot Spot compilation), this leads the
individual methods being effectively “merged” together and the course of this process
may result in some SBB being removed and the characterisation model in this case

will not bear the true characterisation.

= Automate the modification of prediction template for all Java bytecodes — due to
the time availability the implementation to automate the insertion measuring bytecode
sequence into the template file was not possible. This means that even though the
theoretical base of this monitor is correct, in practice to enable the toolkit to work on
real life high performance applications such as ones used in an e-business or an e-
science environment will still not be ideal as these applications are relatively much
larger and their characterisations will contain a lot more sequential bytecode blocks
than the benchmarks of which this project’s bytecode monitor is tested on. To
manually implementing each SBB onto the template files is not an efficient procedure
for carrying bytecode prediction in a PACE environment, as predictive data should be

available as quickly as possible.

= Continuous development in Java Optimisation — although the implemented

bytecode monitor caters the Hot Spot technology, it is static in terms of other
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optimisation such as with Just-In-Time compilation and this is due to the fact that
these optimisation techniques and environments change very regularly. Such as the
condition of Hot Spot detection and the heuristic for in lining are all subject to change
and re-evaluation. For this characterisation needs to be a lot more dynamic and
generically defined as with constant updating with virtual machines version means
dramatic change in the mechanics of their optimisation and this can severely affect
the accuracy of predicting application running time via bytecode monitors. Moreover

these changes might focus a lot at a higher level granularity, mainly method level

7.3 Future Direction

As the results of these limitations, further research is highly recommended and areas of

further work include:

= Semantic definition - The theory of meta-programming suggests a more dynamic
approach is needed at the middleware level. A more semantically as well as
syntactically defined intermediary /definition language can be evolved at this
middleware level for high performance applications, especially in the
performance-prediction domain. The motivation behind this idea came about from
the area of Workflow management and its language for Workflow process
definition. By evolving a middleware language focusing on a performance
prediction domain, we can organise prediction entities in a more precise and
meaningful way at a conceptual level, eg. the notions of subtasks and transactions
can be defined as semantic entities but as the same time being able to be utilised
at conceptual levels for more investigative work. Furthermore the introduction of
a semantic implementation of such a language meant that future prediction work
could be included with other metrics that relate to quality of services or workflow
management, for example. This will not only allow a much more convenient way
of designing and developing performance toolkit, but will also reinforce the ethos

of GRID computing.
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Automation and accuracy - By refining the method of ARM (Application
Response Measurement), the notion of a transaction mapping can be made more
dynamic, and have the functionality of not just benchmarking sequential code but
also of benchmarking multiples of applications based on other important metrics
such as quality of service and workflow algorithms. Furthermore, if accuracy and
automation can be enforced, then there is potentially a chance to look at the speed

and transparency of prediction.
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