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Ranker evaluation is central to the research into search engines, be it to compare rankers or to provide feedback for learning to
rank. Traditional evaluation approaches do not scale well because they require explicit relevance judgments of document-query
pairs, which are expensive to obtain. A promising alternative is the use of interleaved comparison methods, which compare
rankers using click data obtained when interleaving their rankings.

In this article, we propose a framework for analyzing interleaved comparison methods. An interleaved comparison method
has fidelity if the expected outcome of ranker comparisons properly corresponds to the true relevance of the ranked documents.
It is sound if its estimates of that expected outcome are unbiased and consistent. It is efficient if those estimates are accurate
with only little data.

We analyze existing interleaved comparison methods and find that, while sound, none meet our criteria for fidelity. We
propose a probabilistic interleave method, which is sound and has fidelity. We show empirically that, by marginalizing out
variables that are known, it is more efficient than existing interleaved comparison methods. Using importance sampling we
derive a sound extension that is able to reuse historical data collected in previous comparisons of other ranker pairs.
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1. INTRODUCTION

Evaluating the effectiveness of search result rankings is a central problem in the field of information
retrieval (IR). Traditionally, evaluation using a TREC-like setting requires expert annotators to manu-
ally provide relevance judgments, i.e., to annotate whether or in how far a document is considered
relevant for a given query [Voorhees and Harman 2005]. Interleaved comparison methods [Chapelle
et al. 2012; Hofmann et al. 2011; Radlinski and Craswell 2010; Radlinski et al. 2008b], which com-
pare rankers using naturally occurring user interactions such as clicks, are quickly gaining interest
as a complement to TREC-style evaluations. Compared to evaluations based on manual relevance
judgments, interleaved comparison methods rely only on data that can be collected cheaply and
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of probabilistic interleaving under live comparisons and probabilistic interleaving with importance sampling under historical
data. We also add detailed experimental evaluations of interleaved comparisons under historical data and various levels of
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unobtrusively. Furthermore, since this data is based on the behavior of real users, it more accurately
reflects how well their actual information needs are met.

Previous work demonstrated that two rankers can be successfully compared using click data in
practice [Chapelle et al. 2012]. However, the field is largely lacking theoretical foundations for
defining and analyzing properties of interleaved comparison methods. In this article, we propose to
characterize these methods in terms of fidelity, soundness, and efficiency. An interleaved comparison
method has fidelity if it measures the right quantity, i.e., if the outcome of each ranker comparison
is defined such that the expected outcome properly corresponds to the true relevance of the ranked
documents. It is sound if the estimates it computes of that expected outcome have two desirable
statistical properties: namely they are unbiased and consistent. It is efficient if the accuracy of those
estimates improves quickly as more comparisons are added.

We use the proposed framework to analyze several existing interleaved comparison methods:
balanced interleave (BI) [Joachims 2003], team draft (TD) [Radlinski et al. 2008b], and document
constraints (DC) [He et al. 2009]. We find that, although sound, none of these methods meet our
criteria for fidelity. To overcome this limitation, we propose a new interleaved comparison method,
probabilistic interleave (PI), and show that it is sound and has fidelity.

However, because the probabilistic approach can introduce more noise than existing interleaving
methods, PI in its most naive form can be inefficient. Therefore, we derive an extension to PI that
exploits the insight that probability distributions are known for some of the variables in the graphical
model that describes its interleaving process. This allows us to derive a variant of PI whose estimator
marginalizes out these known variables, instead of relying on noisy samples of them. We prove that
the resulting estimator preserves fidelity and soundness.

We also derive a second extension to PI that broadens the applicability of interleaved comparison
methods by enabling them to reuse previously observed, historical, interaction data. Current inter-
leaved comparison methods are limited to settings with access to live data, i.e., where data is gathered
during the evaluation itself. Without the ability to estimate comparison outcomes using historical
data, the practical utility of interleaved comparison methods is limited. If all comparisons are done
with live data, then applications such as learning to rank [Hofmann et al. 2013], which perform many
comparisons, need prohibitive amounts of data. Since interleaving result lists may affect the users’
experience of a search engine, the collection of live data is complicated by the need to first control
the quality of the compared rankers using alternative evaluation setups. Unlike existing methods, the
probabilistic nature of PI enables the use of importance sampling to properly incorporate historical
data. Consequently, as we show, fidelity and soundness are maintained.

We evaluate previously proposed interleaved comparison methods and our PI method using
experimental framework that simulates user interactions based on annotated learning to rank data
sets and click models. First, we empirically validate the results of our theoretical analysis of fidelity
and soundness. Then, we empirically evaluate the efficiency of our PI method and compare it to
existing methods. The results show that PI with marginalization is more efficient than all existing
interleaved comparison methods in the live data setting. When using only historical data, the results
show that only PI can accurately distinguish between rankers.

This article makes the following contributions:

— A framework for analyzing interleaved comparison methods in terms of fidelity, soundness, and
efficiency;

— A new interleaved comparison method, PI, that exhibits fidelity and soundness;

— A method that increases the efficiency of PI using marginalization, as well as a proof that this
extension preserves fidelity and soundness;

— A method for applying PI to historical interaction data, as well as a proof that this extension
preserves fidelity and soundness;

— An empirical validation of the theoretical results on the fidelity and soundness of interleaved
comparison methods;
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— A detailed experimental comparison of all interleaved comparison methods under live data and with
perfect and noisy user feedback, demonstrating that PI with marginalization can infer interleaved
comparison outcomes significantly more efficiently than existing methods; and

— A first experimental evaluation of interleaved comparison methods using historical data, showing
that PI makes data reuse possible and effective.

Taken together, these contributions make interleaved comparisons a feasible option for large-scale
evaluation and learning to rank settings.

This article is organized as follows. We present related work in §2 and background in §3. We detail
our criteria for analyzing interleaved comparison methods and analyze existing methods in §4. In §5
we detail our proposed method, PI, and two extensions to make PI more efficient (marginalization
and historical data reuse). Our experimental setup is presented in §6. We detail and discuss our results
in §7 and conclude in §8.

2. RELATED WORK

In this section, we first discuss IR literature that is related to the use of clicks for IR evaluation
in general, and interleaved comparison methods in particular (§2.1). We then give an overview of
off-policy evaluation approaches, which allow historical data reuse in reinforcement learning (§2.2).

2.1. Click-based evaluation in IR

Click data is a promising source of information for IR systems as it can be collected practically for
free, is abundant in frequently-used search applications, and (to some degree) reflects user behavior
and preferences. Naturally, then, there are ongoing efforts to incorporate click data in retrieval
algorithms, e.g., for pseudo-relevance feedback [Jung et al. 2007], and in learning to rank or re-rank
[Ji et al. 2009; Joachims 2002].

Using click data to evaluate retrieval systems has long been a promising alternative or complement
to expensive explicit judgments (also called editorial data). However, the reliability of click-based
evaluation has been found to be problematic. Jung et al. [2007] found that click data does contain
useful information, but that variance is high. They propose aggregating clicks over search sessions
and show that focusing on clicks towards the end of sessions can improve relevance predictions.
Similarly, Scholer et al. [2008] found that click behavior varies substantially across users and topics,
and that click data is too noisy to serve as a measure of absolute relevance. Fox et al. [2005] found
that combining several implicit indicators can improve accuracy, though it remains well below that
of explicit feedback. In particular, evaluation methods that interpret clicks as absolute relevance
judgments in more broadly used settings such as literature search, web search, or search on Wikipedia,
were found to be rather unreliable, due to large differences in click behavior between users and search
topics [Kamps et al. 2009; Radlinski et al. 2008b].

Nonetheless, in some applications, click data has proven reliable. In searches of expert users who
are familiar with the search system and document collection, clicks can be as reliable as purchase
decisions [Hofmann et al. 2010; Zhang and Kamps 2010]. Methods for optimizing the click-through
rates in ad placement [Langford et al. 2008] and for diversifying web search results for frequent
queries [Radlinski et al. 2008a] have also learned effectively from click data.

Methods that use implicit feedback to infer the relevance of specific document-query pairs have
also proven effective. Shen et al. [2005] show that integrating click-through information for query-
document pairs into a content-based retrieval system can improve retrieval performance substantially.
Agichtein et al. [2006] demonstrate dramatic performance improvements by re-ranking search results
based on a combination of implicit feedback sources, including click-based and link-based features.

The quickly growing area of click modeling develops and investigates models of users’ click
behavior [Chapelle and Zhang 2009; Dupret and Liao 2010; Dupret et al. 2007]. These models are
trained per query to predict clicks and/or relevance of documents that have not been presented to
users at a particular rank, or that have not been presented at all for the given query. An advantage of
click models is that they directly model absolute relevance grades of individual documents. However,
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it is not yet clear to what degree click models can complement or replace editorial judgments for
evaluation. Extensions of click models combine inferred relevance with editorial judgments. These
extensions have been found to effectively leverage click data to allow more accurate evaluations
with relatively few explicit judgments [Carterette and Jones 2008; Ozertem et al. 2011]. Recently
developed evaluation metrics that incorporate insights gained from click models [Chapelle et al. 2009;
Moffat and Zobel 2008] provide new possibilities for combining click data and editorial judgments,
further bridging the gap between click-based and traditional retrieval evaluation. The click models
mentioned above can be reused to some degree but, unlike our method, do not generalize across
queries.

Since implicit feedback varies so much across queries, it is difficult to use it to learn models
that generalize across queries. To address this problem, so-called interleaved comparison methods
have been developed that use implicit feedback, not to infer absolute judgments, but to compare
two rankers by observing clicks on an interleaved result list [Radlinski et al. 2008b]. They work by
combining pairs of document rankings into interleaved document lists, which are then presented to
the user, instead of the original lists. User clicks on the interleaved list are observed and projected
back to the original lists to infer which list would be preferred by users. Repeating this interleaving
over many queries leads to reliable comparisons [Chapelle et al. 2012; Radlinski and Craswell 2010].
The existing interleaved comparison methods are introduced in detail in the next section (§3).

In addition to the interleaved comparison approaches detailed below, alternative methods for
interpreting user actions have been investigated as a means of improving the efficiency of interleaved
comparison methods [Chapelle et al. 2012; Radlinski and Craswell 2010; Yue et al. 2010]. Most
recently, Radlinski and Craswell [2013] build on ideas from the conference version of this article
[Hofmann et al. 2011] and propose to formulate interleaving as an optimization problem that is
solved to obtain the interleaved lists that maximize the expected information gain from user clicks.
Also related is work on bias in user clicks. While most work on interleaved comparison methods
makes simplifying assumptions about users’ click behavior and the factors that may affect users’
click decisions, initial work on relaxing these assumptions is found in [Hofmann et al. 2012a]. This
direction of research is complementary to this article.

2.2. Off-policy evaluation

The problem of estimating interleaved comparison outcomes using historical data is closely related
to the problem of off-policy evaluation [Sutton and Barto 1998] in reinforcement learning (RL), a
branch of machine learning in which agents learn from interactions with an environment by taking
actions and receiving rewards [Sutton and Barto 1998]. Solving RL problems requires being able to
evaluate a policy that specifies what actions the agent should take in each context. The challenge
in off-policy evaluation is to use data gathered with one policy to evaluate another one. Doing so is
difficult because the two policies may specify different actions for a given context.

Algorithms for off-policy evaluation have been developed for tasks similar to IR, namely news
recommendation [Dudik et al. 2011; Li et al. 2011] and ad placement [Langford et al. 2008; Strehl
et al. 2010]. In both settings, the goal is to evaluate the policy of an agent (recommendation engine,
or ad selector) that is presented with a context (e.g., a user profile, or website for which an ad is
sought), and selects from a set of available actions (news stories, ads). Off-policy learning in this
context is hard because the data is sparse, i.e., not all possible actions were observed in all possible
contexts. Solutions to this problem are based on randomization during data collection [Li et al. 2011],
approximations for cases where exploration is non-random [Langford et al. 2008; Strehl et al. 2010],
and combining biased and high-variance estimators to obtain more robust results [Dudik et al. 2011].

Though sparse data is also a problem in IR, existing solutions to off-policy evaluation are not
directly applicable. These methods assume reward can be directly observed (e.g., in the form of
clicks on ads). Since clicks are too noisy to be treated as absolute reward in IR [Kamps et al. 2009;
Radlinski et al. 2008b], only relative feedback can be inferred. In §5.3, we consider how to reuse
historical data for interleaved comparison methods that work with implicit, relative feedback.
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However, one tool employed by existing off-policy methods that is applicable to our setting is a
statistical technique called importance sampling [MacKay 1998; Precup et al. 2000]. Importance
sampling can be used to estimate the expected value E7[f(X)] under a farget distribution Py when
data was collected under a different source distribution Ps. The importance sampling estimator is:

Pr(x;)

Erlf(0)]~ =3 ) pEs. m

where f is a function of X, and the x; are samples of X collected under Ps. These are then
reweighted according to the ratio of their probability of occurring under Pr and Ps. This estimator
can be proven to be statistically sound (i.e., unbiased and consistent, cf., Definition 4.3 in §4) as long
as the source distribution is non-zero at all points at which the target distribution is non-zero [MacKay
1998].

Importance sampling can be more or less efficient than using the target distribution directly,
depending on how well the source distribution focuses on regions important for estimating the
target value. In §5.3, we use importance sampling to derive an unbiased and consistent estimator of
interleaved comparison outcomes using historical data.

3. BACKGROUND

In this section, we introduce the three existing interleaved comparison methods. All three methods are
designed to compare pairs of rankers (11 (¢q), 12(¢)). Rankers are deterministic functions that, given a
query ¢, produce a ranked list of documents d.! Given 1; and l,, interleaved comparison methods
produce outcomes o € {—1,0, 1} that indicate whether the quality of 1; is judged to be lower, equal
to, or higher than that of 15, respectively. For reliable comparisons, these methods are typically
applied over a large number of queries and the individual outcomes are aggregated. However, in this
section we focus on how interleaved comparison methods compute individual outcomes. Table I
gives an overview of the notation used in this section and the remainder of the article.

Table I. Notation used throughout this article. Uppercase letters indicate random variables and
lowercase letters indicate the values they take on. Letters in bold designate vectors.

Symbol  Description

q query

d document

1 document result list, possibly created by interleaving (special cases are 1; and 12, which are
generated by two competing rankers for a given query)

r rank of a document in a document list

a assignment, a vector of length len(1) where each element a[r] € {1, 2} indicates whether

the document at rank 7 of an interleaved document result list 1, 1[r] was contributed by 1; or
12 (or by softmax functions s(11) or s(l2), respectively)

c a vector of user clicks observed on a document result list 1
s(1) softmax function over a given list, cf., §5.1, Eq. 3
o € {—1,0,+1}, outcome of an interleaved comparison

The balanced interleave (BI) method [Joachims 2003] generates an interleaved result list 1 as
follows (see Algorithm 1, lines 3—12). First, one of the result lists is randomly selected as the starting
list and its first document is placed at the top of 1. Then, the non-starting list contributes its highest-
ranked document that is not already part of the list. These steps repeat until all documents have been
added to 1, or until it has the desired length. Next, the constructed interleaved list 1 is displayed to the
user, and the user’s clicks on result documents are recorded. The clicks c that are observed are then
attributed to each list as follows (lines 13—17). For each original list, the rank of the lowest-ranked
document that received a click is determined, and the minimum of these values is denoted as k. Then,

LIf it is clear from the context which ¢ is referred to, we simplify our notation to 1; and 1.
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ALGORITHM 1: Balanced Interleaving, following [Chapelle et al. 2012].

1: Input: 1, 1>

2 1=[Ji1 = 042 = 0

3: first.1 = random_bit()

4: while (i1 < len(11)) A (i2 < len(l2)) do

5. if (i1 < d2) V (i1 == i2) A (first_1 == 1)) then
6.

7

8

if 11[i1] Q 1 then
append(1, 11 [i1])

: i1 =11+ 1
9: else
10: if 1> [lz] Q 1 then
11: append(l,12[iz2])
12: 79 =12+ 1

// present r to user and observe clicks c, then infer outcome (if at least one click was observed)
13: dymas = lowest-ranked clicked document in 1
14: k= min{j : (dmaz = 11[j]) V (dmaz = L2[5])}
15: ¢1 = len {i: c[i] = true A1[i] € l1[1..k]}
16: c2 = len {i : c[i] = true A1[4] € 12[1..k]}
17: return —1ifc; > coelse Lif 1 < co else 0

ALGORITHM 2: Team Draft Interleaving, following [Chapelle et al. 2012].

1: Input: 1, 1,
2 1= [ra= |
3: while (Ji: L[] ¢ )V @i : L[i] 1) do
if count(a, 1) < count(a,2) V (rand_bit() == 1) then
k=min{i:1[i] €1
append(l, 11 [k])
append(a, 1)
else
k=min{i:1[{] £1}
append(l, 12[k])
append(a, 2)
// present 1 to user and observe clicks c, then infer outcome
12: ¢ =len {i: c[i] = true A ai] == 1}
13: ¢ =len{i: c[i] = true A ali] == 2}
14: return —1ifc; > coelse lif 1 < cp else 0

R e A

[EE—
—_ O

the clicked documents ranked at or above k are counted for each original list. The list with more
clicks in its top k is deemed superior. The lists tie if they obtain the same number of clicks.

The alternative feam draft (TD) method [Radlinski et al. 2008b] creates an interleaved list following
the model of “team captains” selecting their team from a set of players (see Algorithm 2). For each
pair of documents to be placed on the interleaved list, a coin flip determines which list gets to select
a document first (line 4). It then contributes its highest-ranked document that is not yet part of the
interleaved list. The method also records which list contributed which document in an assignment
a (lines 7, 11). To compare the lists, only clicks on documents that were contributed by each list
(as recorded in the assignment) are counted towards that list (lines 12—14), which ensures that each
list has an equal chance of being assigned clicks. Again, the list that obtains more clicks wins the
comparison. Recent work demonstrates that the team draft method can reliably identify the better of
two rankers in practice [Chapelle et al. 2012; Radlinski and Craswell 2010].

Neither the balanced interleave nor the team draft method takes relations between documents
explicitly into account. To address this, He et al. [2009] propose an approach that we refer to as the
document constraint method (see Algorithm 3). Result lists are interleaved and clicks observed as for
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ALGORITHM 3: Interleaving with Document Constraints, following [He et al. 2009].

1: Input: 1;, I»

21=[;i1=0ii =0

3: first_1 = random_bit()

4: while (i1 < len(11)) A (i2 < len(l2)) do

5: if (i1 < i2) V ((i1 == i2) A (first_.1 == 1)) then
6 if ll[il] Q 1 then

7 append(l, 11 [i1])

8

=141+ 1
9: else
10: if 1> [22] Q 1 then
11: append(l,12[iz2])
12: 79 =12+ 1
// present 1 to user and observe clicks c, then infer outcome
13: v1 = violated(l, c,11) // count constraints inferred from 1 and c that are violated by 1,
14: vo = violated(l, c,12) // count constraints inferred from 1 and c that are violated by 12

15: return —1if v1 < vo else 1if v1 > v2 else 0

the balanced interleave method (lines 3—12). Then, following [Joachims 2002], the method infers
constraints on pairs of individual documents, based on their clicks and ranks. Two types of constraints
are defined: (1) for each pair of a clicked document and a higher-ranked non-clicked document,
a constraint is inferred that requires the former to be ranked higher than the latter; (2) a clicked
document is inferred to be preferred over the next unclicked document.? The method compares the
inferred constraints to the original result lists and counts how many constraints are violated by each.
The list that violates fewer constraints is deemed superior. Though more computationally expensive,
this method proved more reliable than either balanced interleave or team draft on synthetic data [He
et al. 2009].

4. ANALYSIS

We analyze interleaved comparison methods using a probabilistic framework, and three criteria —
fidelity, soundness, and efficiency — that are formulated on the basis of this framework. In this section,
we first introduce our probabilistic framework and show how it relates to existing interleaved com-
parison methods (§4.1). Next, we formally define our criteria for analyzing interleaved comparison
methods (§4.2). Finally, we use these criteria to analyze the existing interleaved comparison methods
(84.3-84.5).

4.1. Framework

The framework we propose in this section is designed to allow systematic assessment of interleaved
comparison methods. In our framework, interleaved comparison methods are described probabilisti-
cally using graphical models, as shown in Figure 1. These models specify how a retrieval system
interacts with users and how observations from such interactions are used to compare rankers. Gener-
ally, an interleaved comparison method is completely specified by the components shown in gray, in
the “system” part of the model. Figure 1(a)) shows one variant of the model, used for BI and DC,
and Figure 1(b) shows another, used for TD and PI. (PI is introduced in §5.)

Both variants include the four random variables ), L, C, and O. The interaction begins when the
user submits a query ¢ ~ P(Q) to the system. We assume that P(Q), though unknown to the system,
is static and independent of its actions. Based on ¢, a result list 1 ~ P(L) is generated and presented

2Variants of this method can be derived by using only the constraints of type (1), or by using an alternative constraint (2)
where only unclicked documents are considered that are ranked immediately below the clicked document. In preliminary
experiments, we evaluated all three variants and found the one using constraints (1) and (2) as stated above to be the most
reliable. Note that only constraints of type (1) were used in earlier work, reported on in [Hofmann et al. 2011, 2012b].
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user system user

system

(a) Graphical model for BI and DC (b) Graphical model for TD and PI

Fig. 1. Probabilistic model for comparing rankers (a) using BI and DC, and (b) using TD and PI. Conditional probability
tables are known only for variables in gray.

to the user. Because we deal with interleaving methods, we assume that 1 is an interleaved list that
combines documents obtained from the two (deterministic) rankers 1; (¢) and l5(¢). Thus, given g,
an interleaving method completely defines P(L) (e.g., Algorithm 1, lines 1-12). The interleaved list
L is returned to the user, who examines it and clicks on documents that may be relevant for the given
g, resulting in an observation ¢ ~ P(C) that is returned to the system. The system then uses c, and
possibly additional information, to infer a comparison outcome o ~ P(O). O, which is specified by
the comparison step of the method (e.g., Algorithm 1, lines 13—15), is a deterministic function of the
other variables but is modeled as a random variable to simplify our analysis.

The optional components defined in the model are the dependencies of O on @ and L for BI
and DC (cf., Figure 1(a)), and the assignments A for TD and PI (cf., Figure 1(b)). As shown in
Algorithms 1 and 3, BI and DC compute outcomes using the observed c, 1, and ¢ (specifically, the 1;
and 1, generated for that ¢). In contrast, the comparison function of TD (and of PI, as we will see in
85) does not require 1 and ¢, but rather uses assignments a ~ P(A) that indicate to which original
ranking function the documents in 1 are assigned (cf., Algorithm 2).

The random variables in the model have the following sample spaces. For @), it is the (possibly
infinite) universe of queries, e.g., ¢ = ‘facebook’. For L it is all permutations of documents, e.g.,
1 = [dy,ds, ds, d4]. For C it is all possible click vectors, such that c[é] is a binary value that indicates
whether the document 1[¢] was clicked, e.g., ¢ = [1, 0, 0, 0]. For A it is all possible assignment vectors,
such that a[i] is a binary value that indicates which ranker contributed 1[7] , e.g., a = [1,2, 1, 2].

Within this framework, we are particularly interested in the sign of the expected outcome E[O)].
However, E[O] cannot be determined directly because it depends on the unknown @) and C. Instead,

it is estimated from sample data, using an estimator E[O]. The sign of E[O] is then interpreted as
follows. An E[O] < 0 corresponds to inferring a preference for ranker 1;, E[O] = 0 is interpreted as
atie, and F[O] > 0 is interpreted as a preference for ranker 1.

The simplest estimator of an expected value is the mean computed from a sample of i.i.d. observa-

tions of that value. Thus, the expected outcome can be estimated by the mean of observed outcomes
E O] = % >0 0i. Previous work did not formulate estimated interleaved comparison outcomes in
terms of a probabilistic framework as done here. However, we show below that a commonly used
previous estimator is equivalent to the sample mean. In [Chapelle et al. 2012] the following estimator

is formulated:
‘ B wins(ly) + Sties(ly2)
wins — wzn3(12) + wzns(h) + ti€5(11,2)

- 0.5. 2)

Here, wins(l;) denotes the number of samples for which 1; won the comparison, and ties(-) denotes
the number of samples for which the two competing rankers tied. The following theorem states that
this estimator is equal to the rescaled sampled mean.
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THEOREM 4.1. The estimator in Eq. 2 is equal to two times the sample mean.
PROOF. See Appendix A. O

Clearly, this theorem implies that Eq. 2 always has the same sign as the sample mean, and thus the
same preferences will be inferred.

As described in §2, alternative estimators have been proposed and investigated in [Chapelle et al.
2012; Radlinski and Craswell 2010; Yue et al. 2010]. Typically, these alternatives are designed to
converge faster at the expense of obtaining biased estimates. This introduces a bias-variance trade-off;
a formal analysis of these is beyond the scope of this article.

4.2. Definitions of Fidelity, Soundness, and Efficiency

Based on the probabilistic framework introduced in the previous subsection, we define our criteria for
analyzing interleaved comparison methods: fidelity, soundness, and efficiency. These criteria reflect
what interleaved comparison outcomes measure, whether an estimator of that outcome is statistically
sound, and how efficiently it uses data samples. These assessment criteria are not intended to be
complete, but are considered minimal requirements. Nevertheless, they enable a more systematic
analysis of interleaved comparison methods than was previously attempted.

Our first criterion, fidelity, concerns whether the interleaved comparison method measures the
right quantity, i.e., if E[O|q] properly corresponds to the true quality difference between 1; and 15 in
terms of how they rank relevant documents for a given g. Our definition uses the following concepts:

— random_clicks indicates that, for a given query, clicks are uniformly random, i.e., all documents
at all ranks are equally likely to be clicked:

random_clicks(q) < Vd; ; € 1, P(c[r(d;,1)]|q) = P(c[r(d;,D)]lq),

where r(d;, 1) is the rank of a given document d; in result list 1 and P(c[r(d;,1)]|q) is the probability
of a click at the rank at which document d; is displayed.

— correlated_clicks(q) indicates positive correlation between clicks and document relevance:
correlated_clicks(q) < Vr € ranks(1), P(c[r]|rel(1[r], q)) > P(c[r]|-rel(1[r], q)),

where 7 is a rank in the interleaved list 1, P(c[r]|rel(1[r], q) is the probability of a click at r given
that the document at 7 is relevant for the query. This means that, for a given query and at equal
ranks, a relevant document is more likely to be clicked than a non-relevant one.

— pareto_dominates indicates that ranker 1; pareto dominates 1, for query q:
pareto_dominates(ly, s, q) &
vd € rel(l; Uly),r(d,11) > r(d,1o) A3d € rel(l; Uly),r(d,1y) > r(d,1s).

Here, rel(-) denotes the set of relevant documents in a given document set, and r(d, 1;) denotes the
rank of document d according to ranker 1;. Thus, one ranker Pareto dominates another in terms of
how it ranks relevant documents if and only if it ranks all relevant documents at least as high as,
and at least one relevant document higher than, the other ranker.

Definition 4.2 (Fidelity). An interleaved comparison method exhibits fidelity if,

(1) under random clicks, the rankers tie in expectation over clicks, i.e.,
Vq(random_clicks(q) = E[O|q] = 0),
(2) under correlated clicks, ranker 15 is preferred if it Pareto dominates 1;:
Vq(pareto_dominates(lz,11,q) = E[Olq] > 0).

We formulate fidelity in terms of the expected outcome for a given g because, in practice, a ranking
function can be preferred for some rankers and not for others. We consider the expectation over some
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population of queries in our definition of soundness below. In addition, we formulate condition (2) in
terms of detecting a preference for ls. This is without loss of generality, as switching 1; and 15 results
in a sign change of E[O|q].

The first condition of our definition of fidelity has been previously proposed in [Radlinski et al.
2008b] and [Chapelle et al. 2012], and was used to analyze BI. A method that violates (1) is
problematic because noise in click feedback can affect the outcome inferred by such a method.
However, this condition is not sufficient for assessing interleaved comparison methods because
a method that picks a preferred ranker at random would satisfy it, but cannot effectively infer
preferences between rankers.

We add the second condition to require that an interleaved comparison method prefers a ranker that
ranks relevant documents higher than its competitor. A method that violates (2) is problematic because
it may fail to detect quality differences between rankers. This condition includes the assumption
that clicks are positively correlated with relevance and rank. This assumption, which is implicit in
previous definitions of interleaved comparison methods, is a minimal requirement for using clicks
for evaluation.

Our definition of fidelity is stated in terms of binary relevance, as opposed to graded relevance,
because requirements about how ranks of documents with different relevance grades should be
weighted depend on the context in which an IR system is used (e.g., is a ranking with one highly
relevant document better than one with three moderately relevant documents?). In addition, our
definition imposes no preferences on rankings for which none dominates the other (e.g., one ranking
placed relevant documents at ranks 1 and 7, the other places the same documents at ranks 3 and
4—which is better again depends on the search setting).

Because it is based on Pareto dominance, the second condition of our definition imposes only a
partial ordering on ranked lists. This does not mean that interleaved comparison methods cannot
infer preferences in cases where neither ranker dominates the other. It only requires that the correct
direction of preference is detected when we know what that correct direction should be. This partial
ordering is stronger than the explicit requirements posed in previous work, with a minimal set of
additional assumptions. Note that in past and present experimental evaluations, stronger assumptions
are implicitly made by using NDCG as a performance measure. Evaluation against NDCG differences
implies that Pareto dominant rankers are preferred and also makes assumptions on how changes at
different ranks and for documents of different relevance grades should be traded off. We address this
relationship between our assumptions and NDCG in more detail at the end of §7.2.

In contrast to fidelity, which focused on outcomes for individual observations, our second criterion
focuses on the characteristics of interleaved comparison methods when estimating comparison
outcomes from sample data (of size n). Soundness concerns whether an interleaved comparison
method’s estimates of E[O)] are statistically sound.

Definition 4.3 (Soundness). An interleaved comparison method exhibits soundness for a given

definition of O if its corresponding E [O] computed from sample data is an unbiased and consistent
estimator of F[O)].

An estimator is unbiased if its expected value is equal to E[O] [Halmos 1946]. It is consistent if it
converges with probability 1 to E[O] in the limit as n — oo [Lehmann 1999]. A trivial example
of an unbiased and consistent estimator of the expected value of a random variable X distributed
according to some distribution P(X) is the mean of samples drawn i.i.d. from P(X).

Soundness has not been explicitly addressed in previous work on interleaved comparison methods.
However, as shown above (§4.1, Theorem 4.1) a typical estimator proposed in previous work can be
reduced to the sample mean, which is trivially sound. Soundness is more difficult to establish for
some variants of our PI method introduced in §5, because they ignore parts of observed samples,
marginalizing over known parts of the distribution in order to reduce variance. We prove in §5 that
these variants preserve soundness.
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Note that methods can perform well in practice in many cases even if they are biased, because
there usually is a trade-off between bias and variance. However, all else being equal, an unbiased
estimator provides more accurate estimates.

The third criterion, efficiency, concerns the amount of sample data a method requires to make
reliable preference decisions.

Definition 4.4 (Efficiency). Let E1[0], E5[O] be two estimators of expected interleaved com-
parison outcomes E[O]. E1[O] is a more efficient estimator of E[O] than F,[O] if E4[O] Pareto
dominates E»[O] in terms of accuracy for a given sample size, i.e., £1[O] is more efficient than
E,[O] if and only if

vn(P(sign(E
In(P(sign(E

[0]) = sign(E[O])) > P(sign(E
[0]) = sign(E[O])) > P(sign(E

v

[0]) = sign(E[O])))A
[0]) = sign(E[0]))),

n
1
n
1

N3 N3

where E7[O] is the outcome estimated by E; given sample data of size n.

Some interleaving methods may be more efficient than others in specific scenarios (e.g., known-
item search [He et al. 2009]). However, more generally, efficiency is affected by the variance of
comparison outcomes under a comparison method, and trends in efficiency can be observed when
applying these methods to a large number of ranker comparisons. Here, we assess efficiency of
interleaved comparison methods experimentally, on a large number of ranker comparisons under
various conditions (e.g., noise in user feedback) in §7.

Efficiency (also called cost in [He et al. 2009]), has been previously proposed as an assessment
criterion, and has been investigated experimentally on synthetic data [He et al. 2009] and on large-
scale comparisons of individual ranker pairs in real-life web search traffic [Chapelle et al. 2012].

In addition to improving efficiency by reducing variance, subsequent interleaved comparisons can
be made more efficient by reusing historical data. For methods that do not reuse historical data, the
required amount of live data is necessarily linear in the number of ranker pairs to be compared. A
key result of this article is that this requirement can be made sub-linear by reusing historical data.
In the rest of this section, we include an analysis in terms of whether historical data reuse and the
resulting increase in efficiency is possible for existing methods. Throughout this article, we assume
that historical data is collected using an interleaved comparison method for earlier comparisons of
other ranker pairs. Given such data, historical data reuse is most beneficial when a historical estimator
exhibits fidelity, soundness and efficiency.

Below, we analyze the fidelity, soundness, and efficiency of all existing interleaved comparison
methods, balanced interleave §4.3, team draft §4.4, and document constraints §4.5.

4.3. Balanced Interleave

Fidelity. BI was previously analyzed in [Radlinski et al. 2008b] and [Chapelle et al. 2012]. The
method was shown to violate requirement (1) of fidelity. Here, we extend this argument, and provide
example cases in which this violation of requirement (1) is particularly problematic. The identified
problem is illustrated in Figure 2. Given 1; and 15 as shown, two interleaved lists can result from
interleaving. The first is identical to 11, the second switches documents d; and ds. Consider a user
that randomly clicks on one of the result documents, so that each document is equally likely to
be clicked. Because d; is ranked higher by 1; than by 15, 1; wins the comparison for clicks on d;.
However, 15 wins in all other cases, which means that it wins in expectation over possible interleaved
lists and clicks. This argument can easily be extended to all possible click configurations using truth
tables.
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1) Interleaving 2) Comparison 3) Comparison with historical data
List 1, List 1, a) b) Target list 11 Target list 11,
d; d, v d; d; d, d;
d, d; 3 XX d, x| dy d; d,
d; d, S x[ds d3 d, dy
d, d; ¢ d, x [dy dy dy
[
L . 2 = mi = k = min(4,4) = 4
Two possible interleaved lists 1: O lélick (':"o1ur:1§_2‘3) 2 click count: Both observed interleaved lists can be reused.
=1 ’ =2 11, wins on (a) and (b) results in a tie. 11, wins
dy dp cl _— =2 in expectation. The observed interleaved lists
d, dy 2 differ from the interleaved lists that would be
ds ds 1, wins the comparison on (a) and the one on generated under the target lists (starting with d,
d, d, (b) results in a tie. In expectation 1, wins. or ds).

Fig. 2. Interleaving (1) and comparison with balanced interleave using live data (2) and historical data (3).

The demonstrated violation of fidelity condition (1) occurs whenever one original list ranks more
documents higher than the other.? In practice, it is possible that the direction of such ranking changes
can be approximately balanced between rankers when a large number of queries are considered.
However, this is unlikely in settings where the compared lists are systematically similar to each other.
For example, re-ranking approaches such as [Xue et al. 2004] combine two or more ranking features.
Imagine two instances of such an algorithm, where one places a slightly higher weight on one of the
features than the other instance. The two rankings will be similar, except for individual documents
with specific feature values, which will be boosted to higher ranks. If users were to only click a single
document, the new ranker would win BI comparisons for clicks on all boosted documents (as it ranks
them higher), and lose for clicks on all other documents below the first boosted document (as these
are in the original order and necessarily ranked lower by the new ranker). Thus, under random clicks,
the direction of preference would be determined solely by the number and absolute rank differences
of boosted documents. A similar effect (in the opposite direction) would be observed for algorithms
that remove or demote documents, e.g., in (near-)duplicate detection [Radlinski et al. 2011].

In addition, BI violates condition (2) of fidelity when more than one document is relevant. The
reason is that only the lowest-ranked clicked document (k) is taken into account to calculate click
score differences. If for both original lists the lowest-ranked clicked document has the same rank,
the comparison results in a tie, even if large ranking differences exist for higher-ranked documents.
Condition (2) is not violated when only one relevant document is present.

Soundness. Soundness of BI has not been explicitly investigated in previous work. However, as
we showed in the previous sections, it is trivially sound because its estimator can be reduced to the
sample mean (§4.1).

Efficiency. The efficiency of BI was found to be sufficient for practical applications in [Chapelle
et al. 2012]. For example, to detect preferences with high confidence for ranker changes that are
typical for incremental improvements at commercial search engines, several thousand impressions
were required.

Data Reuse. Reusing historical data to compare new target rankers using Bl is possible in principle.
Given historical result lists and clicks, and a new pair of target rankers, comparison outcomes can be
computed as under live data, following Algorithm 1, lines 13—17. This means that observed clicks
would be projected onto the new target lists to determine &, the rank at which the lowest click would
occur for the target rankers. Then, the number of clicks on the topk results can be counted for the
target rankers as if they had been used in a live comparison. However, such straightforward data
reuse would severely bias the inferred comparison outcomes. In particular, the target ranker that is
more similar to those under which the historical data was originally collected will be likely to be
preferred when data is reused. It is not clear whether and how the differences between observed
interleaved lists and “correct” interleaved lists for the new target rankers could be compensated for.

3This occurs frequently. For a simple example, consider rankers that produce identical rankings, except that one ranker moves
a single document up or down by more than one rank.
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4.4. Team-draft

Fidelity. TD was designed to address fidelity requirement (1) [Radlinski et al. 2008b]. This is
achieved by using assignments as described in the previous section (cf., §3). That the requirement
is fulfilled can be seen as follows. Each ranker is assigned the same number of documents in the
interleaved result list in expectation (by design of the interleaving process). Rankers get credit for
clicks if and only if they are assigned to them. Thus, if clicks are randomly distributed, each ranker is
credited with the same number of clicks in expectation.

However, TD violates fidelity requirement (2) when the original lists are similar. Figure 3 illustrates
such a case. Consider the original lists 1; and l,. Also, assume that d3 is the only relevant document,
and is therefore more likely to be clicked than other documents. We can see that 1, ranks ds
higher than 1; (i.e., pareto_dominates(la, 11, q) = true; cf. §4.2), and therefore 15 should win the
comparison. When TD is applied, four possible interleaved lists can be generated, as in the figure.
All these possible interleaved lists place document d3 at the same rank. In two interleaved lists, d3 is
contributed by 1y, and in two cases it is contributed by ls. Thus, in expectation, both lists obtain the
same number of clicks for this document, yielding a tie. Thus, we can see the method fails to detect
the preference for . Note that in the example shown, the lists would also tie if d4 was the only
relevant document, while in cases where only ds is relevant, a preference for 1y would be detected.

1) Interleaving 2) Comparison 3) Comparison with historical data
List 1 List 1, ass:?'f'ﬂ?['ts a Target list 117 Target list 11,
d; d, a) pt)) N d, d,
d, d, d, T d, 2 d, d,
d, d, d, 2 d, 1 d; d;
d, d; x [ ds3 1 x [ ds3 2 d, d,
Four possible interleaved lists 1, > S 2 Js = (b) / () can be reuged With two possiblg asgign-
with different assignments a : <) d) ments (each target list wins one comparison):
d, 2 d; 1 d, 2 d, 2
For the interleaved lists (a) and (c) 1, d; il d; 2 d; 1 d; T
wins the comparison. 1, wins in the X d; 1 x | d3 2 x| ds 1 x [ d3 2
other two cases. dy 2 dy 1 dy 2 d, 1

Fig. 3. Interleaving (1) and comparison with feam draft using live data (2) and historical data (3).

In practice, TD’s violation of requirement (2) can result in insensitivity to some small ranking
changes. As shown above, some changes by one rank may result in a difference being detected while
others are not detected. This is expected to be problematic in cases where a new ranking-function
affects a large number of queries by a small amount, i.e., documents are moved up or down by one
rank, as only some of these changes would be detected. In addition, it can result in a loss of efficiency,
because, when some ranking differences are not detected, more data is required to reliably detect
differences between rankers.

Soundness. As with BI, the soundness of TD has not been analyzed in practice. However, as
above, typical estimators produce estimates that can easily be rescaled to the sample mean, which is
consistent and unbiased (cf., Theorem 4.1).

Efficiency. As with BI, the efficiency of TD was found to be sufficient for practical applications in
web and literature search [Chapelle et al. 2012]. The amount of sample data required was within the
same order of magnitude as for BI, with TD requiring slightly fewer samples in some cases and vice
versa in others. In an analysis based on synthetic data, TD was found to be less efficient than BI on
simulated known-item search task (i.e., searches with only one relevant document) [He et al. 2009].
This result is likely due to TD’s lack of sensitivity under small ranking changes.

Data Reuse. Reusing historical data under TD is difficult due to the use of assignments. One option
is to use only observed interleaved lists that could have been constructed under the target rankers
for the historical query. If the observed interleaved lists can be generated with the target rankers,
the assignment under which this would be possible can be used to compute comparison outcomes.
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If several assignments are possible, one can be selected at random, or outcomes for all possible
assignments can be averaged. An example is shown in Figure 3. Given the observed interleaved lists
shown in step (2), and two target rankers 17 and 17, the observed document rankings (b) and (c)
could be reused, as they are identical to lists that can be produced under the target rankers. However,
this approach is extremely inefficient. If we were to obtain historical data under a ranker that presents
uniformly random permutations of candidate documents to users, of the d! possible orderings of d

documents that could be observed, only an expected 2% could actually be used for a particular pair
of target rankers. Even for a shallow pool of 10 candidate documents per query, these figures differ
by five orders of magnitude. In typical settings, where candidate pools can be large, a prohibitively
large amount of data would have to be collected and only a tiny fraction of it could be reused. Thus,
the effectiveness of applying the team-draft method to historical data depends on the similarity of the
document lists under the original and target rankers, but is generally expected to be very low.

Even in cases where data reuse is possible because ranker pairs are similar, TD may violate
requirement (2) of fidelity under historical data. An example that is analogous to that under live data
is shown in Figure 3. Here, the lists would tie in the case that document d3 is relevant, even though
I75 Pareto dominates 1. In addition, reusing historical data under TD affects soundness because
not all interleaved lists that are possible under the target rankers may be found in observed historical
data. For example, in Figure 3, only interleaved lists that place d5 at the top rank match the observed
data and not all possible assignments can be observed. In this example, clicks on d; would result
in wins for 179, although the target lists place this document at the same rank. This problem can be
considered a form of sampling bias, but it is not clear how it could be corrected for.

4.5. Document Constraints

Fidelity. The DC method has not been previously analyzed in terms of fidelity. Here, we find that
DC violates both requirements (1) and (2). An example that violates both requirements is provided in
Figure 4. The original lists 1; and 1, and the possible interleaved lists are shown. In the example,
the first condition of fidelity is violated, as 1, wins in expectation over random clicks. The reason
is that 1, is less similar to the possible interleaved lists and can therefore violate fewer constraints
inferred from clicks on these lists. For example, consider the possible constraints that d; (ranked
higher by 1;) and d,4 (ranked higher by 1) can be involved in. Clicks on the possible interleaved lists
could result in 14 constraints that prefer other documents over dy, but in 24 constraints that prefer
other documents over d;. As a result, 1; violates more constraints in expectation, and 15 wins the
comparison in expectation under random clicks.

1) Interleaving 2) Comparison 3) Comparison with hlistorical data
List 1, List 1, a) b) Target list 11, Target list 11,
dy d; x| dy x| ds3 dy dy
d, d, x [d3 x [ d; d, d,
ds dy d, d d; d;
d, dy d, d, d, d,
S . . inferred constraints inferred constraints inferred constraints (same for both historical lists)
Two possible interleaved lists 1 : violated by: 1, 1,  violated by: 1, 1, violated by: 1; 1,
da; d, d; >d, - X d; >d, X - d; >d, - -
d; d, d; >d, X - d; >d, - X d; >d, X
d, d, 1, wins comparison (a), and loses the one on (b). 1, wins both comparisons using historical data.
d, ds In expectation 1, wins.

Fig. 4. Interleaving (1) and comparison with document constraints using live data (2) and historical data (3).

The example above also violates requirement (2). Consider two relevant documents, d; and dg are
clicked by the user. In this case, 1; should win the comparison as it Pareto dominates 1,. However, for
the interleaved lists generated for this case, each original list violates exactly one constraint, which
results in a tie. The reason for the violation of both requirements of fidelity is that the number of
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requirements each list and each document is involved in is not controlled for. It is not clear whether
and how controlling for the number of constraints is possible when making comparisons using DC.

Soundness. As with BI and TD, soundness of DC estimator can be easily established, as it is based
on the sample mean (Theorem 4.1).

Efficiency. The efficiency of DC was previously studied on synthetic data [He et al. 2009]. On the
investigated cases (known-item search, easy and hard high-recall tasks with perfect click feedback),
DC was demonstrated to be more efficient than BC and TD. DC has not been evaluated in a real-live
application.

Data Reuse. Finally, we consider applying DC to historical data. Doing this is in principle possible,
because constraints inferred from previously observed lists can easily be compared to new target
rankers. However, the fidelity of outcomes cannot be guaranteed (as under live data). An example is
shown in part (3) of Figure 4. Two new target lists are compared using the historical data collected
in earlier comparisons. Again, two documents are relevant, d; and ds. The target lists place these
relevant documents at the same ranks. However, 1; violates more constraints inferred from the
historical data than 1o, so that a preference for 1 is detected using either historical observation. As
with live data, the number of constraints that can be violated by each original list is not controlled for.
Depending on how the historical result list was constructed, this can lead to outcomes that are biased
similarly or more strongly than under live data.

5. PROBABILISTIC INTERLEAVE METHODS

In this section, we present a new interleaved comparison method called probabilistic interleave
(PI). We first give an overview of the algorithm and provide a naive estimator of comparison
outcomes (§5.1). We show that this approach exhibits fidelity and soundness, but that its efficiency
is expected to be low. Then, we introduce two extensions of PI, that increase efficiency while
maintaining fidelity and soundness. The first extension, PI-MA, is based on marginalizing over
possible comparison outcomes for observed samples (§5.2). The second extension, PI-MA-IS, shows
how historical data can be reused to further increase efficiency (§5.3).

5.1. Probabilistic Interleave

We propose a probabilistic form of interleaving in which the interleaved document list 1 is constructed,
not from fixed lists 1; and 1, for a given query ¢, but from softmax functions s(1;) and s(1y) that
transform these lists into probability distributions over documents. The use of softmax functions is
key to our approach, as it ensures that every document has a non-zero probability of being selected
by each ranker and for each rank of the interleaved result list. As a result, the distribution of credit
accumulated for clicks is smoothed, based on the relative rank of the document in the original result
lists. If both rankers place a given document at the same rank, then the corresponding softmax
functions have the same probability of selecting it and thus they accumulate the same number of
clicks in expectation. More importantly, rankers that put a given document at similar ranks receive
similar credit in expectation. The difference between these expectations reflects the magnitude of
the difference between the two rankings. In this way, the method becomes sensitive to even small
differences between rankings and can accurately estimate the magnitude of such differences.

The softmax functions s(1;) and s(12) for given ranked lists I; and 15 are generated by applying
a monotonically decreasing function over document ranks, so that documents at higher ranks are
assigned higher probabilities. Many softmax functions are possible, including the sigmoid or normal-
ized exponential functions typically used in neural networks and reinforcement learning [Lippmann
2002; Sutton and Barto 1998]. Here, we use a function in which the probability of selecting a

document is inversely proportional to a power of the rank r;(d) of a document d in list 1;:

1
s(l;) == Pi(d) ) L— 3)

= 1
daep r(d)T
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where D is the set of all ranked documents, including d. The denominator applies a normalization
to make probabilities sum to 1. Because this softmax function has a steep decay at top ranks, it is
suitable for an IR setting in which correctly ranking the top documents is the most important. It also
has a slow decay at lower ranks, preventing underflow in calculations. The parameter 7 controls how
quickly selection probabilities decay as rank decreases, similar to the Boltzmann temperature in the
normalized exponential function [Sutton and Barto 1998]. In relation to traditional IR metrics, 7 can
be interpreted as a discount factor that controls the focus on top ranked documents, similarly to e.g.,
the rank discount in NDCG [Jirvelin and Kekildinen 2002]. In our experiments, we use a default of
7 = 3 and explore possible choices of 7 and their relation to traditional evaluation metrics (§7.2).

After constructing s(1;) and s(ly), 1 is generated similarly to the team draft method (cf., Algo-
rithm 4). However, instead of randomizing the ranker to contribute the next document per pair, one
of the softmax functions is randomly selected at each rank (line 7). Doing so is mathematically
convenient, as the only component that changes at each rank is the distribution over documents.
More importantly, this change ensures fidelity, as will be shown shortly. During interleaving, the
system records which softmax function was selected to contribute the next document in assignment
a (line 9). Then, a document is randomly sampled without replacement from the selected softmax
function (line 10) and added to the interleaved list (line 11). The document is also removed from
the non-sampled softmax function, and this softmax function is renormalized (line 12). This process
repeats until 1 has the desired length.

ALGORITHM 4: Probabilistic Interleave.
1: Input: 1;, 1o, 7
2: 1]
3a+|]
4: for i € (1,2) do
5:  initialize s(1;) using Eq. 3
6
7
8

: while (3r: Li[r] €1) vV (3r : L[r] €1) do

:a <+ lifrandom_bit() else 2

: a<+2ifa=1lelsel
9:  append(a,a)
10: dnext < sample_without_replacement(s(la))
11: append(l, dpext)
12: remove_and_renormalize(s(la), dnext)

// present 1 to user and observe clicks c

13: compute o, e.g., using Egs. 6-9
14: return o

After generating an interleaved list using the probabilistic interleave process described above, and
observing user clicks, comparison outcomes can be computed as under the team draft methods, i.e.,
by counting the clicks ¢; and ¢ assigned to each softmax function and returning o = (=1 if ¢; > o
else 1if ¢; < ¢y else 0).

PI exhibits fidelity for the following reasons. To verify condition (1), consider that each softmax
function is assigned the same number of documents to each rank in expectation (by design of the
interleaving process). Clicks are credited to the assigned softmax function only, which means that in
expectation the softmax functions tie under random user clicks. To verify condition (2), consider that
each softmax function has a non-zero probability of contributing each document to each rank of the
interleaved list. This probability is strictly higher for documents that are ranked higher in the result
list underlying the softmax function, because the softmax functions are monotonically decreasing
and depend on the document rank only. The softmax function that assigns a higher probability to a
particular document d,, has a higher probability of contributing that document to 1, which gives it a
higher probability of being assigned clicks on d,. Thus, in expectation, the softmax function that
ranks relevant documents higher obtains more clicks, and therefore has higher expected outcomes if
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clicks are correlated with relevance. In cases where 1; and 15 place d, at the same rank, the softmax
functions assign the same probability to that document, because the softmax functions have the same
shape. Thus, for documents placed at the same rank, expected clicks tie in expectation.

An issue related to fidelity that has not been addressed previously is what the magnitude of the
differences in outcomes should be for ranking changes at different ranks. For example, consider two
ranker pairs that rerank a result list with one relevant document. In one pair, the better ranker moves
the relevant document from rank 3 to rank 1. In the other pair, the better ranker moves the relevant
document from rank 5 to 7. Should the detected magnitude of the ranker differences be the same, or
should the first change have a stronger impact (and how much stronger)? In our definition of fidelity,
this question is left open, as it requires additional assumptions about user expectations and behavior.
In PI, this magnitude can be determined by the choice of softmax function. For example, when using
the formulation in Eq. 3, rank discounts decrease as 7 — 0. Rank discounts increase as 7 — oo,
and probabilistic interleaving with deterministic ranking functions is the limiting case (this case is
identical to changing team draft so that rankers are randomized per rank instead of per pair of ranks).
Interpreted in this way, we see that PI defines a class of interleaved comparison metrics that can be
adapted to different scenarios.

As discussed in §4.2, the simplest estimator of E[O] is the mean of sample outcomes:

1
E[0] = ﬁZOi. 4)

Since the sample mean is unbiased and consistent, soundness is trivially established. A limitation of
this naive estimator is that its efficiency is expected to be low. In comparison to existing interleaved
comparison methods, additional noise is introduced by the higher amount of randomization when
selecting softmax functions per rank, and by using softmax functions instead of selecting docu-
ments from the contributing lists deterministically. In the next sections, we show how probabilistic
interleaving allows us to derive more efficient estimators while maintaining fidelity and soundness.

5.2. Probabilistic Comparisons with Marginalization

In the previous subsection, we described PI and showed that it has fidelity and soundness. In this
section, we introduce a more efficient estimator, PI-MA, that is derived by exploiting known parts of
the probabilistic interleaving process, and show that under this more efficient estimator fidelity and
soundness are maintained.

To derive PI-MA, we start by modeling PI using the graphical model in Figure 1(b).* This allows
us to rewrite Eq. 4 as:

0L = -3 0= - 303" oPlofai,ci g, 5)
=0

i=1 0€O

where a;, ¢; and 1;, and g; are the observed assignment, clicks, interleaved list, and query for the ¢-th
sample. This formulation is equivalent because o is deterministic given a and c.

In Eq. 5, the expected outcome is estimated directly from the observed samples. However, the
distributions for A and L are known given an observed q. As a result, we need not consider only the
observed assignments. Instead, we can consider all possible assignments that could have co-occurred
with each observed interleaved list 1, i.e., we can marginalize over all possible values of A for given
1; and g;. This method reduces noise resulting from randomized assignments, making it more efficient
than methods that directly use observed assignments. Marginalizing over A leads to the following

4n contrast to [Hofmann et al. 2011], we treat the outcome O as a random variable. This leads to an equivalent estimator that
is more convenient for the proof below.
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1) Probabilistic Interleaving 2) Probabilistic Marginalize over all possible assignments:
Comparison
1; = softmaxs; 1, = softmax s, a €16 P(ila.a Pally.aq)
sy owses 1ir s L
u u =2 d; T 1121 11 0436 9.119 Compute outcomes using
[ds |1 1 P(dr-3)=0.063 x [d 7 . : Equations 4-7:
(@] | P(d,_q)=0.02 2 1122 11 0.436 0.119 -4 :
x[9 1] 1211 11 o.442 0.121  p(ajq) = 0.0625
For each rank of the interleaved list 1 draw one of {s;, s,} and dy 2 1212 11 0.442 0.121 P(1]q) = 0.2284
sample d: 0.5 1.8 1221 02 0.567 0.155
A} -] 1222 02 0.567  0.155 "(c1>¢) =P(0=-1)=0.190
2111 20 0.008 0.002 P(cl——cz):P(o: G): 0.492
2112 20 0.008 0.002 P(ci<cy) =P(0= 1)= 0.318
2121 11 0.010 0.603  fro] = 0.128
2122 11 0.010 0.003
2211 11 0.010 0.003 s, (based on 1,) wins the
2212 11 0.010 0.003  comparison on the observed
All permutations of documents in D are 2221 02 0.013 0.004 interleaved list. s; and s, tie in
possible. 2222 02 0.013 0.004 expectation.

Fig. 5. Example probabilistic interleaving (1) and comparison (2) with marginalization over all possible assignments.

alternative estimator:

= %Z Z Z oP(o|a, CZ)P(a“z»(Iz) (6)

i=1 acA ocO

The estimator in Eq. 6 marginalizes over all possible assignments that could have led to observing
1 by making use of the fact that this distribution is fully known. The probability of an assignment
given observed lists and queries is computed using Bayes’ rule:

P(1]a, g)P(alq)

PQlg)
Note that P(a|q) = P(a) = ﬁ, because a and ¢ are independent. P(l|a, q) is fully specified by
the probabilistic interleaving process and can be obtained using:

P(all,q) = )

len(1)

P(la,q) = P(l,alq)P(alq) = H P(l[r] | a[r],1[1,r — 1],q) P(alg). ®)

Here, len(l) is the length of the document list, 1[r] denotes the document placed at rank 7 in the
interleaved list 1, 1[1, » — 1] contains the documents added to the list before rank r, and a[r] denotes
the assignment at rank r, i.e., which list contributed the document at r. Finally, P(l|¢) can be
computed as follows:

P(llg) = Y P(l]a,q)P(a). ©)

acA

An example comparison using PI-MA is shown in Figure 5. In it, an interleaved list is generated
using the process shown in Algorithm 4, in this case 1 = (d1, d2, ds, d4) (as marked in red). After
observing clicks on ds and d3, the naive estimator detects a tie (o = 0), as both original lists obtain
1 click. In contrast, the probabilistic comparison shown in step 2 marginalizes over all possible
assignments, and detects a preference for 1.

Next, we establish the soundness of PI-MA by showing that it is an unbiased and consistent
estimator of our target outcome F[O]. Because PI exhibits fidelity (cf. §5.1), showing that PI-MA is
a consistent and unbiased estimator of the same quantity establishes fidelity as well.

THEOREM 5.1. The following estimator is unbiased and consistent given samples from an
interleaving experiment conducted according to the graphical model in Figure 1(b) (Eq. 6):

_ %Z Z Z oP(ola,c;)P(all;, g;).

i=1 acA o€O
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PROOF. See Appendix B. O

Theorem 5.1 establishes soundness for PI-MA (Eq. 6), which is designed to be more efficient than
the naive estimator (Eq. 5). We report on an empirical evaluation of the efficiency of these estimators
in §7.2.

5.3. Probabilistic Comparisons with Historical Data

In the previous subsections, we derived two estimators for inferring preferences between rankers
using live data. We now turn to the historical data setting, where previously collected data (e.g., from
an earlier comparison of different rankers) is used to compare a new ranker pair. As shown above (cf.,
§4), none of the existing interleaved comparison methods can reuse data while maintaining fidelity
and soundness. Here, we show that this is possible for a new estimator, PI-MA-IS, that we derive
from PI-MA.

In principle, PI-MA, as defined in Eq. 6 could be directly applied to historical data. Note that, for
a ranker pair that re-ranks the same set of candidate documents D as the method used to collect the
historical data, P(all, ¢) is known and non-zero for all possible assignments. Such an application of
the method designed for live data could be efficient because it marginalizes over possible assignments.
However, the soundness of the estimator designed for live data would be violated because the use
of historical data would introduce bias, i.e., the expected outcome under historical data would not
necessarily equal the expected value under live data. Similarly, the estimator would not be consistent.

To see why bias and inconsistency would be introduced, consider two pairs of rankers. Pair S’ is
the source ranker pair, which was compared in a live experiment using interleaved result lists from
which the comparison outcome was computed using the resulting clicks. All data from this past
experiment were recorded, and we want to compare a new ranker pair 7" using this historical data.
Observations for pair S occur under the original distribution Ps, while observations for pair 7" occur
under the target distribution Pr. The difference between Pg and Pr is that the two ranker pairs result
in different distributions over L. For example, interleaved lists that place documents ranked highly by
the rankers in S at the top are more likely under Pg, while they may be much less likely under Pr.
Bias and inconsistency would be introduced if, e.g., one of the rankers in 7" would be more likely to
win comparisons on lists that are more likely to be observed under Pg than under Pr.

Our goal is to estimate E7[O], the expected outcome of comparing 7', given data from the earlier
experiment of comparing S, by compensating for the difference between Pr and Pg. To derive an
unbiased and consistent estimator, note that Pr and Pg can be seen as two different instantiations of
the graphical model in Figure 1(b). Also note that both instantiations have the same event spaces
(i.e., the same queries, lists, click and assignment vectors are possible), and, more importantly, only
the distributions over L change for different ranker pairs. This means that the same result lists can be
displayed, but with different probabilities. The distributions over A are the same under Py and Pg
by design of the interleaving process. Distributions over C (conditioned on L) and () are the same
for different ranker pairs, because we assume that clicks and queries are drawn from the same static
distribution, independently of the ranker pair used to generate the presented list.

A naive estimator of the expected outcome Er[0O] from sample data observed under Ps can
be obtained from the definition of the importance sampling estimator in Eq. 1 with f(a,c) =

> oco 0P(0la,c):

Z Z oP(ola;, c;) PT(a“cl) (10)
Ps

i=1 0€0 (a7'7c7)

We refer to this estimator as PI-IS. It simply applies importance sampling to reweight observations
by the ratio of their probability under the source and target distributions. Importance sampling has
been shown to produce unbiased and consistent estimates of the expected outcome under the target
distribution, E7[O], as long as Ps and Pr have the same event space, and Ps is non-zero for all
events that have a non-zero probability under Pr (this is given by our definition of probabilistic
interleaving, as long as the softmax functions under Pg are non-zero all documents that have non-zero
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Comparison with historical data Marginalize over all possible assignments:
) ' a C1 ¢ P(lila,qy) P(ally.aqy)

Target list Target list 1111 20 6.4e-5 0.004

11 = softmax sy; 1y, = softmax sy, 1112 20 6.4e-5 0.004

[da | e— I P(d..;)=0.85 1121 11 6.0e-3 0.041 Infer comparison outcomes

n [ ] P(dr2)=0.10 1122 11 6.0e-3 0.041 without importance sampling:

[d; |1 [di |1 P(dr=3)=0.03 1211 11 2.2e-3 0.015

el [0 | P(d-)=0.02 1312 11 2.2-3 0.015  F(c1>@) =P(o=-1)=0.022
1221 02 0002 0.3  Flaz=c)=P(o=0)= 0.28
1222 02 0.2 0.139  P(c<c) =P(o= 1)= 0.696

Compute the probability of observing the interleaved 2111 260 9.7e-5 0.007 - —

list under the source and target distribution: 2112 20 9.7e-5 0.007 with importance sampling:

Pc(l]q) = 0.2284 2121 11 9.0e-3 0.062 Er[0] = 0.674 0.0009

> 2122 11 9.0e-3 0.062 0.2284

Pr(1lq) = ©.6009 el : =

T(tla 2211 11 3.2e-3  0.022 0.003
2212 11 3.2e-3 0.622 s, (based on 1y,) wins the
2221 02 0.003 0.209 comparison on the observed
2222 02 0.003 0.209 (historical) interleaved list.

Fig. 6. Example probabilistic comparison with historical data. We assume observed historical data as shown in Figure 5
above.

probabilities under Pr) [MacKay 1998]. Although this estimator is unbiased and consistent, it is
expected to be inefficient, because it merely reweights the original, noisy, estimates, which can lead
to high overall variance.

To derive an efficient estimator of E7[O], we need to marginalize over all possible assignments,
as in §5.2. Building on Eq. 10, we marginalize over the possible assignments (so the assignments a;
observed with the sample data are not used) and obtain the estimator PI-MA-IS:

(0] = 23030 3 oP(ofa, i) Plall g) R0 an

i=1 acA o0cO PS( ilQi)

As in the previous section, P(a|l, ¢) is computed using Eq. 8, and P(1|q) is obtained from Eq. 9. An
example is given in Figure 6. In this example, the target lists are very different from the original lists,
which is reflected in the low probability of the observed interleaved list under the target distribution
(Pr(1llg) = 0.0009). Although 175 performs much better on the observed list, the small importance
weight results in only a small win for this target list.

The following theorem establishes the soundness of PI-MA-IS. By showing that Eq. 11 is an
unbiased and consistent estimator of E7[O] under historical data, we also show that it maintains
fidelity.

THEOREM 5.2. The following estimator is unbiased given samples from an interleaving experi-
ment conducted according to the graphical model in Figure 1(b) under Pg:

ET[O] = %Z Z Z oP(ol|c;, a)P(a|li7qi)M

i—1 a€A 0€O Ps(lilg:)
PROOF. See Appendix C. O

The efficiency of PI-MA-IS depends on the similarity between Pg and Pr. It is easy to see that im-
portance weights can become very large when there are large differences between these distributions,
leading to high variance. As observed by Chen [2005], this variance can be quantified as the ratio
between the variance of outcomes under the source distribution and under the target distribution. We
empirically assess the efficiency of the estimator under a wide range of source and target distributions
in (§7.3).

Note that PI-MA-IS does not depend on the assignments observed in the original data (cf., Eq. 11).
This means that it can be applied not just to historical data collected using probabilistic interleaving,
but to data collected under any arbitrary distribution, as long as the distribution over result lists is
known and non-zero for all lists that are possible under the target distribution. This makes it possible
to develop new sampling algorithms that can make interleaved comparisons even more efficient. For
example, data could be sampled in a way that allows optimal comparisons of a set of more than two
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rankers, or with the combined goal to maximize both the quality of the lists presented to users, and
the reusability of the collected data. While doing so is beyond the scope of the current article, it is an
important direction for future research.

6. EXPERIMENTS

We report on three sets of experiments. The first set is designed to verify our analytical results (§4)
regarding the fidelity and soundness of interleaved comparison methods (§6.1). The second and third
sets are designed to assess the efficiency of interleaved comparison methods under live data (§6.2)
and under historical data (§6.3). All our experiments rely on a simulation framework that allows us to
evaluate interleaved comparison methods on a large set of ranker pairs in a controlled setting without
the risk of affecting users of a production system. In this section, we first give an overview of the
simulation framework and its assumptions about user interactions. We then describe our data set and
metrics. Finally, we detail the experimental procedures (§6.1-§6.3). Results of all experiments are
provided in the next section (§7).

Our experiments are based on the simulation framework introduced in [Hofmann et al. 2011]. It
combines learning to rank data sets and click models to simulate users’ interactions with a retrieval
system. This setup allows us to study interleaving methods under different conditions, e.g., varying
amounts of data collected under different ranker pairs, without the risk of hurting the user experience
in a production system.’

The simulation framework makes the following assumptions about user interactions. A user
interaction consists of submitting a query to the system, examining up to 10 top-ranked documents
of the returned result list, and clicking links to promising documents. Since we do not model query
sessions, queries are independent of previous queries and previously shown result lists. Users inspect
and click documents following the Dependent Click Model, which has been shown to accurately
model user behavior in a web search setting [Guo et al. 2009]. They start with the top-ranked
document and proceed down the list, clicking on promising documents (with probability P(C|R),
the probability of a click given the document’s relevance level R) and, after viewing a document,
deciding whether to stop (with stopping probability P(S|R)) or examine more documents. Click and
stop probabilities are instantiated using the graded relevance assessments provided with the learning
to rank data set. It is assumed that users are more likely to click on more relevant documents, based
on the attractiveness of e.g., the document title and snippet. As argued in [Hofmann et al. 2011], the
assumptions of the model are appropriate for comparing the performance of interleaved comparison
methods, as they satisfy the assumptions of these methods.

Table II. Overview of the click models used in our experiments.

click probabilities stop probabilities
relevance grade R 0 1 2 3 4 0 1 2 3 4
perfect 0.0 0.2 0.4 0.8 1.0 1 00 00 00 00 0.0
navigational 0.05 0.1 0.2 0.4 08 |00 02 04 06 038
informational 0.4 0.6 0.7 0.8 09 |01 02 03 04 05
almost random 0.4 045 05 055 06 |05 05 05 05 05
random 0.5 0.5 0.5 0.5 051]00 00 00 00 00

We instantiate the click model in five different ways, to assess interleaved comparison methods
under various levels of noise. The click models (for a data set annotated with 5 relevance levels) are
shown in Table II. The perfect click model simulates a user who clicks on all highly relevant document
(R = 4), and never clicks on non-relevant documents (R = 0). Click probabilities for intermediate
relevance levels have a linear decay, except for a higher increase in click probability between
relevance levels 2 and 3 (based on previous work that showed that grouping “good” documents with

5We do not consider the effects of limitations common to all interleaved comparison methods (e.g., bias in click behavior; see
§2.1) as this has been addressed elsewhere [Hofmann et al. 2012a; Radlinski and Craswell 2010].
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non-relevant documents is more effective than grouping them with relevant documents [Chapelle
et al. 2009]). The stop probability for this click model is zero, meaning that there is no position
bias (simulated users examine all top-10 results). The navigational click model simulates the focus
on top-ranked and highly relevant results that are characteristic of navigational searches [Liu et al.
2006; Rose and Levinson 2004]. In comparison with the perfect click model, the navigational model
results in fewer clicks on result documents, with a stronger focus on highly relevant and top-ranked
results. Correspondingly, the informational click model captures the broader interests characteristic
for informational searches [Liu et al. 2006; Rose and Levinson 2004]. In this model, the click and
stop probabilities for lower relevance grades are more similar to those for highly relevant documents,
resulting in more clicks, and more noisy click behavior than the previous models. As a lower bound
on click reliability, we also include an almost random click model, with only a small linear decay
in the click probabilities for different relevance grades. Finally, the random click model is one
instantiation of a click model that satisfies the random_clicks predicate used in our formulation
of fidelity condition (1). We use this last click model in our experiment to verify the fidelity of
interleaved comparison methods.

In our first set of experiments, we generate synthetic result lists to ensure Pareto dominance between
rankers. Details of the resulting synthetic rankers are described in §6.1. For the experiments described
in §6.2-6.3, we use the MSLR-WEB30k Microsoft learning to rank data set.% As in [Hofmann et al.
2011], these experiments are run on the 18,919 queries of the training set of fold 1 of this data
set. The data set encodes relations between queries and candidate documents in 136 precomputed
features, and provides (manual) relevance judgments on a 5-point scale (from 0 — “non-relevant” to
4 — “highly relevant”). We generate rankers from the individual features provided with the learning
to rank data set. This means that our experiments simulate the task of comparing the effectiveness
of individual features for retrieval using varying amounts of historical data, or a combination of
historical and live data.

As specified in Definition 4.4, we compare the efficiency of rankers by comparing the accuracy they
obtain after observing a sample of a given size. We measure accuracy after observing m queries as the
portion of ranker pairs for which an interleaved comparison method correctly predicts the direction of
the difference in Normalized Discounted Cumulative Gain (NDCG) [Jarvelin and Kekéldinen 2002].
To compute NDCG difference, we use the manual relevance judgments provided with the learning to
rank data set. NDCG is a standard IR evaluation measure used as ground truth in all previous work on
interleaved comparison methods [Radlinski et al. 2008b]. The provided confidence intervals are 95%
binomial confidence intervals. We determine whether differences are statistically significant based on
the overlap between confidence intervals. Then, an interleaved comparison method is deemed more
efficient than another if it Pareto dominates it (i.e., its accuracy is at least not significantly lower for
all sample sizes, and significantly higher for at least one sample size).

In comparison to previous work, our setup allows evaluating interleaved comparison methods on a
large set of ranker pairs in a controlled experiment. Previous work validated interleaved comparisons
in real usage data [Chapelle et al. 2012; Radlinski and Craswell 2010; Radlinski et al. 2008b], which
allowed assessment of these methods in a realistic setting but limited the number of possible ranker
comparisons. On the other hand, [He et al. 2009] used a small number of hand-constructed test cases
for their analysis. Our setup falls in between these as it is more controlled than the former, but has
fewer assumptions than the latter.

The following subsections detail the experimental procedures used to investigate the fidelity and
soundness of interleaved comparison methods (§6.1), and the efficiency of these methods under live
(§6.2) and historical data (§6.3).

6.1. Fidelity and Soundness of Interleaved Comparison Methods

In §4.3-4.5, we analyzed the fidelity and soundness of existing interleaved comparison methods, and
found that none exhibit both conditions of fidelity as defined in §4.2. In §5, we proposed a set of

Shttp://research.microsoft.com/en-us/projects/mslr/default.aspx
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ALGORITHM 5: Experiment 1: Verifying fidelity and soundness of interleaved comparison methods.

1: Input: interleave(-), compare(-), length, num_relevant, m, n
2: correct[l..m] = zeros(m)
3: fori = 1..ndo

4:  docids,labels = generate_document _list(length, num_relevant)
5. target_outcome = 0

6: repeat

7: l1 = random_permutation(docids)

8: lo = random_permutation(docids)

9: if pareto_dominates(ly, l2, labels) then

10: target_outcome = —1

11: else if pareto_dominates(lz, 11, labels) then

12: target_outcome =1

13:  until target_outcome =0
14:  for (j = 1..m)do

15: (a, c,1) = interleave(ly, l2)

16: append(O, compare(ly,l2, a, c,1))

17: if sign(>_ O) = sign(target_outcome) then
18: correct[j] + +

19: return correct[l..m]/n

probabilistic interleave methods and verified theoretically that they possess fidelity and soundness. In
this section we detail experiments that are designed to empirically validate our theoretical results.

We conduct two experiments to address the two conditions of fidelity. Both use the experimental
setup outlined in Algorithm 5. The experiment receives as input two functions interleave and
compare, which together specify an interleaving method, such as BI in Algorithm 1 (interleave
in lines 1-12, compare in lines 13—17). It also receives arguments that specify the length and
number of relevant documents of the (synthetic) documents lists to be compared, the number of
impressions per run m, and the number of runs n (line 4). For each run, it initializes a list of document
IDs and relevance labels as specified by length and num_relevant. It then randomly selects two
permutations of the document IDs, and determines whether one permutation Pareto dominates the
other. This test of Pareto dominance determines the target outcome to which interleaved comparison
methods should converge (lines 9-12). We then interleave and compare the resulting lists as specified
by the interleaved comparison method, and compare the resulting outcome to the known target
outcome.

Given the experimental setup detailed above, condition (1) of fidelity (unbiasedness under random
clicks) is tested by applying interleaved comparison methods under the random click model as
specified in Table II. Under this click model, the click probability is independent of document
relevance and therefore carries no information about the relative quality of rankers. Thus, interleaved
comparison methods should have expected outcomes of O (i.e., the rankers tie in expectation). We
verify this by counting the ranker pairs for which a significant difference between rankers is detected,
and comparing this to the number of significant differences that would be expected solely due to
random effects.

We test condition (2) of fidelity (detecting a preference when one ranker Pareto dominates the
other) by running Algorithm 5 under perfect user feedback and verifying that the observed interleaved
comparisons agree with the direction of the target outcome.

In both experiments, we examine the behavior of interleaved comparison methods over m queries,
so both fidelity and soundness must be satisfied.

6.2. Interleaved Comparisons using Live Data

The main goal of our second set of experiments is to compare the efficiency of interleaved comparison
methods in the live data setting. With “live data” we mean that click data can be collected for any
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ALGORITHM 6: Experiment 2: Interleaved comparisons using /ive data.

1: Input: interleave(-), compare(-), Q, R, dnpca(:, ), m,n
2: correct[l..m] = zeros(m)
3: fori = 1..n do

4 0=

5. g =random(Q)

6:  Sample target rankers (71, 72) from R without replacement
7. for (j = 1..m)do

8: (a, c,1) = interleave(q, r1,72)

9: append(O, compare(ry,ra,a,c,l, q))

10: if sign(>_ O) = sign(dnpce(ri,r2)) then

11: correctlj] + +

12: return correct[l..m]/n

interleaved lists generated by an interleaving algorithm. This means that data is collected directly
for the target ranker pair being compared. Our experiments for the live data setting are detailed in
Algorithm 6.

The experiment takes as input an interleaved comparison method as specified by the functions
interleave and compare, a set of queries @, a set of rankers R, a method § ypcg which computes
the true NDCG difference between two rankers, the maximum number of impressions per run m,
and the number of runs n. The experiment starts by initializing a result vector correct which keeps
track of the interleaving method’s accuracy after 1..m impressions (line 2). Then, for each run a
query and target ranker pair are sampled from ) and R (lines 5 and 6). The target ranker pair is
sampled without replacement, i.e., a ranker cannot be compared to itself. Also, we exclude cases
for which the rankers have the same NDCG, so that there is a preference between rankers in all
cases and we can formulate this experiment as a binary decision problem. Then, m impressions are
collected by generating interleaved lists (line 8) and comparing the target rankers using the observed
data (line 9). Comparison outcomes are aggregated over impressions to determine if a run would
identify the preferred ranker correctly (line 10 and 11). Finally, the accuracy after 1..m impressions
is obtained by dividing correct by the number of runs n. An efficient ranker obtains a high accuracy
after observing few impressions. The results of our experiments for the live data setting are reported
in §7.2.

6.3. Interleaved Comparisons using Historical Data

The goal of our third set of experiments is to assess the efficiency of interleaved comparison method
in a historical data setting. This setting assumes that interleaved lists cannot be directly observed for
the target rankers being compared. Instead, interleaving data previously collected using a different
but known original ranker pair is available. We simulate this setting by generating original ranker
pairs, and collecting data for these original ranker pairs, which is then used to estimate comparison
outcomes for the target pair. The detailed procedure is shown in Algorithm 7.

The arguments passed to Algorithm 7, as well as its initialization and overall structure, are identical
to those for the live data experiments shown in Algorithm 6. The main differences are in lines 6 to
9. In addition to the target ranker pair, an original ranker pair is randomly sampled, again without
replacement so that there is no overlap between the rankers used in a given run (line 6). Then, for each
impression, the interleaving data is collected for the original ranker pair (line 8). The target rankers
are compared using this data collected with the original rankers (line 9). Experiment outcomes are
computed in terms of accuracy for the target rankers as before. Again, an efficient ranker obtains
high accuracy after observing few historical samples. The results of our experiments for the historical
data setting are reported in §7.3.
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ALGORITHM 7: Experiment 3: Interleaved comparisons using historical data.

1: Input: interleave(-), compare(-), Q, R, Snpca(:, ), m,n
2: correct[l..m] = zeros(m)
3: for7 =1..ndo

4 0=

50 g =random(Q)

6:  Sample original pair (7, , 7o, ) and target pair (r¢, , r¢, ) from R without replacement
7. forj=1.mdo

8: (a, c,1) = interleave(q, 7oy, Toy)

9: Oli] = compare(ri,, iy, Tor, Togs &, C, 1, q)

10: if sign(>_ O) = sign(dnpca(rey, rt,)) then

11: correct[j] + +

12: return correct[l..m]/n

7. RESULTS AND DISCUSSION

In this section we detail our three sets of experiments and present and analyze the obtained results.
Our first set of experiments verifies the results of our theoretical analysis of the fidelity and soundness
of interleaved comparison methods. Our second set of experiments examines the sample efficiency
of interleaved comparison methods when comparing rankers using live data (§7.2). Our third set of
experiments evaluates interleaved comparison methods using historical data (§7.3). In addition to
presenting our main results, we analyze the interleaved comparison methods’ robustness to noise in
user feedback and to varying parameter settings.

7.1. Fidelity and Soundness of Interleaved Comparison methods

In this section, we present and discuss the results of our first set of experiments, designed to verify
the results of our theoretical analysis of interleaved comparison methods. We compare the baseline
methods BI, TD, and DC and our proposed method PI-MA, defined as follows:

— BI: the Balanced Interleave method following [Chapelle et al. 2012], as detailed in Algorithm 1
(83).

— TD: the Team Draft method following [Chapelle et al. 2012], as detailed in Algorithm 2 (§3).

— DC: the Document Constraint method following [He et al. 2009], as detailed in Algorithm 3 (§3).

— PI-MA: probabilistic interleaving with marginalization over assignments as defined in Eq. 6-9
(cf. §5.2).

The experiments use the experimental setup described in §6.1. We run experiments for result lists
of length 10 with the number of relevant documents num_relevant sampled uniformly at random
from [1, 3]. We run the comparison of each ranker pair for m = 500 impressions, and repeat this for
n = 500 ranker pairs.

Figure 7 shows the results of our first experiment, in which we verify condition (1) of fidelity
and soundness. An interleaved comparison method that exhibits fidelity and soundness should, in
expectation, not detect any differences between rankers when user clicks are random. We verify
this as follows. For 500 ranker pairs, we perform interleaved comparisons on up to 500 impressions
each. We then conduct a t-test on the observed mean outcome for each of these 500 ranker pairs and
compare the number of detected significant differences to those expected under random comparison
outcomes.

For the interleaved comparison outcomes TD and PI, we see the behavior expected under random
clicks. For example, for a t-test with p = 0.05, these methods detect between 20 and 29 significant
differences between rankers, where 25 (5%) differences are expected due to random variations.
Similarly, for p = 0.01, we observe up to 9 significant differences (for TD, after 200 impressions).
For p = 0.001, we observe up to 2 significant differences (TD after 400 and 500 impressions, and
PT after 300 impressions). We compare the observed number of differences to the expected number

ACM Journal Name, Vol. 31, No. 4, Article 17, Publication date: November 2013.



17:26 K. Hofmann et al.

300 60%
p <0.05
p<00]l mEmm - -

250 - p<0.001 o—— — — — -{ 50%

40%

30%

20%

10%

0%

Bl TD DC PI-MA Bl TD DC PI-MA Bl TD DC PI-MA Bl TD DC PI-MA Bl TD DC PI-MA
100 200 300 400 500

Fig. 7. Results, condition (1) of fidelity. Number of significant differences between rankers detected under random user
clicks for different interleaved comparison methods and p-values on 500 ranker pairs after 100-500 user impressions. Colors
represent interleaved comparison methods and shades represent levels of p. For a p-value of 0.05, an interleaved comparison
method that exhibits fidelity condition (1) should detect significant differences in about 25 (5%) of the performed comparisons,
independently of the number of impressions.

using a binomial significance test with p = 0.001. For TD and PI, these are not significantly different
from the expected number of differences. This result supports the conclusion that, in expectation, TD
and PI do not detect differences between rankers under random user clicks.

For BI and DC, our earlier theoretical analysis showed that condition (1) of fidelity is violated. This
is confirmed by our experimental results in Figure 7. After 100 impressions, BI detects significant
differences between rankers in 59 cases for p = 0.05 and in 5 cases for p = 0.001. The number of
detected significant differences increases to 122 (for p = 0.05) and 62 (for p = 0.001) after 500
impressions. For DC, the number of falsely identified differences between rankers is even higher,
ranging from 124 (p = 0.05) and 15 (p = 0.001) after 100 impressions up to 268 (p = 0.05) and 122
(p = 0.001) after 500 impressions. This means that after 500 impressions DC detects a significant
difference for more than half the compared ranker pairs when we assume a p-value of p = 0.05. For
all numbers of impressions and all levels of p, the number of differences detected by BI and DC
is significantly higher than expected due to random variations (again using a binomial significance
test and p = 0.001). This shows that BI and DC violate condition (1) of fidelity as predicted by our
analysis.

Figure 8 shows our results for condition (2) of fidelity. As detailed in §6.1, we generate ranker
pairs where one ranker Pareto dominates the other, so that we know which ranker should be preferred
in expectation by an interleaved comparison method that exhibits fidelity condition (2) and soundness.
We then compare the known target outcome to the comparison outcomes detected by each interleaved
comparison method after m impressions. An interleaved comparison method that exhibits condition
(2) of fidelity and soundness should always converge to agreement with the target outcome as n — 0.
For BI, we see that the detected outcome agrees with the target ranker in 88% of the tested ranker
pairs. Manual inspection of the remaining cases confirmed that they were instances with several
relevant documents (i.e., several clicks), where the rankers were tied on the lowest-ranked clicked
document but not on higher-ranked clicked documents (as in the example discussed in §4.3, Figure 2).

The agreement of TD with the target outcome is initially lower than that of BI, but converges
to a similar level (87%).” The convergence over several impressions is due to the higher level of
randomization under TD as compared to BI. The cases where TD violates fidelity condition (2) are

"Note that the observed agreement levels are not predictive for real-live settings, as the cases where BI or TD violate fidelity
may be more or less frequent than in our simulation, depending on the rankers being compared.
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found to be cases where a relevant document is moved up by one rank by the dominating ranker (cf.,
§4.4, Figure 3).

DC shows high agreement with the target outcome, with fast convergence due to a low level
of randomization. The method converges to an agreement with the target outcome of 97.2%. The
observed cases where the method disagrees with the target outcome are ones where the relative order
of two relevant documents is switched (i.e., d; and d3 are both relevant and clicked, and one ranker
places d; before ds3 and the other places ds above dy, also see §4.5).

Finally, PI-MA starts at an agreement level slightly below that of BI. It takes longer to converge
than the other interleaved comparison methods, due to the higher level of randomization during
interleaving. The method passes DC after 20 impressions have been observed. After 500 impressions,
it agrees with the target outcome in 98.4% of the cases. In none of the remaining 8 cases could we
find any systematic disagreement with the target outcomes, and they converged to the target outcome
when run for larger n. These results support our analysis that PI-MA detects a preference for a ranker
that Pareto dominates another ranker as n — 0o.

Our first two experiments confirm the results of our theoretical analysis regarding fidelity and
soundness. As predicted by our theoretical results, BI and DC violate both conditions of fidelity,
while TD violates condition (2) of fidelity. Our results support the conclusion that PI-MA exhibits
both soundness and fidelity.

7.2. Interleaved Comparisons using Live Data

In this section, we present the results of our evaluation of interleaved comparison methods in a live
data setting, where interleaving methods interact directly with users. We compare the same three
baseline methods BI, TD, and DC and our proposed method PI-MA, as defined in the previous
section (§7.1). We run experiments for m = 10,000 impressions, n = 1,000 times. The experiments
use the experimental setup described in §6.2.

The results obtained for our four user models are shown in Figure 9. Each plot shows the accuracy
achieved by each interleaved comparison method over the number of impressions seen for a given
user model. The performance of a random baseline would be 0.5, and is marked in grey. Note that
the performance of an interleaving method can be below the random baseline in cases where no
decision is possible (e.g., the method infers a tie when not enough data has been observed to infer
a preference for one of the rankers; the rankers are sampled in such a way that there always is a
difference according to the NDCG ground truth). When comparing the efficiency of interleaved
comparison methods, we consider both how many impressions are needed before a specific accuracy
level is achieved, and what final accuracy is achieved after e.g., 10,000 impressions.

For the perfect click model (cf., Figure 9(a)) we find that the baseline methods BI, TD and DC
achieve close to identical performance throughout the experiment. The final accuracies of these
methods after observing 10,000 impressions are 0.78, 0.77, and 0.78 respectively, and there is no
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Fig. 9. Results, live setting. Portion of correctly identified preferences (accuracy) on 1,000 randomly selected ranker pairs
and queries, after 1-10,000 user impressions with varying click models.

significant difference between the methods. We conclude that these methods are similarly efficient
when comparing rankers on highly reliable live data. Our proposed method PI-MA is found to be
more efficient than all baseline methods on live data under the perfect click model as it outperforms
them by a large and statistically significant margin for all sample sizes. After observing only 50
impressions, PI-MA can more accurately distinguish between rankers than either of the other methods
after observing 10,000 impressions. Its final accuracy of 0.87 is significantly higher than that of
all baselines. Compared to the best-performing baseline (here, BI), PI-MA can correctly detect a
preference on 11.5% more ranker pairs after observing 10,000 impressions.

Results for the navigational click model are shown in Figure 9(b). In comparison to the perfect
click model, this model has a higher position bias (higher stop probabilities), and a steeper decay of
click probabilities (quadratic, so that the difference between the highest relevance grades is relatively
bigger than under the perfect click model). The increase in position bias is expected to lead to a
decrease in efficiency (this effect was identified for BI, TD, and DC in [He et al. 2009]). This effect
is confirmed by our results, which can be seen in the slower increase in accuracy as compared to
the perfect click model. For example, under the navigational model, approximately 50 impressions
are needed before all interleaved comparison methods achieve an accuracy of at least 0.7, while for
the perfect model, only about 20 impressions need to be observed for the same level of accuracy.
The steeper decay in click probabilities is expected to lead to click data that better corresponds to
the implementation of gain values in NDCG than the linear decay implemented in the perfect click
model. We find that the accuracy of all methods after 10,000 iterations is slightly higher under the
navigational model (the accuracy for Bl is 0.79, for TD 0.80, for DC 0.78, and for PI-MA 0.88),
but none of the differences is statistically significant. We can conclude that under the navigational
model, interleaving methods have lower efficiency (due to increased position bias), but they converge
to at least the same level of accuracy (possibly slightly higher, due to the better match with NDCG
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gain values) as under the perfect click model. Comparing the individual methods, we again find that
PI-MA is more efficient than any of the baseline methods. After 10,000 impressions, it achieves a
significant increase in accuracy of 10% over the baseline methods.

The informational click model has a level of position bias that is similar to that of the navigational
click model, but a higher level of noise. Thus, users consider more documents per query, but their
click behavior makes documents more difficult to distinguish. Figure 9(c) shows the results for this
click model. The increase in noise affects the efficiency of the different interleaved comparison
methods in different ways. For small sample sizes, the efficiency of all interleaved comparison
methods is similar to that of the navigational model, with all methods achieving an accuracy of 0.7
within 50 samples. However, after 10,000 impressions, BI achieves a final accuracy of 0.72 (TD —
0.81, DC - 0.77, and PI-MA - 0.84). The final accuracy of BI and of PI-MA is substantially lower
than under the navigational model. The final accuracy of PI-MA is significantly higher than that of
BI and DC under the informational model, and higher (but not significantly so) than that of TD. BI
appears to be particularly strongly affected by noise. This method performs significantly worse than
all other interleaved comparison methods in this setting. Outcomes computed under this method rely
on rank-differences at the lowest-clicked document. As individual clicks become less reliable, so do
the comparison outcomes.

Results for the almost random click model reflect the performance of interleaved comparison
methods under high noise and high position bias (Figure 9(d)). We find that efficiency decreases
substantially for all methods. For example, TD is the first method to achieve an accuracy of 0.7
after 500 impressions. After 10,000 impressions, BI achieves an accuracy of only 0.67 and the
accuracy of DC is 0.71. TD appears to be the most robust against this form of noise, maintaining an
accuracy of 0.79. PI-MA performs better than the baseline methods on small sample sizes, because
marginalization helps avoid noisy inferences. Its performance after 10,000 impressions is the same
as for TD, thus its overall efficiency is still higher than that of TD. In general, PI-MA is expected to
converge to the same results as TD in settings with high noise and high position bias, such as the one
simulated here. In these settings, the method cannot accurately trade-off between clicks at different
positions.

Our results for the different user models indicate that PI-MA Pareto dominates the baseline
methods in terms of performance. Under highly reliable click feedback, the baseline methods perform
similarly well, while PI-MA is significantly more accurate at all sample sizes. The reason is that
PI-MA can trade off differences between ranks more accurately. For all methods, efficiency decreases
as position bias increases, which is in line with earlier work. Increasing noise affects the interleaving
methods differently. BI appears to be affected the most strongly, followed by DC. TD is relatively
robust to noise. PI-MA reduces to TD when the level of noise becomes extreme. None of the baseline
methods was found to be significantly more accurate than PI-MA at any sample size or level of click
noise. Therefore, we conclude that PI-MA is more efficient than the other methods.

After comparing PI-MA to the baseline methods, we now turn to analyzing PI-MA in more detail.
PI-MA has one parameter 7. This parameter can be set to change the trade-off between clicked
documents at different ranks, similar to the position discount in NDCG. Low values of 7 result in
slightly more randomization in the constructed interleaved result lists, which means that documents
at lower ranks have a higher chance of being placed in the top of the result list and are more likely to
be clicked. When comparing interleaving outcomes to NDCG difference, we expect more accurate
results for smaller values of 7, as NDCG uses a relatively weak position discount (namely log(r)).
This is confirmed by our results in Figure 10(a) (here: perfect click model). For settings of 7 that are
smaller than the default value 7 = 3 (i.e., 7 € (1, 2), accuracy is higher than for the default settings.
Increasing the parameter value to 7 = 10 decreases the accuracy. While all parameter settings 7 > 0
result in an interleaved comparison method that exhibits fidelity as defined in Definition 4.2, an
appropriate value needs to be chosen for given applications of this method. Higher values place more
emphasis on even small differences between rankings, which may be important in settings where
users are typically impatient (e.g., for navigational queries). In settings where users are expected to be
more patient, or tend to explore results more broadly, a lower value should be chosen. In comparison,
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the baseline methods BI, TD, and DC make implicit assumptions about how clicked documents at
lower ranks should be weighted, but do not allow the designer of the retrieval system to make this
decision explicit.

Finally, we analyze PI-MA in more detail by evaluating its performance after removing individual
components of the method (Figure 10(b)). The figure shows PI-MA (7 = 3), compared to PI-MA
without marginalization, and without softmax functions. We find that the complete method has the
highest efficiency, as expected. Without marginalization, comparisons are less reliable, leading to
lower efficiency, especially on small sample sizes. The performance difference is compensated for
with additional data, confirming that PI and PI-MA converge to the same comparison outcomes.
When deterministic ranking functions are used instead of softmax functions, we observe lower
accuracy throughout the experiment. Without softmax functions, PI-MA does not trade off between
differences at different ranks, leading to lower agreement with NDCG. We conclude that PI-MA is
more efficient than variants of the method without marginalization, and without softmax functions.
This result confirms the results of our analysis.

In this section, we studied the efficiency of interleaved comparison methods in the live data setting,
where click feedback for all interleaved lists can be observed directly. We found that our proposed
method PI-MA is more efficient than all baseline methods. Performance gains were found to be
particularly high under perfect click feedback, and we identified the effects of increased noise and
position bias on all methods. Finally, we analyzed our method PI-MA in more detail, which confirmed
that our marginalization step increases the efficiency of PI as expected.

7.3. Interleaved Comparisons using Historical Data

In this section, we evaluate interleaved comparison methods in a historical data setting, where only
previously observed interaction data is available. Our experiments do not focus on how to collect
such data, but rather assume that data is available from previous experiments and the task is to use
this data effectively. We compare the following methods for interleaved comparisons using historical
data:

— BI: directly applies BI to historical data, as discussed in §4.3.

— TD: applies TD to all assignments that match historical data, as discussed in §4.4.

— DC: directly applies DC to historical data, as discussed in §4.5.

— PI-MA-IS: our full importance sampling estimator with marginalization over assignments, as
defined in Eq. 11 (cf., §5.3). Unless specified otherwise, we use a setting of 7 = 1 for both the
source and the target distribution.

We use the experimental setup described in §6, and the procedure detailed in §6.3. Each run is
repeated n = 1,000 times and has a length of m = 10,000 impressions. For each run, we collect
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after 1-10,000 user impressions with varying click models.

historical data using a randomly selected source ranker pair, and use the collected data to infer
information about relative performance of a randomly selected target ranker pair.

In comparison to the live data setting, we expect interleaved comparison methods to have lower
efficiency. This is particularly the case for this setting where source and target distributions can be
very different from each other. In settings where source and target distributions are more similar to
each other (such as learning to rank settings), efficiency under historical data is expected to be much
higher, so the results presented here constitute a lower bound on performance.

Figure 11 shows the results obtained in the historical data setting. For the perfect click model
(Figure 11(a)), we see the following performance. BI shows close to random performance, and its
performance after 10,000 impressions is not statistically different from the random baseline. DC
stays significantly below random performance. These results suggest that the two methods cannot use
historical data effectively, even under very reliable feedback. The reason is that differences between
the observed interleaved lists and the lists that would be generated by the target rankers are not
compensated for. TD shows very low accuracy, close to zero. This result confirms our analysis that
indicated that this method can reuse only a small portion of the historical data. Since few lists are
useable by this method, most comparisons result in a tie between the compared target rankers.

The results in Figure 11(a) confirm that PI-MA makes it possible to effectively reuse previously
collected data, and that it is much more efficient than the baseline methods. After 10,000 impressions,
this method achieves an accuracy of 0.78. Following the trend of this experiment, accuracy is
expected to continue to increase as more impressions are added.

The relative performance of the interleaved comparison methods is the same for all investigated
click models. In comparison to the perfect click model, efficiency of PI-MA-IS decreases with
increases in click noise as expected. However, the method performs significantly better than all
baseline methods under any noise level. For the navigational model, performance after 10,000
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impressions is 0.68 (Figure 11(b)), for the informational model it is 0.61 (Figure 11(c)), and for the
almost random model 0.57 (Figure 11(d)). Thus, it can be seen that efficiency degrades gracefully
with increases in noise. For high levels of noise (such as under the almost random click model) the
required amount of data can be several orders of magnitude higher than under the perfect click model
to obtain the same level of accuracy. Performance of the baseline methods does not appear to be
substantially impacted by the level of noise in user feedback in the historical data setting.

After comparing interleaved comparison methods in the historical feedback setting, we turn to
analyzing the characteristics of PI-IS-MA in more detail. So far, we assumed that historical data
was available from an earlier interleaved comparison experiment, and that we had no influence on
how that data was sampled. Now we relax this assumption and investigate the effect of choosing
different values of 7 during both data collection and inference (Figure 12(a)). Under historical data,
7 has several effects. For the source rankers (7g), it determines the level of exploration during data
collection. As 7s — 00, the level of exploration approaches uniformly random selection of document
permutations. A high level of exploration can ensure that result lists that are likely under the target
rankers are sufficiently well covered during data collection, which reduces variance in the later
comparisons. This is confirmed by comparing our results for PI-MA-IS with the parameter setting
Ts = 1,70 = 3 to those for the setting 7s = 3, 7 = 3. In both runs, the comparison function is
identical, however in the first setting, data collection was more exploratory. This leads to a significant
increase in efficiency.

Changing 7 only for the target distribution (77) also has an effect on variance, although it is weaker
than that observed for the source distribution. Two factors play a role here, 1) smaller values of 7 lead
to comparisons that more accurately correspond to NDCG position discounts (cf., §7.2, Figure 10(a)),
and 2) smaller values of 7 make the target distribution slightly broader (the differences between
most and least likely interleaved lists becomes smaller), resulting in smaller differences between the
source and target distributions and therefore smaller importance weights. The relative importance of
these two effects can be estimated with the help of our results obtained in the live setting. There, the
accuracy for 7 = 1 after 10,000 impressions is significantly (by 7.5%) higher than for 7 = 3. Under
historical data, performance for the setting 7¢ = 1, 7 = 1 is also significantly higher than for the
setting 7¢ = 1, 70 = 3. Here, the increase is 17.6% — more than twice as high as in the live setting.
We conclude that a large portion of this increase is due to the reduced distance between source and
target distribution and the resulting reduction in variance. Finally, when comparing settings with low
exploration under the source distribution (s = 3) we see only marginal performance differences.
This result suggests that a high amount of exploration during data collection is crucial for achieving
high efficiency under PI-IS-MA.
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Finally, we examine how different components of PI-IS-MA contribute to the performance of
this method under historical data. Figure 12(b) shows our previous results for PI-IS-MA and for the
following additional runs:

— PI-IS: PI that uses the naive importance sampling estimator in Eq. 10 to compensate for differences
between source and target distribution (cf., §5.3).

— PI-MA: directly applies PI-MA as defined in Eq. 6-9 (cf. §5.2), without compensating for differ-
ences between source and target distributions.

Our results confirm the outcomes of our analysis and derivation of PI-MA-IS (cf., 5.3). The variant
PI-IS (i.e., without marginalization) is significantly less efficient than the full method PI-IS-MA.
This confirms that marginalization is an effective way to compensate for noise. The effect is much
stronger than in the live data setting, because under historical data the level of noise is much higher
(due to the variance introduced by importance sampling). In the limit, we expect that performance of
PI-IS converges to the same value as PI-IS-MA, but after 10,000 impressions its accuracy is 0.639,
17.5% lower than after observing the same number of samples in the live setting. If PI-MA is applied
without importance sampling, we see that efficiency is as high as for PI-IS-MA for small sample
sizes. However, we also observe the bias introduced under this method, as it converges to a lower
accuracy after processing approximately 200 impressions. The performance of PI-MA when applied
to historical data is found to be 0.68 after 10,000 impressions, 12% lower than that of PI-MA-IS.
These results demonstrate that PI-MA-IS successfully compensates for bias while maintaining high
efficiency.

To summarize, our experiments in the historical data setting confirm that PI-MA-IS can effectively
reuse historical data for inferring interleaved comparison outcomes. Alternatives based on existing
interleaved comparison methods were not able to do this effectively, due to data sparsity and bias.
The efficiency of PI-MA-IS under historical data is found to decrease with increases in click noise, as
expected. More detailed analysis shows that choosing a sufficiently exploratory source distribution
is crucial for obtaining good performance. Finally, our analysis showed that marginalization and
importance sampling contribute to the effectiveness of PI-MA-IS as suggested by our analysis.

8. CONCLUSION

In this article, we introduced a new framework for analyzing interleaved comparisons methods,
analyzed existing methods, and proposed a novel, probabilistic interleaved comparison method
that addresses some of the challenges raised in our analysis. The proposed analysis framework
characterizes interleaved comparison methods in terms of fidelity, soundness, and efficiency. Fidelity
reflects whether the method measures what it is intended to measure, soundness refers to its statistical
properties, and efficiency reflects how much sample data a method requires to make comparisons.

We analyzed existing interleaved comparison methods using the proposed framework, and found
that none exhibit a minimal requirement of fidelity, namely that the method prefers rankers that rank
clicked documents higher. We then proposed a new interleaved comparison method, probabilistic
interleave, and showed that it does exhibit fidelity. Next, we devised several estimators for our
probabilistic interleave method, and proved their statistical soundness. These estimators included a
naive estimator, a marginalized estimator designed to improve effectiveness by reducing variance
(PI-MA), and an estimator based on marginalization and importance sampling (PI-MA-IS), that
increases efficiency by allowing the reuse of previously collected (historical) data.

We empirically confirmed the results of our analysis through a series of experiments that simulate
user interactions with a retrieval system using a fully annotated learning to rank data set and click
models. First, we verified our theoretical results regarding soundness and fidelity of interleaved
comparison methods. Second, our experiments in the live data setting showed that PI-MA is more
efficient than all existing interleaved comparison methods. Our detailed analysis of different variants
of PI-MA confirms that PI-MA with marginalization and softmax functions is more efficient than
variants without either component. Third, in our experiments with simulated historical click feedback,
we found that PI-MA-IS can effectively reuse historical data. Due to the increase in noise due to
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importance sampling, sample efficiency is lower than under live data, as expected. Our last set of
experiments also confirmed that the difference between the source and target distributions has a
strong effect on the sample efficiency of PI-MA-IS.

Our work is relevant to research and application of IR evaluation methods. First, our analysis
framework is a step towards formalizing the requirements for interleaved comparison methods. Using
this framework, we can make more concrete statements about how interleaved comparison methods
should behave. Our analysis of existing methods shows how the use of this framework can shed
more light on their characteristics. In addition, our proposed probabilistic interleaved comparison
method is the first to exhibit fidelity, and we showed how different components of the method relate
to frequently-made assumptions about user behavior and expectations (e.g., relating to the position
discount in NDCG). Regarding the application of interleaved comparison methods, our method
PI-MA can be used to more explicitly define and better understand what an experimental outcome
captures. Finally, the method was shown to improve upon the sample efficiency of previous methods.

Our extension of probabilistic interleaving to the historical data setting resulted in the first method
that can effectively estimate interleaved comparison outcomes from data that was not collected using
the target ranker pair. This extension can lead to substantial improvements in sample efficiency,
especially in settings where many comparisons of similar rankers need to be made, such as large-scale
evaluation of (Web) search engines, or in learning to rank. In such settings, where the compared
rankers are relatively similar to each other, the differences between source and target rankers are
expected to be particularly small, which results in low variance and therefore high efficiency of
our importance-sampling-based method. A first approach that uses probabilistic interleaving for
data reuse in online learning to rank was shown to substantially and significantly speed up learning,
especially under noisy click data [Hofmann et al. 2013].

Interleaved comparison methods are still relatively new, and an important direction for future
research is to better understand and formalize what differences between rankers these methods
can measure. Such work could focus, for example, on more detailed analysis and experimental
characterization of the relationships between interleaved comparison methods and traditional IR
evaluation metrics.

Our analysis and experiments explicitly made a number of assumptions about the relationship
between relevance and user click behavior. These assumptions were based on earlier work on click
models, but there is still a large gap between the current models and the very noisy observations of
user behavior in real (Web) search environments. As more and more accurate click models are being
developed, we expect the resulting understanding of click behavior to influence and complement work
on interleaved comparison methods. Open questions include whether and how click models can be
used to evaluate rankers, and how this type of evaluation relates to interleaved comparison methods;
Chuklin et al. [2013] provide a recent exploration of these questions, showing that offline metrics that
are based on click models are more strongly correlated with online experimental outcomes (obtained
using A/B-testing or interleaving) than traditional offline metrics. Also, while current interleaved
comparison methods focused on aggregating clicks, a broader range of user behavior could be taken
into account, and may help to e.g., decrease noise.

In our evaluation of the historical data setting, we assumed that historical data was obtained from
earlier comparisons, and we focused on identifying methods that can effectively use the given data.
In learning to rank settings, it may be possible to influence data collection, possibly using original
distributions that reduce variance for the target ranker comparisons. Such sampling methods could
make the reuse of historical data for interleaved comparisons even more effective. Finally, in settings
where both historical and live data are available, combining these estimators using statistical tools
for combining estimators in an unbiased way that minimizes variance [Graybill and Deal 1959]
is expected to result in further performance gains. This is another promising direction for future
research.
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APPENDIX
A. PROOF OF THEOREM 4.1
THEOREM 4.1 The estimator in Equation 2 is equal to two times the sample mean.

PROOF. Below, we use the fact that L 3" o, = Lwins(ly) — wins(ly) (following from the

definition of wins(l;) (0 = —1 and 0 = T for 1; and 12 respectively) and ties(ly 2) (0 = 0) (cf.,
§3), and that the number of samples is n = wins(l;) + wins(lz) + ties(1 2).

of _ wins(ly) + %ties(ll,z) 05
wins — ’U)Z’I’LS(IQ) + wms(h) + ties(ll,Z) '

5 (wins(lg) + Lties(ly 2) ;n>

n n

% (2 wins(lz) + ties(l1,2) — (wins(lz) + wins(ly) + ties(l1 2)))

1, .
- (wins(lp) — wins(1y)) Zoz

B. PROOF OF THEOREM 5.1

THEOREM 5.1 The following estimator is unbiased and consistent given samples from an interleaving
experiment conducted according to the graphical model in Figure 1(b) (Eq. 6):

Z Z Z oP(ola,c;)P(all;, ¢;).

i=1 a€A o€O

PROOF. We start by defining a new function f:
f(CL,Q) =" 0P(o|C,a)P(alL, Q).
acA oeO

Note that Eq. 6 is just the sample mean of f(C, L, Q) and is thus an unbiased and consistent estimator
of E[f(C, L, Q)]. Therefore, if we can show that £[O] = E[f(C, L, Q)], that will imply that Eq. 6
is also an unbiased and consistent estimator of E[O].
We start with the definition of E[O]:
0] = Z oP(0)

ocO
P(O) can be obtained by marginalizing out the other variables:

= Z ZZZP(a,c,I,q,O),

acA ceC leL qeQ
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where, according to the graphical model in Figure 1(b), P(A, C,L, @, O) = P(O|C,A) P(C|L, Q)
P(L|A, Q) P(A)P(Q). Thus, we can rewrite E[O] as

=33 3D oP(ola, ) Plelt g)P(1[a, q) P(a) P(q).

acA ceC leL qeQ ocO

Observing that P(L|A, Q) = PAIL.Q)PLIQ) (Bayes rule) and P(A|Q) = P(A) (A and Q are
P(A[Q)

independent), gives us
=33 >3 "> oP(ola,c)P(all,q)P(c[l, q)p(1lq) P(q).
acA ceC leL ¢geQ ocO
Figure 1(b) implies P(C L,Q) = P(C|L,Q)P(L|Q)P(Q), yielding:
Z ZZZ ZoP ola,c)P(all,q)P(c,l,q).
a€cA ceC 1€L ¢geQ 0€0O
From the definition of f(C, L, Q) this gives us:
=33 flel,g)P(c,1,9),
ceCleL qeQ
which is the definition of E[f(C, L, Q)], so that:
E[0] = EIf(C.L,Q). D
C. PROOF OF THEOREM 5.2

THEOREM 5.2 The following estimator is unbiased given samples from an interleaving experiment
conducted according to the graphical model in Figure 1 under Ps:

Pr(li|g)
ZZZOP olci, a) uu%)m'

i=1 a€A 0O

PROOF. As in Theorem 5.1, we start by defining f:

F(C,L,Q) =Y oP(ola,C)P(alL, Q).

acA ocO

Plugging this into the importance sampling estimator in Eq. 1 gives:

PT(CZ7 L;, %)
C’L7IZ) K3
Zf q PS(czalu%)

which is unbiased and consistent if PS(C, L, Q) is non-zero at all points at which Pr(C, L, Q) is
non-zero. Figure 1(b) implies that P(C,L, Q) = P(C|L, Q)P(L|Q)P(Q), yielding:

_1 i Flei,. g Pr(cilli, ¢i) Pr(Lilgi) Pr(g:)
T Ps(cilli, gi) Ps (Lilgi) Ps (4:)
Because we assume that clicks and queries are drawn from the same static distribution, independent of

the ranker pair used to generate the presented list, we know that Pr(Q) = Ps(Q) and Pr(C|L, Q) =
Ps(C|L, Q), giving us:

1< Pr(Lilq:)
= - ci i) 57+
n ;f( 1 )PS(1i|Qi)
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From the definition of f(C, L, Q) we obtain:

ET[O] = %Z Z Z oP(o|a, c;)P(all;, %)M

i—1 acA 0€O Ps(Li|q;)

To show that Ps(C, L, Q) is non-zero whenever Pr(C, L, Q) is non-zero, we need only show that
Ps(L|Q) is non-zero at all points at which Pr(L|Q) is non-zero. This follows from three facts
already mentioned above: 1) P(C,L,Q) = P(C|L,Q)P(L|Q)P(Q), 2) Pr(Q) = Ps(Q), and
3) Pr(C|L,Q) = Ps(C|L, Q). Figure 1(b) implies that P(L|Q) = > .5 P(L|a, Q) (Eq. 9),
which is non-zero if P(L|A, Q) is non-zero for at least one assignment. From the definition of the
interleaving process (Eq. 8) we have that Ps(L|A, Q) is non-zero for all assignments. O
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