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ABSTRACT
We show that approximate graph colouring is not solved by con-

stantly many levels of the lift-and-project hierarchy for the com-

bined basic linear programming and affine integer programming

relaxation. The proof involves a construction of tensors whose

fixed-dimensional projections are equal up to reflection and satisfy

a sparsity condition, which may be of independent interest.
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1 INTRODUCTION
The approximate graph colouring problem (AGC) consists in finding

a 𝑑-colouring of a given 𝑐-colourable graph, where 3 ≤ 𝑐 ≤ 𝑑 . There

is a huge gap in our understanding of this problem. For an 𝑛-vertex

graph and 𝑐 = 3, the currently best known polynomial-time algo-

rithm of Kawarabayashi and Thorup [51] finds a 𝑑-colouring of the

graph with 𝑑 = 𝑂 (𝑛0.19996), building on a long line of works started

by Wigderson [70]. It was conjectured by Garey and Johnson [42]

that the problem is NP-hard for any fixed constants 3 ≤ 𝑐 ≤ 𝑑 even

in the decision variant: Given a graph, output Yes if it is 𝑐-colourable

and output No if it is not 𝑑-colourable.

For 𝑐 = 𝑑 , the problem becomes the classic 𝑐-colouring problem,

which appeared on Karp’s original list of 21 NP-complete prob-

lems [50]. The case 𝑐 = 3, 𝑑 = 4 was only proved to be NP-hard

in 2000 by Khanna, Linial, and Safra [52] (and a simpler proof was

given by Guruswami and Khanna in [44]); more generally, [52]

showed hardness of the case 𝑑 = 𝑐 + 2⌊𝑐/3⌋ − 1. This was improved

to 𝑑 = 2𝑐 − 2 in 2016 by Brakensiek and Guruswami [14], and
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recently to 𝑑 = 2𝑐 − 1 by Barto, Bulín, Krokhin, and Opršal [8]. In

particular, this last result implies hardness of the case 𝑐 = 3, 𝑑 = 5;

the complexity of the case 𝑐 = 3, 𝑑 = 6 is still open. Building on the

work of Khot [53] and Huang [48], Krokhin, Opršal, Wrochna, and

Živný established NP-hardness for 𝑑 =
( 𝑐
⌊𝑐/2⌋

)
− 1 for 𝑐 ≥ 4 in [59].

NP-hardness of AGC was established for all constants 3 ≤ 𝑐 ≤ 𝑑

by Dinur, Mossel, and Regev in [39] under a non-standard vari-

ant of the Unique Games Conjecture, by Guruswami and Sandeep

in [45] under the 𝑑-to-1 conjecture [54] for any fixed 𝑑 , and (an

even stronger statement of distinguishing 3-colourability from not

having an independent set of significant size) by Braverman, Khot,

Lifshitz, and Minzer in [21] under the rich 2-to-1 conjecture of

Braverman, Khot, and Minzer [22].

AGC is a prominent example of so called promise constraint

satisfaction problems (PCSPs), which we define next. A directed

graph (digraph) A consists of a set 𝑉 (A) of elements called vertices

and a set 𝐸 (A) ⊆ 𝑉 (A)2 of pairs of vertices called edges. Given two

digraphs A and B, a map 𝑓 : 𝑉 (A) → 𝑉 (B) is a homomorphism

from A to B if (𝑓 (𝑢), 𝑓 (𝑣)) ∈ 𝐸 (B) for any (𝑢, 𝑣) ∈ 𝐸 (A). We shall

indicate the existence of a homomorphism from A to B by writing

A → B. Let A and B be two fixed finite digraphs with A → B;
we call the pair (A,B) a template. The PCSP parameterised by the

template (A,B), denoted by PCSP(A,B), is the following decision
problem: Given a finite digraph X as input, answer Yes if X → A
and No if X ̸→ B.1 A 𝑝-colouring of a digraph X is precisely a

homomorphism fromX to the clique K𝑝 – i.e., the digraph on vertex

set {1, . . . , 𝑝} such that any pair of distinct vertices is a (directed)

edge. Hence, AGC is PCSP(K𝑐 ,K𝑑 ).
By letting A = B in the definition of a PCSP, one obtains the

standard (non-promise) constraint satisfaction problem (CSP) [40].

PCSPs were introduced by Austrin, Guruswami, and Håstad [5]

and Brakensiek and Guruswami [16] as a general framework for

studying approximability of perfectly satisfiable CSPs and have

emerged as a new exciting direction in constraint satisfaction that

requires different techniques than CSPs.
2
Recent works on PCSPs

include those using analytical methods [12, 13, 17, 22] and those

building on algebraic methods [3, 7, 10, 15, 18, 19, 26, 33, 45, 63]

developed in [8]. However, most basic questions are still left open,

including complexity classifications and applicability of different

types of algorithms.

Two main algorithmic techniques have been utilised for solving

CSPs and their variants: enforcing (some type of) local consistency,

and solving (generalisations of) linear equations. The first type of

algorithms divides a given CSP into multiple small CSPs, each of

which requiresmeeting local constraints on a portion of the instance

1
The requirement A → B implies that the two cases cannot happen simultaneously,

as homomorphisms compose; the promise is that one of the two cases always happens.

2
It is customary to study (P)CSPs on more general objects than digraphs, known as

relational structures [8], which consist of a collection of relations of arbitrary arities

on a vertex set, cf. [8].
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of bounded size, and then enforces consistency between all solutions

(called partial homomorphisms); i.e., it requires that they agree

on the intersection of their domains. Instead, the second type of

algorithms seeks a global solution that satisfies a linearised version

of the constraints. More precisely, it is always possible to formulate

a CSP (and, in fact, any homomorphism problem) as a system of

linear equations over {0, 1}; then, the algorithms of the second type

work by suitably modifying the system (in particular, extending the

domain of its variables) in a way that it can be efficiently solved

through variants of Gaussian elimination.

Remarkably, all algorithms hitherto proposed in the literature

on (variants of) CSPs can be broadly classified as instances of one

of the two aforementioned techniques, or a combination of both. A

primary example of the first type is the bounded width algorithm,

which outputs Yes if a consistent collection of partial homomor-

phisms exists [40]. More powerful versions of the local consistency

technique require that the partial homomorphisms be sampled

according to a probability distribution (which results in the Sherali-

Adams LP hierarchy [67]), and that the probabilities be treated

as vectors satisfying certain orthogonality requirements (which

gives the sum-of-squares or Lasserre SDP hierarchy [60, 64, 68]). As

for the second type, the linear-system formulation of a CSP can

be efficiently solved in Z by computing the Hermite or the Smith

canonical forms of the corresponding coefficient matrix [66]; this

results in the affine integer programming (AIP) relaxation, studied

in the context of PCSPs in [8, 15, 16, 18]. A hierarchy of linear

Diophantine equations was also studied by Berkholz and Grohe [11]

in the context of the graph isomorphism problem.

Since polynomial-time algorithms are not expected to solve NP-

hard problems, a well-established line of work has sought lower

bounds on the efficacy of these algorithms; see [2, 20, 28, 43, 57]

for lower bounds on LPs arising from lift-and-project hierarchies

such as that of Sherali-Adams, [27, 62, 69] for lower bounds on

SDPs, and [11] for lower bounds on linear Diophantine equations.

If, as conjectured by Garey and Johnson [42], AGC is NP-hard and

P≠NP, neither of the two algorithmic techniques should be able to

solve it. This is indeed the case! In a striking sequence of works

by Dinur, Khot, Kindler, Minzer, and Safra [37, 38, 55, 56], the 2-

to-2 conjecture of Khot [54] (with imperfect completeness) was

resolved. As detailed in [56], this implies (together with [45]) that

the sum-of-squares hierarchy does not solve AGC, which implies

the same result for the weaker Sherali-Adams and bounded width

hierarchies. Regarding the second type of algorithms, very recent

work of Ciardo and Živný established that the AIP hierarchy does

not solve AGC [32].

Neither of the two techniques, alone, is powerful enough to solve

all tractable CSPs, even in the non-promise variant and on Boolean

domain. In fact, the elusive interaction between linear equations

and consistency-checking methods was the major obstacle to the

proof of the Feder-Vardi dichotomy conjecture [40], finally settled

in [25, 71]. Hence, efforts have been directed to blending the two

techniques, in order to design a stronger local-global algorithm [15,

18]. In [18], Brakensiek, Guruswami, Wrochna, and Živný proposed

an algorithm that combines the first level of the Sherali-Adams LP

hierarchy (known as the basic linear programming (BLP) relaxation)

with the AIP relaxation, and characterised its power. Remarkably,

that algorithm, which we call BA in this paper, solves all tractable

cases of Schaefer’s dichotomy of Boolean CSPs [65]. This has led

some researchers to believe that the algorithmic hierarchy based

on BA could be a universal constraint-satisfaction solver – i.e., a

constant level of the hierarchy could solve all tractable CSPs, cf. [18,

33, 35, 58].

Contributions. We prove that the BA hierarchy does not solve

approximate graph colouring. This substantially extends the known

results on non-solvability of AGC by the two weaker Sherali-Adams

LP and AIP hierarchies separately. Ruling out the first level of the

BA hierarchy is trivial using the characterisation from [18], while

the task is significantly more challenging for higher levels. The core

of our proof is geometric. Using the framework recently developed

by Ciardo and Živný in [34] to study algorithmic hierarchies, we

reduce the problem of finding a “fooling instance” for the BA hier-

archy applied to AGC to the following geometric problem: building

a high-dimensional integral tensor whose projections onto hyper-

planes of fixed dimension are equal up to reflection (i.e., up to

permutation of the tensor modes) and satisfy a sparsity condition,

which dictates that certain entries of the tensor should be set to zero.

The main technical result of this work is a constructive proof of the

existence of tensors having these features. An active research trend

in combinatorial matrix theory investigates the conditions for the

existence of matrices (i.e., 2-dimensional tensors) over a certain do-

main having prescribed row- and column-sums (i.e., 1-dimensional

projections) and a fixed pattern, i.e., a fixed set of entries allowed

(or required) to be nonzero. Examples include 0-1 matrices with

zero trace (i.e., adjacency matrices of digraphs) [41], with at most

one fixed zero in each column [1], or with a fixed zero block [23],

real matrices with a fixed pattern [49], and integral matrices with

fixed lower and upper bounds on each entry [30]; see also related

work in [24, 29, 36]. We believe that our work will stimulate fur-

ther progress within that trend since, for the first time to our best

knowledge, it extends the investigation from matrices to tensors of

arbitrary dimension.

2 OVERVIEW OF RESULTS AND TECHNIQUES
Let X and A be two digraphs. We can cast the question “Is X ho-

momorphic to A” as the question of checking whether a system of

linear equations has a solution in the set {0, 1}. Indeed, introduce
the variables 𝜆𝑥,𝑎 for all vertices 𝑥 ∈ 𝑉 (X), 𝑎 ∈ 𝑉 (A), and the

variables 𝜇y,b for all edges y ∈ 𝐸 (X), b ∈ 𝐸 (A), and consider the

equations

(IP1)

∑︁
𝑎∈𝑉 (A)

𝜆𝑥,𝑎 = 1 ∀𝑥 ∈ 𝑉 (X)

(IP2)

∑︁
b∈𝐸 (A)
𝑏𝑖=𝑎

𝜇y,b = 𝜆𝑦𝑖 ,𝑎 ∀y ∈ 𝐸 (X), ∀𝑖 ∈ {1, 2},

∀𝑎 ∈ 𝑉 (A) .
(IP)

One readily checks that X → A if and only if (IP) has a solution

in {0, 1}. Unless P=NP, this system is not solvable in polynomial

time over {0, 1}. Relaxing it by allowing that the variables can be

assigned rational nonnegative values (resp. integer values) results

in the so-called basic linear programming (BLP) relaxation (resp.

affine integer programming (AIP) relaxation). Note that both these
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relaxations (as well as all relaxations we shall use in this work)

result in algorithms that are complete but not necessarily sound,

in the sense that they always output Yes if X → A, but may fail to

output No if X ̸→ A. The BA relaxation described in [18] combines

the two relaxations mentioned above as follows: It outputs Yes if

and only if there exist a solution to BLP and a solution to AIP such

that the following so-called refinement condition holds: Whenever a

variable is zero in the first solution, it is zero in the second solution.

It follows that BA is at least as strong as both BLP and AIP; in fact,

as shown in [18], it is strictly stronger, in the sense that there exist

templates that are solved by BA but not by BLP or AIP.

The system (IP) can be refined by replacing the variables 𝜆𝑥,𝑎
with variables 𝜆𝑆,𝑓 , where 𝑆 is a set of vertices of X of size at most

𝑘 and 𝑓 is a function from 𝑆 to 𝑉 (A). Solving such refined system

over the set of nonnegative rational numbers (resp. integer num-

bers) would then mean finding rational nonnegative (resp. integer)

distributions over the set of partial assignments from portions of

the instance of size at most 𝑘 to A. The former choice results in the

Sherali-Adams LP hierarchy [67], which we call the BLP hierarchy;

the latter results in the affine integer programming hierarchy [32],

which we call the AIP hierarchy. Crucially, the former but not the

latter choice ensures local consistency: Each assignment receiv-

ing nonzero weight in the BLP hierarchy corresponds to a partial

homomorphism, while the same is not true for the AIP hierarchy.

Equivalently, the BLP hierarchy is at least as strong as the bounded-

width algorithm [6, 9, 40] (and, in fact, strictly stronger, see [4]). It

is also worth noting that these hierarchies are still complete but

not necessarily sound, and they become progressively stronger as

the level 𝑘 increases. In particular, the BLP hierarchy is “sound in

the limit”, in the sense that its 𝑘-th level correctly classifies all in-

stances of size 𝑘 or less – which is clear from the fact that a partial

homomorphism over the whole domain is a homomorphism.

The BA hierarchy we consider in this work consists in apply-

ing the BA relaxation of [18] to progressively larger portions of

the instances, in the same spirit as the BLP and AIP hierarchies.

Equivalently, the BA hierarchy can be described as follows: Its 𝑘-th

level, applied to two digraphs X and A, outputs Yes if and only if

(𝑖) the 𝑘-th level of both BLP and AIP outputs Yes when applied to

X and A, and (𝑖𝑖) the two solutions they provide satisfy the refine-

ment condition. In this case, we write BA
𝑘 (X,A) = Yes. Given two

digraphs A,B such that A → B, we say that the 𝑘-th level of BA

solves PCSP(A,B) if, for any instance X, BA𝑘 (X,A) = Yes implies

X → B.
The main result of our work is that no constant level of the BA

hierarchy solves the approximate graph colouring problem.

Theorem 1. For any fixed 3 ≤ 𝑐 ≤ 𝑑 , there is no 𝑘 ∈ N such

that BA
𝑘
solves PCSP(K𝑐 ,K𝑑 ).

A way to prove that approximate graph colouring is not solved

by the BA hierarchy is to present fooling instances – digraphs with

a large chromatic number but yet whose structure meets all con-

straints of the hierarchy. More precisely, it would suffice to build,

for every 𝑐 , 𝑑 , and 𝑘 , a digraph G whose chromatic number is

higher than 𝑑 and such that BA
𝑘 (G,K𝑐 ) = Yes. Thus our goal is

the following:

“Find a fooling instance for the BA hierarchy applied to AGC.”

Instead of directly looking for instances that fool the hierarchy,

our approach shall be to consider the following questions: How

does a certificate of acceptance for the BA hierarchy look like? Can

we tell, from the shape of such a certificate, what the limits of the

hierarchy applied to AGC are? The first step of our analysis is to

translate the problem of whether the BA hierarchy accepts an in-

put into a problem having a different, multilinear nature. Building

on the framework developed in [34], we find that BA acceptance

is implied by the existence of a family of tensors having certain

special characteristics. First of all, they need to satisfy (𝑖) a sys-

tem of symmetries. This is essentially the result of the marginality

constraints that are enforced by all “lift-and-project” hierarchies

such as the BLP, AIP, and Lasserre SDP hierarchies [61], and is

common to all algorithmic hierarchies studied in [34] through the

tensor approach. There is, however, a feature that is typical of the

BA hierarchy. Not only does BA require that both a linear program

and a system of Diophantine equations have a solution; it also re-

quires that any variable that is assigned zero weight by the former

should be also assigned zero weight by the latter. This refinement

condition of the relaxation introduced in [18] blends together the

consistency-enforcing and linear-equation-solving techniques, to

produce an algorithm that, as discussed above, is provably strictly

stronger than both. The translation of the refinement condition into

the multilinear framework is (𝑖𝑖) a hollowness requirement: Each

tensor certifying BA acceptance needs to be hollow; i.e., it needs

to contain zeros in certain prescribed locations. Summarising, the

original problem has now become the following:

“Produce a family of hollow tensors satisfying a system of

symmetries.”

There is a natural way to produce a family {𝑇𝑖 } of tensors satis-
fying such symmetries: One starts with a high-dimensional tensor

𝐶 whose low-dimensional oriented projections (i.e., projections

onto oriented hyperplanes) are equal. Then, the family of all (not

necessarily oriented) low-dimensional projections of 𝐶 satisfies

the required symmetries. We call such a tensor 𝐶 a crystal (in ac-

cordance with [32]), while the shadow of 𝐶 is any of its oriented

projections. We then reformulate the problem to its final form; the

solution of this problem is the main technical result of the paper.

“Find a crystal whose shadow is hollow.”

The rest of the paper is conceptually organised in three parts,

each corresponding to a different phase of the proof of Theorem 1:

(1) a pre-processing phase, where BA
𝑘
acceptance is turned into a

multilinear problem; (2) a multilinear phase, where the multilinear

problem is solved (i.e., hollow-shadowed crystals are built); (3) a

post-processing phase, where the solution of the previous problem

is translated back to the algorithmic framework, and it is used

to recover a fooling instance. Full details of the three phases are

discussed in the full version of this paper [31]. Sections 2.1, 2.2,

and 2.3 below give a more intuitive overview of the contents of

each of the phases.

2.1 The BA Hierarchy through Tensors
All hitherto studied relaxation algorithms for (promise) CSPs, in-

cluding the BLP, AIP, and BA algorithms, are captured algebraically

through the notion of linear minion – an algebraic structure con-

sisting of matrices having a fixed number of columns and a variable
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number of rows, that is closed under the application of elementary

row operations (summing up or swapping two rows, inserting an

extra zero row). Given a linear minion M and a digraph A with

𝑛 vertices and𝑚 edges, there exists a natural way of simulating

the structure of A in M , by defining a new (potentially infinite)

digraph FM (A) (the free structure of M generated by A) whose
vertices are the matrices in M having 𝑛 rows, and whose edges are

pairs of matrices (𝑀, 𝑁 ) such that both𝑀 and 𝑁 can be obtained

from some matrix 𝑄 having𝑚 rows through certain elementary

row operations. Then, the relaxation corresponding to M works as

follows: Given an instanceX, rather than directly checking whether
X → A, one checks whether X → FM (A). The reason for doing so

is that, for certain linear minions, the latter homomorphism prob-

lem is always tractable. As an example, stochastic rational vectors

form a linear minion (since they are preserved under elementary

row operations) named Qconv, whose corresponding relaxation

is BLP. Similarly, integer vectors whose entries sum up to 1 form

the linear minion Z
aff

corresponding to AIP. The framework de-

veloped in [34] allows to systematically strengthen the relaxation

corresponding to any linear minion, by making use of the notion

of tensor power of a digraph: For 𝑘 ∈ N, the 𝑘-th tensor power of A
is the hypergraph A

k○
whose vertices are 𝑘-tuples of vertices of A,

and whose edges are 𝑘-dimensional tensors obtained by “scattering”

the edges of A in 𝑘 dimensions. The 𝑘-th level of the hierarchy

of the relaxation corresponding to some linear minion M essen-

tially consists in applying the relaxation to the tensorised digraphs

rather than the original digraphs; in other words, one checks if

there exists a homomorphism X
k○ → FM (A k○ ).3 In addition,

the homomorphism needs to preserve the tensor structure of the

two hypergraphs (intuitively, it must “behave well with respect

to projections”) – in which case, we say that it is a 𝑘-tensorial ho-

momorphism. The algorithm obtained in this way is progressively

stronger as 𝑘 increases, and it still runs in polynomial time (for a

fixed 𝑘) since the size of the tensorised digraph is polynomial in

the size of the original digraph. In particular, if the matrices of M
satisfy a certain positivity requirement – in which case we say that

the linear minion is conic – the hierarchy is sound in the limit, in

the sense that its 𝑘-th level correctly classifies all instances X on

at most 𝑘 vertices. In fact, the hierarchies based on conic minions

enforce local consistency [34].
4

How does the BA hierarchy fit within this framework? Given

two linear minions M and N such that M is conic, we define

their semi-direct product M ⋉N as a new linear minion that is

essentially designed in a way to make the corresponding relaxation

stronger than the relaxations associated with M and N . In par-

ticular, one easily checks that M ⋉N is in fact a conic minion.

Hence, this operation can be viewed as a standard way of making a

given linear minion N conic; or, in other words, a way to make a

given relaxation locally consistent. The minion introduced in [18]

corresponding to the first level of BA is the semi-direct product of

the conic minion Qconv and the linear minion Z
aff
. We can then

capture algebraically the BA hierarchy as follows.

3
We note that now FM (A k○ ) is a hypergraph rather than a digraph; the definitions

are analogous.

4
Intuitively, a linear minion is conic if any matrix is nonzero and has the property that,

whenever some of its rows sum up to the zero vector, each of those rows is the zero

vector.

Proposition 2. Let X,A be two digraphs and let 𝑘 ∈ N. Then
BA

𝑘 (X,A) = Yes if and only if there exists a 𝑘-tensorial homomor-

phism 𝜗 : X
k○ → FQconv⋉Zaff

(A k○ ).

Recall that the goal of this pre-processing phase is to come up

with a multilinear criterion to check whether BA
𝑘
accepts an in-

stance of AGC. From the way the semi-direct product is defined,

it follows that a homomorphism 𝜗 from X
k○
to FQconv⋉Zaff

(A k○ )
can be decoupled into a homomorphism 𝜉 to FQconv

(A k○ ) and a ho-

momorphism 𝜁 to FZ
aff
(A k○ ). If A is a clique – as it happens when

the BA hierarchy is applied to AGC – one can design a simpler suf-

ficient criterion, based on the fact that one can always assume 𝜉 to

be the homomorphism mapping a tuple of vertices of X to a tensor

in FQconv
(A k○ ) that is uniform on its support. After dealing with

some combinatorial technicalities, this fact produces the following

criterion of acceptance.

Theorem 3. Let 2 ≤ 𝑘 ≤ 𝑛 ∈ N, let X be a loopless digraph, and

let 𝜁 : X
k○ → FZ

aff
(K k○

𝑛 ) be a 𝑘-tensorial homomorphism such that

𝐸a ∗ 𝜁 (x) = 0 for any x ∈ 𝑉 (X)𝑘 and a ∈ {1, . . . , 𝑛}𝑘 for which

a ⊀ x. Then BA
𝑘 (X,K𝑛) = Yes.

5

2.2 Crystals with Hollow Shadows
The criterion of acceptance for BA

𝑘
stated in Theorem 3 is multi-

linear. Indeed, FZ
aff
(K k○

𝑛 ) is a space of integer affine tensors (i.e.,

whose entries sum up to 1), and the existence of a 𝑘-tensorial ho-

momorphism from X
k○
to FZ

aff
(K k○

𝑛 ) corresponds to the existence
of a family of tensors satisfying a specific system of symmetries.

Letting 𝑞 be the number of vertices in X, such a family can be re-

alised as the family of 𝑘-dimensional projections of a single affine

𝑞-dimensional crystal tensor, which we next informally define. We

let T𝑛 ·1𝑞 (Z) denote the set of all integer cubical tensors of dimension

𝑞 and width 𝑛 – i.e., 𝑛×𝑛× · · · ×𝑛 arrays of integer numbers, where

𝑛 appears 𝑞 times. The notion of projecting should intuitively be

thought of as “summing up all entries of a tensor along a certain set

of directions”; the formal definition shall make use of the operation

of tensor contraction, which is defined in the full version [31]. By

oriented projection we mean that the directions are considered to

be ordered.

Definition 4 (Informal). Let 𝑞, 𝑛 ∈ N and 𝑘 ∈ {0, . . . , 𝑞}. A cubical

tensor 𝐶 ∈ T𝑛 ·1𝑞 (Z) is a 𝑘-crystal if all its 𝑘-dimensional oriented

projections are equal. In this case, the 𝑘-shadow of𝐶 is this common

oriented projection.

Equivalently, a 𝑘-crystal is required to have equal 𝑘-dimensional

projections up to reflection – a reflection is a higher-dimensional

analogue of the transpose operation. Let 𝜁𝐶 be the map associated

with an affine 𝑘-crystal 𝐶 , which takes a 𝑘-tuple x of vertices of X
and maps it to the projection of 𝐶 onto the hyperplane generated

by x. By construction, 𝜁𝐶 behaves well with respect to projections,

so it is automatically 𝑘-tensorial. In order to yield a certificate of

acceptance for BA
𝑘 (X,K𝑛), according to Theorem 3, 𝜁𝐶 also needs

to be a homomorphism and satisfy the extra condition a ⊀ x ⇒
𝐸a ∗ 𝜁𝐶 (x) = 0. It turns out that both these requirements translate

5
Here, 𝐸a ∗ 𝜁 (x) denotes the a-th entry of the tensor 𝜁 (x) , while a ⊀ x means that

there exist two indices 𝑖, 𝑗 for which 𝑎𝑖 = 𝑎 𝑗 but 𝑥𝑖 ≠ 𝑥 𝑗 .
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as a condition on the 𝑘-shadow 𝑆 of𝐶 : The only entries of 𝑆 allowed

to be nonzero are those whose coordinates are all distinct. We say

that a tensor having this property is hollow. As an example, if 𝑘 = 2,

the condition means that the 𝑛 × 𝑛 matrix 𝑆 needs to have zero

diagonal; if 𝑘 = 3, three diagonal planes of the 𝑛 × 𝑛 × 𝑛 tensor 𝑆 of

the form (𝑎, 𝑎, 𝑏), (𝑎, 𝑏, 𝑎), (𝑏, 𝑎, 𝑎) should be set to zero, and so on.

In summary, the discussion above indicates that an affine 𝑘-

crystal of dimension 𝑞 and width 𝑛 whose 𝑘-shadow is hollow

yields a certificate that BA
𝑘 (X,K𝑛) = Yes for any loopless digraph

X with 𝑞 vertices. The problem is now to verify whether hollow-

shadowed crystals exist. It is not hard to check that such crystals

cannot exist for all choices of 𝑘 , 𝑞, and 𝑛; this parallels the fact that

the BA hierarchy is sound in the limit, so it cannot be the case that

any X is accepted by any level of BA applied to any clique K𝑛 . This
is in sharp contrast with the weaker AIP hierarchy, for which a

similar acceptance result holds, cf. [32]. Hence, unlike for AIP, one

cannot simply take large cliques as fooling instances for BA. As we

shall see in Section 2.3, a more refined family of digraphs can be

shown to provide fooling instances for the BA hierarchy as long

as one can produce hollow-shadowed crystals whose width 𝑛 is

sub-exponential in the level 𝑘 . The main technical contribution of

this work is a method for mining hollow-shadowed crystals whose

width is quadratic in 𝑘 , as stated next.

Theorem 5. For any 𝑘 ≤ 𝑞 ∈ N there is an affine 𝑘-crystal 𝐶 ∈
T

𝑘2+𝑘
2

·1𝑞 (Z) with hollow 𝑘-shadow.

The key to establishing Theorem 5 is proving the following.

Theorem 6. For any 𝑘 ∈ N there exists a hollow affine (𝑘−1)-crystal
𝐶 ∈ T

𝑘2+𝑘
2

·1𝑘 (Z).

We now discuss the main ideas of the proof of Theorem 6 for the

case 𝑘 = 3.

Figure 1: The crystal𝑊 .

Our goal is to find a

hollow affine 2-crystal

𝐶 ∈ T 6·13 (Z). In other

words, 𝐶 must be a

three-dimensional cubi-

cal tensor of width 6,

such that (𝑖)𝐶 is hollow,

i.e., the only entries al-

lowed to be nonzero are

the ones whose three

coordinates are all dis-

tinct; (𝑖𝑖) 𝐶 is affine, i.e.,

its entries sum up to 1;

and (𝑖𝑖𝑖) 𝐶 is a 2-crystal, i.e., projecting it onto the 𝑥𝑦-, 𝑦𝑧-, and

𝑥𝑧-planes results in the same 6 × 6 “shadow” matrix. By induction,

we can assume that Theorem 6 holds for 𝑘 = 2. In fact, it is not hard

to find by inspection that the matrix
6 𝑈 =


0 0 1

1 0 −1
0 0 0

 =
is a hollow affine 1-crystal in T 3·12 (Z).

6
We indicate the numbers −1, 0, 1, and 2 by the colours green, light grey, yellow, and

orange, respectively.

The next step is to build a (not necessarily hollow) 3-dimensional

2-crystal having shadow 𝑈 . This can be done using the method

developed in [32] as a black box, and it results in the tensor 𝑉 =
−1 0 1 0 0 0 1 0 0

2 0 −1 0 0 0 −1 0 0

−1 1 0 0 0 0 1 −1 0

 = .

Clearly, 𝑉 is not hollow – for example, its (1, 1, 1)-th coordinate is

−1 ≠ 0. In fact, it is not hard to check that a hollow affine 2-crystal

of dimension 3 and width 3 cannot exist.

a

b

Figure 2: The quartz 𝑄a,b.

We need to increase

the width to “make

more space”; we do

so by padding 𝑉 with

three layers of zeros

along each of the three

dimensions. The ten-

sor 𝑊 we obtain in

this way (see Figure 1)

is clearly still a 2-

crystal. We can view

𝑊 as a block tensor

with eight 3 × 3 × 3

blocks; note that all

non-zero entries of𝑊 are in one block. The idea is now to “spread”

these entries in the other blocks, in a way that they occupy posi-

tions whose indices have no repetitions. To this end, we make use

of a particular class of “transparent” crystals that we call quartzes.

Such crystals are designed in a way that the shadow they project

is identically zero, meaning that we can freely add them (or their

integer multiples) to a given crystal without changing its shadow

and maintaining it a crystal.

Figure 3:𝑊 −𝑤 (1,1,1) ·𝑄 (1,1,1),b.

A quartz can be built

by choosing two cells

a and b having disjoint
coordinates, consider-

ing the parallelepiped

generated by a and b,
assigning value 1 or

−1 to its vertices in a

way that two adjacent

vertices get values of

opposite sign, and as-

signing value 0 to all

other cells; we refer to

such quartz as to 𝑄a,b,
see Figure 2. (This construction is easily generalised to an arbitrary

dimension.) Quartzes yield a method to relocate some nonzero

entry of𝑊 , while leaving the rest of𝑊 almost untouched. More

precisely, if the a-th entry of𝑊 has value𝑤a ≠ 0, the a-th entry of

𝑊 −𝑤a ·𝑄a,b is zero, and this operation modifies the value of only

8 cells of𝑊 . The idea is then to perturb𝑊 with suitable quartzes,

so as to transfer all nonzero entries to positions where they do not

violate the hollowness requirement.

To this end, we take as b a fixed cell that generates the smallest

number of ties and that lies in the block of𝑊 opposite to the one
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Figure 4: The hollow crystal 𝐶, and its shadows.

containing the nonzero entries – for example, the cell b = (4, 5, 6).
Even with such a choice, it can happen that adding a multiple of

a quartz introduces new nonzero entries in positions that violate

hollowness. For example, Figure 3 shows the tensor𝑊 −𝑤 (1,1,1) ·
𝑄 (1,1,1),b. The cell (1, 1, 1) has become zero, as wanted, but three

new forbidden cells ((1, 1, 6), (1, 5, 1), (4, 1, 1)) now have nonzero

values. However, the nonzero values in these forbidden cells cancel

out once this procedure is applied to all entries in the nonzero block

of𝑊 . In other words, the affine 2-crystal

𝐶 =𝑊 −
∑︁

a∈{1,2,3}3
𝑤a ·𝑄a,b

is hollow (see Figure 4).

2.3 Fooling the BA Hierarchy
Let 𝐶 be an affine 𝑘-crystal of dimension 𝑞 and width

𝑘2+𝑘
2

whose

𝑘-shadow is hollow, as in Theorem 5. Let X be a loopless digraph

on vertex set 𝑉 (X) = {1, . . . , 𝑞}. Consider the map 𝜁𝐶 taking as

input a tuple x of 𝑘 vertices of X (i.e., a tuple of 𝑘 numbers in

{1, . . . , 𝑞}) and returning the 𝑘-dimensional projection of 𝐶 onto

the hyperplane corresponding to x. As discussed earlier, 𝜁𝐶 yields a

𝑘-tensorial homomorphism from X
k○
to FZ

aff
(K k○

(𝑘2+𝑘 )/2), and the

fact that the shadow of 𝐶 is hollow translates as 𝜁𝐶 satisfying the

extra requirement of Theorem 3. Hence, we obtain the following.

Proposition 7. Let 2 ≤ 𝑘 ∈ N and let X be a loopless digraph. Then

BA
𝑘 (X,K(𝑘2+𝑘 )/2) = Yes.

To prove Theorem 1, we need to show that BA
𝑘
does not solve

PCSP(K𝑐 ,K𝑑 ) for all choices of 𝑘 ∈ N and 3 ≤ 𝑐 ≤ 𝑑 ∈ N. If
𝑐 = 𝑘2+𝑘

2
, any graph with chromatic number bigger than 𝑑 (for

example, the clique K𝑑+1) would then yield a fooling instance. Since

increasing 𝑐 can only make AGC harder, this argument shows that

BA
𝑘
does not solve PCSP(K𝑐 ,K𝑑 ) whenever 𝑐 ≥ 𝑘2+𝑘

2
, and the

fooling instances are simply cliques.

In order to establish Theorem 1 in full generality, however, we

shall pick the fooling instances from amore refined class of digraphs:

the so-called shift digraphs (see Figure 5).

Definition 8. The line digraph of a digraph X is the digraph 𝛿X
defined by 𝑉 (𝛿X) = 𝐸 (X) and

𝐸 (𝛿X) = {((𝑥,𝑦), (𝑦, 𝑧)) : (𝑥,𝑦), (𝑦, 𝑧) ∈ 𝐸 (X)}.
Definition 9. Let 𝑞 ∈ N and 𝑖 ∈ N0. The shift digraph S𝑞,𝑖 is
recursively defined by setting S𝑞,0 = K𝑞 , S𝑞,𝑖 = 𝛿S𝑞,𝑖−1 for each
𝑖 ≥ 1.

It is not hard to verify that the following non-recursive descrip-

tion of shift digraphs is equivalent to Definition 9 for 𝑖 ≥ 1: S𝑞,𝑖
is the digraph whose vertex set consists of all strings of length

𝑖 + 1 over the alphabet {1, . . . , 𝑞} such that consecutive letters are

distinct, and whose edge set consists of all pairs of strings of the

form (𝑎1 . . . 𝑎𝑘 , 𝑎2 . . . 𝑎𝑘+1).7 In particular, it is clear from this de-

scription that the edge set of S𝑞,𝑖 is nonempty for 𝑞 ≥ 2.

The line digraph construction has been utilised in [45, 59] as a

polynomial-time (and in fact log-space) reduction between PCSPs.

In particular, the construction changes the chromatic number in a

controlled way, as we now describe. Consider the integer functions

𝑎 and 𝑏 defined by 𝑎(𝑝) = 2
𝑝
and 𝑏 (𝑝) =

( 𝑝

⌊𝑝/2⌋
)
for 𝑝 ∈ N, and

notice that 𝑎(𝑝) ≥ 𝑏 (𝑝) for each 𝑝 . Let also 𝑎 (𝑖 ) (resp. 𝑏 (𝑖 ) ) be
the function obtained by iterating 𝑎 (resp. 𝑏) 𝑖-many times, for

𝑖 ∈ N. The following result bounds the chromatic number of the

line digraph in terms of that of the original digraph.

Theorem 10 ([46]). Let X be a digraph and let 𝑝 ∈ N. If 𝛿X → K𝑝 ,

then X → K𝑎 (𝑝 ) ; if X → K𝑏 (𝑝 ) , then 𝛿X → K𝑝 .

7
In [47, § 2.5], a slightly different definition of shift digraphs is given, where the case

𝑖 = 0 is a transitive tournament rather than a clique; equivalently, the vertex set of

S𝑞,𝑖 only includes monotonically increasing strings.



Approximate Graph Colouring and the Hollow Shadow STOC ’23, June 20–23, 2023, Orlando, FL, USA

S3,0 S3,1 S3,2 S3,3

Figure 5: Shift digraphs.

An interesting feature of the line digraph operator is that it

preserves acceptance by hierarchies of relaxations corresponding

to conic minions, at the only cost of halving the level. As stated next,

this in particular holds for the BA hierarchy, whose corresponding

minion Qconv ⋉Z
aff

is conic.

Proposition 11. Let 2 ≤ 𝑘 ∈ N, let X,A be digraphs, and suppose

that BA
2𝑘 (X,A) = Yes and 𝐸 (𝛿A) ≠ ∅. Then BA

𝑘 (𝛿X, 𝛿A) = Yes.

The key point is that, under the application of the line digraph

operator, a digraph decreases exponentially fast in terms of chro-

matic number, but only polynomially fast in terms of BA acceptance

level. Intuitively, our strategy to fool BA
𝑘
as an algorithm to solve

PCSP(K𝑐 ,K𝑑 ) will be to take as the fooling instance a shift digraph
S𝑞,𝑖 where 𝑞 ∼ exp

(𝑖 ) (𝑑 + 1), rather than the clique K𝑑+1.8 Chro-
matically, this digraph is similar to K𝑑+1 by Theorem 10, so it is not

𝑑-colourable. On the other hand, for large enough 𝑖 , the difference

in speed decrease guarantees that BA
pol

(𝑖 ) (𝑘 ) (K𝑞,Kexp
(𝑖 ) (𝑐 ) ) = Yes

by Proposition 7 – which, through Proposition 11, eventually im-

plies BA
𝑘 (S𝑞,𝑖 ,K𝑐 ) = Yes. We note that this argument crucially

depends on the fact that the size
𝑘2+𝑘
2

of the clique in Proposi-

tion 7 – i.e., the width of the hollow-shadowed crystals mined in

Section 2.2 – is sub-exponential in 𝑘 . Before proving Theorem 1 in

full detail, we present a result, true for all linear minions, stating

that acceptance of some instance X by some level of the hierarchy

is preserved under homomorphisms of the template.

Proposition 12. Let 𝑘 ∈ N, letX,A,B be digraphs such thatA → B,
and suppose that BA

𝑘 (X,A) = Yes. Then BA
𝑘 (X,B) = Yes.

Proof of Theorem 1. Since BA
2
is at least as powerful as BA

1
,

we can assume that 𝑘 ≥ 2. Suppose first that 𝑐 ≥ 4. In this case,

we can find 𝑖 ∈ N such that 𝑏 (𝑖 ) (𝑐) ≥ 𝑘24𝑖 . Take 𝑞 > 𝑎 (𝑖 ) (𝑑). We

claim that the shift digraph S𝑞,𝑖 is a fooling instance for the 𝑘-th

level of BA applied to PCSP(K𝑐 ,K𝑑 ); in other words, we claim that

(𝑖) BA𝑘 (S𝑞,𝑖 ,K𝑐 ) = Yes and (𝑖𝑖) S𝑞,𝑖 ̸→ K𝑑 .
For (𝑖), we start by applying Proposition 7 to find that

BA
𝑘2𝑖 (K𝑞,K(𝑘2

4
𝑖+𝑘2𝑖 )/2) = Yes.

Observe that
𝑘2

4
𝑖+𝑘2𝑖
2

≤ 𝑘24𝑖 ≤ 𝑏 (𝑖 ) (𝑐), so
K(𝑘2

4
𝑖+𝑘2𝑖 )/2 → K𝑘2

4
𝑖 → K𝑏 (𝑖 ) (𝑐 ) .

8
Here by exp

(𝑖 ) ( ·) (resp., pol(𝑖 ) ( ·)) we mean a function obtained by iterating 𝑖-many

times an exponential (resp. polynomial) function.

By Proposition 12, we deduce that BA
𝑘2𝑖 (K𝑞,K𝑏 (𝑖 ) (𝑐 ) ) = Yes. Ap-

plying Proposition 11 repeatedly, we obtain BA
𝑘 (S𝑞,𝑖 , S𝑏 (𝑖 ) (𝑐 ),𝑖 ) =

Yes. Noticing that K𝑏 (𝑖 ) (𝑐 ) → K𝑏 (𝑖 ) (𝑐 ) and applying the second

part of Theorem 10 repeatedly, we find S𝑏 (𝑖 ) (𝑐 ),𝑖 → K𝑐 . Again by

Proposition 12, we conclude that BA
𝑘 (S𝑞,𝑖 ,K𝑐 ) = Yes, as required.

For (𝑖𝑖), we first note that K𝑞 ̸→ K𝑎 (𝑖 ) (𝑑 ) as 𝑞 > 𝑎 (𝑖 ) (𝑑). Applying
the (contrapositive of the) first part of Theorem 10 repeatedly, we

deduce that S𝑞,𝑖 ̸→ K𝑑 , as required.
Suppose now that 𝑐 = 3. Assume, for the sake of contradiction,

that the 𝑘-th level of BA solves PCSP(K3,K𝑑 ). Let X be a digraph

such that BA
4𝑘 (X,K4) = Yes. Applying Proposition 11 twice, we

find that BA
𝑘 (𝛿 (𝛿X), S4,2) = Yes. We now use the fact, observed

in [59, Lemma 4.19], that S4,2 → K3; combining this with Proposi-

tion 12 yields BA
𝑘 (𝛿 (𝛿X),K3) = Yes. Since we are assuming that

BA
𝑘
solves PCSP(K3,K𝑑 ), we must have 𝛿 (𝛿X) → K𝑑 , whence

it follows, through a double application of the first part of Theo-

rem 10, that X → K𝑎 (2) (𝑑 ) . Thus, we have shown that the (4𝑘)-th
level of BA solves PCSP(K4,K𝑎 (2) (𝑑 ) ), which is a PCSP template as

𝑑 ≥ 𝑐 = 3 implies 𝑎 (2) (𝑑) = 2
2
𝑑 ≥ 2

2
3 ≥ 4, so K4 → K𝑎 (2) (𝑑 ) . This

contradicts the argument above establishing the case of 𝑐 ≥ 4. □
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