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Abstract

We study the relationship between least and inflationary fixed-point
logic. In 1986, Gurevich and Shelah proved that in the restriction to finite
structures, the two logics have the same expressive power. On infinite
structures however, the question whether there is a formula in IFP not
equivalent to any LFP-formula was left open.

In this paper, we answer the question negatively, i.e. we show that
the two logics are equally expressive on arbitrary structures. We give a
syntactic translation of IFP-formulae to LFP-formulae such that the two
formulae are equivalent on all structures.

As a consequence of the proof we establish a close correspondence
between the LFP-alternation hierarchy and the IFP-nesting depth hierar-
chy. We also show that the alternation hierarchy for IFP collapses to the
first level, i.e. the complement of any inflationary fixed point is itself an
inflationary fixed point.

1 Introduction

Formal logics have played a crucial role in the development of theoretical com-
puter science. A feature that is pervasive to many diverse areas such as database
theory, computer-aided verification, or computational and descriptive complex-
ity theory are definitions by recursion or iteration.

Formalising recursive definitions in a logical language usually involves some
kind of fixed-point construction. This can be incorporated into the logic in var-
ious ways. In second-order logic, recursion is modelled by quantifying over the
individual stages of the iteration process, whereas in infinitary logics, the same
is simulated by infinitary disjunctions defining arbitrary recursion depths. An-
other way of modelling recursive definitions is to incorporate an explicit operator
for forming fixed points. Logics following this approach are called fized-point
logics. In the various areas of computer science where fixed-point logics have
been considered, a huge variety of such logics has evolved. Regardless of how



great the differences are elsewhere, the fixed-point part of most logics is formed
according to the same common principle.

Consider a first-order formula ¢(R,T) with a free second-order variable R of
arity k, and k free first-order variables T. On any structure 2, such a formula
induces an operator F,, taking a set P C A" to the set {@ : (A, P) | ¢[al}.
Recursive definitions are now modelled by considering the various kinds of fixed
points such an operator may possess. Among these, least fized points play a
fundamental role.

Least fixed points are usually incorporated into a logic as follows. If ¢ is
positive in R, the operator F,, is monotone, i.e. X CY implies F,(X) C F,(Y).
Monotone operators always have a least fixed point Ifp(F,) := ({X : F,(X) =
X} and therefore, on any structure 2, a first-order formula p(R,Z) positive in
R naturally induces a set 1fp(F,,). This forms the basis of least fized-point logic
(LFP), an extension of first-order logic (FO) equipped with an explicit construct
[fpr = ¢(R,T)|(t), for ¢ positive in R, defining the least fixed point of F,.

A different type of fixed points can be obtained by an explicit induction
process. Here, we associate with each formula ¢(R, ) the inflationary operator
I, taking a set P C AF to the set PU F,(P) = PU{a € A*: (A, P) & ¢[a]}.
The operator I, is used to build up the following sequence (R*)acora Of sets,
indexed by ordinals a.

R* = L(RS") = R U{a: (%R E gla),

where R<% := U€<a RE for every o € Ord. As this sequence is increasing, it
leads to a fixed point R* of I, defined as R*> := R* for the least ordinal o
such that R® = R*t!. R is called the inflationary fized point of ¢ and is
used to form the inflationary fized-point logic (IFP) as the extension of FO by
an operator [ifpy = ¢(R,T)|(T) defining the inflationary fixed point of ¢. The
existence of this fixed point is independent of ¢ being positive in R. However,
due to a theorem by Knaster and Tarski (see Theorem EZ2), if ¢ is positive in
R, the inflationary and the least fixed point coincide. Thus, every LFP-formula
is equivalent to a formula in IFP.

Following work in recursion theory on inductive definitions in arithmetic, the
first systematic study of inductive definitions on abstract structures occurred in
the 1970s. At that time, no explicit construct to form fixed points was considered
and therefore fixed points could not be nested. Nevertheless, many fundamental
methods in the theory of fixed-point logics date back to the investigations done
then. See [Mos74a] and [Acz77] for surveys on the results and methods established
by then. We will briefly recall some results related to this paper in Section

Since the 1980s, fixed-point logics in the modern form are studied in various
areas of computer science like database theory or finite model theory. The main
evolution over the cases studied in the 1970s was the introduction of explicit
fixed-point operators such as [Ifpy - ¢](T) and [ifpg 7 ](T). In particular, the
formulae ¢ can contain fixed-point operators again and thus fixed points can be
nested and negated. Although different in scope and focus, finite model theory
and database theory both concentrate on finite structures. One effect of this



is that today a lot more is known about these logics on finite than on infinite
structures.

An important question concerning the logics LFP and IFP is whether IFP is
strictly more expressive than LFP. As noted by Dawar and Gurevich [DG02] it
comes in two forms:

Question: Is there a formula ¢ of IFP and a structure 2 such that
for every formula ¢ of LFP, 2 }£ (¢ < ¢)?

Is there a formula ¢ of IFP such that for every formula i of LFP,
there is a structure 2 such that A & (¢ < 9)?

Using the stage comparison method, Gurevich and Shelah showed in 1986
that in the restriction to finite structures, the two logics are equivalent. It is
clear that the proof does not extend to infinite structures as it crucially relies
on the fact that on finite structures every fixed-point induction is finite itself
and therefore only successor stages occur.

The main contribution of this paper is to show that the two logics are equiv-
alent on arbitrary structures, rather than just on finite ones. In particular, we
show that for every formula in IFP there is a formula in LFP equivalent to it on
all structures. Thus, we can answer both questions above negatively.

As a simple consequence of the method used to show this, we establish a close
correspondence between the LFP alternation hierarchy and the IFP nesting-
depth hierarchy. To be precise, the IFP nesting-depth hierarchy is infinite on a
structure 2, if, and only if, the alternation hierarchy for LFP is infinite on .

We also show that there is a negation normal form for IFP, i.e. every formula
of IFP is equivalent to a formula where negation occurs only in front of atoms.
Thus, the alternation hierarchy for IFP collapses to the first level. This contrasts
with least fixed-point logic, for which the strictness of the alternation hierarchy
follows from results due to Moschovakis [Mos74al, Chapter 5D].

An extended abstract of the present paper was published in [Kre02)].

Organisation. In the next section, we give precise definitions of the fixed-
point logics considered in this paper. The stage comparison relations and theo-
rems are presented in Section Bl In Section Bl we establish our main result, the
equivalence of LFP and IFP. We first give a brief review of the equivalence result
for the logics on finite structures and recall a related theorem by Harrington and
Kechris. Finally, Section Bl contains results about the nesting and alternation
hierarchies for IFP and LFP.

2 Fixed-Point Logics

In this section we present the basic definitions for the following explorations.
See [EEQ9], [Gra03] and [DG0O2) for details on fixed-point logics. We first present
some notation used throughout the paper.

Let 2 := (A, 7) be a structure and let R be a k-ary relation symbol not occurring
in 7.



e If ¢ is a tuple of terms, we write 7 for the interpretation of £ in 2.

e Let T be a k-tuple of terms and let 41 (), ¥2(T) be formulae, which may
or may not contain R. We write ©(Z, Ru/v1(u)) for the formula obtained
from ¢ by replacing every occurrence of an atom Ru by 91 (@), where @ is
a tuple of terms.

Sometimes we need to replace positive and negative occurrences of atoms
Ru by separate formulae. In this case we write (T, Ru /v (u), ~Ru/v2(T))
to denote the formula obtained from ¢ by replacing each positive oc-
currence of atoms of the form Ru by t7(u) and each negative occur-
rence of atoms of the form Ru by —py(u). For instance, if ¢(R,T) is
the formula RT V —RE, then (T, Ru/v1 (1), "Ru/vw2(w)) would just be
P1(T) V =(—p2(T)) which is equivalent to 1(T) V ¢2(T).

Clearly, any such formula ¢(Z, Ru/v1 (@), ~Ru/v2 (1)) is positive in both
11 and ¥y and thus positive in R if ¥ and o are.

e Finally, if £ and L’ are logics, we write £ < £’ if the logic £ is no more
expressive than £’ i.e. for every formula ¢ € £ there is an equivalent
formula ¢' € L.

Let 7 be a signature and 2 := (A4, 7) a 7-structure. Let ¢(R,T) be a first-
order formula with £ free variables T and a free relation symbol R not occurring
in 7. The formula ¢ defines an operator

F,: PAF) — P(4%)
R {3 R) E pla).

A fixed point of the operator F,, is any set R such that Fi,(R) = R. Clearly,
as ¢ is arbitrary, the corresponding operator F,, need not to have any fixed
points. For instance, the formula ¢(R,T) := —V7 Ry defines the operator F,
mapping any set R C A* to A* and the set A itself to the empty set.

However, if the class of admissible formulae ¢ is suitably restricted, then the
existence of fixed points can be guaranteed. A formula ¢(R,T) is monotone in
R, if for all 7-structures 2 := (A,7) and all sets R, R’ C A*¥, R C R’ implies
F,(R) C F,(R'). It is easily seen that for monotone operators F,, fixed points
always exist and in fact even a least fixed point exists, defined as

Ifp(F,) == {R: F,(R) = R}.

A different kind of fixed points is obtained by an explicit induction process.
Here we associate with a formula ¢(R,T) the inflationary operator

I,: P(AY) — P4k
R — RUF,(R)=RU{a: (A R) = yal}.

The operator I, is used to build up the following sequence (R“)acora Of sets,
indexed by ordinals a:

BT = LRS) = RU(@ @R el ()



where R<* := Ug <a RE for every a € Ord. Clearly this sequence of sets is
increasing and thus leads to a limit R>* := R® for the least ordinal « such
that R* = R**!. The set R® is called the inflationary fized point of I,, in
terms ifp(l,). With abuse of notation we also refer to R* as the inflationary
fixed-point of the formula . Least and inflationary fixed points are the basis
for the fixed-point logics studied in this paper. Since the three fixed-point logics
considered here are syntactically all rather similar, we present the three logics
at once.

2.1 Definition. Let A be a structure. The syntaz of least, monotone and in-
flationary fized-point logic is defined by the usual Tules for first-order logic aug-
mented with the following formula building rule: If o(R,T) is a formula with
free first-order variables T := x1,...,x, and a free second-order variable R of
arity k then

(i) ¢ = [fpg 5 ¢l(t) is a formula of monotone fixed-point logic (MFP) if
© € MFP defines on all structures a monotone operator,

(i) ¥ = [fpp 5 ¢](t) is a formula of least fixed-point logic (LFP) provided
that ¢ € LFP is positive in R and

(ii) ¢ = [ifpr 5 ¢](t) is a formula of inflationary fixed-point logic (IFP) for
arbitrary formulae ¢ € TFP.

In either case, the free variables of 1 are the variables occurring in t and the
free variables of ¢ other than T.

Let A be a structure providing an interpretation of the free variables of ¢
except for T. For formulae in MFP and LFP, & |= [fpg 5 ¢|(t) if, and only if,

e Ifp(F,). For IFP, A |= [ifpp 5 o] (t) if, and only if, ™ e ifp(1,).

As explained above, for any monotone operator F' the least fixed point of
F always exists. Therefore the semantics of the monotone fixed-point logic is
well defined. However, the property of a formula to define an operator which
is monotone on all structures is undecidable and therefore the monotone fixed-
point logic has an undecidable syntax.

To avoid this, one considers syntactical restrictions of MFP which guarantee
monotonicity of the corresponding operators. The most important of these is the
least fixed-point logic, where the application of the fixed-point rule is restricted
to formulae ¢(R,Z) which are positive in the relation variable R. Clearly, if
(R, T) is positive in R, then the corresponding operator F, is monotone. Thus,
LFP < MFP.

As a corollary of the following theorem due to Knaster and Tarski we get
that MFP is contained in inflationary fixed-point logic.

2.2 Theorem (Knaster and Tarski). Let M be a set. FEvery monotone
operator F : Pow(M) — Pow(M) has a least fized point

Ifp(F) = {P: F(P) = P}.



Further, this fized point can also be obtained as the fixed point of the sequence
of sets defined as
R* = F,(R™%). (2)

As F is monotone, the sequence in the previous theorem is increasing and
therefore the least fixed point reached in this way must also be the inflationary
fixed point of F. It follows that

LFP < MFP < IFP.

When writing fixed-point formulae it is often convenient to use variants of the
logics where the fixed points of several formulae can be built up simultaneously.
Let Rq,..., Ry be relation symbols of arities r;, respectively. Simultaneous
inflationary fized-point formulae are of the form ¢ (T) := [ifp R; : S](T), where

RZ1 — ¢i(Ry,...,Ri,71)
S =
RiTr — @r(Ry,..., Ry, Ty)

is a system of formulae in (simultaneous) IFP. On any structure 2, a formula
w; in S induces an operator

1

o o Pow(A™) x - x Pow(A™) — Pow(A™)

(Rla"'aRk) — RiU{E:(vala"'aRk)lzsai[a]}'

The stages S of an induction on such a system S of formulae are now k-tuples
of sets (RY, ..., RY) defined as

Ry = I (BT, REY) = RFTU{a: (U, (R7")igj<n) = wilal},

where R=% := U§<a Rf. For every structure 2 := (4, 7) and any tuple @ from
A, A = ¢[a] if, and only if, @ € R°, where R denotes the i-th component of
the simultaneous fixed point of the system S. The definition of simultaneous
LFP is analogous.

It can be shown, that by increasing the arity of the involved fixed-point
relations, any formula in IFP with simultaneous inductions can be transformed
into an equivalent IFP formula without simultaneous fixed points. The same is

true for LEP. See e.g. [EE99].

3 Comparing the stages of inductive definitions

In this section we introduce the stage comparison method, one of the most
important tools to reason about fixed-point logics. The method will be essential
for the explorations below. Let ¢(R,T) be a formula, e.g. in first-order logic.
As mentioned above, the inflationary and — if it exists — the least fixed point of
a formula ¢(R,T) can be obtained as the fixed point of the sequence of sets as



defined in (@) or (). We concentrate on such sequences of sets approximating
least or inflationary fixed points.

Let 2 := (A, 7) be a 7-structure with universe A. By definition, the sequence
of stages defined in (l) is increasing and thus there is an ordinal a < |A|T such
that R* = R®T! = R>. Here |A|T denotes the least infinite cardinal greater
than the cardinality of A. The individual sets occurring in the sequence induced
by a formula ¢ are called the stages of the induction on p. The set R™ is called
the a-th stage of the induction. Sometimes we also write p® for R*. As a final
bit of notation, we write R<% or ¢©<¢ for the union of all stages up to a, i.e.
<= Usq ©”, and likewise for R<.

We now define the stage comparison relations for least or inflationary fixed-
point inductions.

3.1 Definition. Let o(R,Z) be a formula and @ € A. The rank |a|, of @ with
respect to ¢ is defined as the least ordinal o such that @ € ¢ if such an ordinal
exists and oo otherwise.

The stage comparison relations <, and <, are defined as

<,y <= x,y €™ and |z, < |yly,
and
T <,y <= x €™ and |z|, < |y|e,
where we allow |y|, = oo.

The proof of the following lemma is immediate from the definition.

3.2 Lemma. Let (R, T) be a formula. For alla € A,

acp™ if, and only if, a<,a
if, and only if, (A, {w:7 <, a}) = ¢al.

The next theorem, due to Moschovakis, shows that the stage comparison
relations are themselves definable. See [Mas74a] and references therein for the
case of LFP and [Mos74b) for the IFP-version.

3.3 Theorem (Stage Comparison Theorem). (i) Let p(R,T) be a for-
mula in LFP positive in R. Then <, and <, are definable in LFP.

(it) Let ¢(R,T) be a formula in IFP. Then <, and <, are definable in IFP.

Proof.  'We only present the proof for Part (ii), as this case will be used in
Section Bl below. The more complicated proof for the first part can be found in
[Mos74a].

Let (R, T) be a formula in IFP. W.l.o.g. we assume that ¢ is of the form
Rz V ¢'. We claim that the relations <, and <, can be obtained as the simul-
taneous fixed point of the following system S of formulae:

g { T<T — @ Ru/u=<y) oy, R/ <7)
"1 T<Y «— (@ Ru/u~<7T)A-p(y,Ru/tu<7T).



Here, ¢(T, Ru/u < 7) means that every occurrence of an atom Ru in ¢, for some
tuple of terms w, is replaced by the new atom u < §. Note that strictly speaking
the simultaneous induction is unnecessary, as only the <-relation occurs on the
right hand side of the rules. We stated it here in the simultaneous form as this
system will be used as a starting point in Section Bl below.

As before, let, for every ordinal o, <® and <¢ denote the relations < and <
at stage a of the induction on S and let << and << be the union of all stages
less than a, i.e. <<%= Uﬁ<a <8 and <<o= Uﬁ<a <P We prove by induction

that for all a and all pairs (@, b),
e (a,b) €< if, and only if, |b|, < o and [al, < |b], and
e (a,b) €< if, and only if, [a|, < o and ||, < |b],.

From this, the theorem follows immediately. Let a be an ordinal and suppose
that for all 3 < « the claim has been proved, i.e. (@,b) €<<¢ if, and only if,
lal, < |bl, < o and likewise for <<,

Suppose b is a tuple of elements of rank ¢ < a. Then, the set {u: 7w <<* b}
contains precisely the elements of rank less than £. Thus, ¢(y, Ru/u < 7) is
satisfied by b. Set 7 := b. A tuple @ satisfies (%, Ru/7 < ) if, and only if, the
rank of @ is at most ¢ and therefore [a], < |b,.

On the other hand, if the rank of b is greater than «, then {7 : @ <<% b}
is just << and therefore ¢ (7, Rui/u < %) is not satisfied by b. This proves the
induction hypothesis for the first item above.

For <, let @ be a tuple of elements of rank £ < . Again, {u : 7 <<% @}
contains all elements of rank less than £ and therefore o(Z, Ru/w < T) is satisfied
by @. Obviously, if we set T := @, then —¢(y, Ru/u < T) is satisfied by those
tuples b whose rank is greater than & and therefore greater than the rank of @.
Finally, if @ is a tuple of rank greater than «, it does not satisfy ¢(Z, Ru/u < ).
This proves the second item above and, with it, the claim.

Thus, the stage comparison relations <, and <, are defined by the IFP-
formulae [ifp < : S|(Z,7y) and [ifp < : S](Z,7) respectively. O

4 Expressive Equivalence of Least and Inflation-
ary Fixed-Point Logic

In this section, we establish the equivalence of least and inflationary fixed-point

logic. As noted above, in the restriction to finite structures, the equivalence has

already been proved by Gurevich and Shelah [GS86]. We first hint at their proof
and explain where its extension to infinite structures fails.

4.1 Equivalence on Finite Structures

Consider again the proof of Theorem B3 As shown there, the stage comparison
relations of any IFP-formula ¢(R,T) are definable by the formulae [ifp < :



S|(Z,y) and [ifp < : S](T,7) respectively, where S is the system of formulae
defined as

g._ ] TSy — 9@ Ru/u=<y)Ae(y Ru/u <7y)
T<7 «— @@ Ru/t<7) Aoy, Ru/u<T).

Now suppose ¢(R,T) is itself an LFP-formula but not necessarily positive in R.
It was shown by Gurevich and Shelah, that in restriction to finite structures,
the stage comparison relations for the inflationary induction on ¢ are definable
in LFP. For this, they converted the system S above to an equivalent system
T of formulae, which are positive in their free fixed-point variables. W.l.o.g. we
assume that ¢ is of the form RZ V ¢’. The problem to be solved is that if every
atom Ru in ¢ is replaced by a new atom involving <, then at all places where R
is used negatively, also the new relation < is used negatively. Therefore, we have
to come up with a definition of the complement R° of R by a formula positive in
< and <. For this, let 2 be a finite structure of size n. Clearly, if k is the arity of
R, then there is some m < n* such that the induction of ¢ on 2 reaches its fixed
point at stage m. Now consider the sequence of stages (R*)q<m induced by ¢
on 2A. Let <, and <, be the stage comparison relations of ¢. For every stage
R®, with « > 0, there is a tuple Z whose rank is precisely «, i.e.Z € R* — R*~ 1.
For any such tuple Z, {u : @ <, Z} = R* and {u : Z <, u} = (R*)°. Thus the
stage R as well as its complement (R*)¢ can be defined by a positive formula.
This is used to define an induction process, positive in < and <, defining the
relations <, and <.

As the inflationary fixed point can easily be obtained from the stage com-
parison relations (see Lemma B2), this shows that on finite structures, every
inflationary fixed point of an LFP-formula can be obtained as a least fixed point
also. By induction on the number of ifp-operators in the formulae, the equiva-
lence of IFP and LFP on finite structures follows immediately.

4.1 Theorem (Gurevich-Shelah [GSR86]). For every formula in IFP there is
an LFP-formula equivalent to it on all finite structures.

We now aim at extending the equivalence of IFP and LFP to arbitrary, not
necessarily finite structures. If 2 is an infinite structure, the sequence of stages
induced by an LFP-formula ¢(R,Z) on 2 is no longer guaranteed to be finite.
The formulae used in the Gurevich-Shelah proof still define the correct stage
comparison relations up to stage w, i.e. for all finite stages. However, at stage
w - and all other infinite limit stages also - it is no longer true that there is a
tuple z of rank less than w such that u < z defines R<“. For, each such tuple
Z is itself of finite rank 3 < w and therefore u < Z defines the stage R® C R¥.
Thus, to extend the result to infinite structures, we have to treat the limit stages
differently.



4.2 Equivalence of Monotone and Inflationary Fixed-Point
Logic

As mentioned in the introduction, least and inflationary inductions on infinite
structures were already studied in the seventies, mainly on the class of accept-
able structures. We briefly recall some of their terminology and results. Our
presentation follows [Mos74h].

Let 2 := (A, 7) be a structure. A coding scheme on A is a triple (N, <, <>),
with A/ C A, such that the structure (N, <) is isomorphic to (w, <) and <> is
an injective map from (J,, ., A" into A. The image a of ai,...,a, under <> is
called the code of aq,...,a,. We associate with a coding scheme the relations
Ih giving the length of a coded sequence, ¢(a, i) giving the i-th element of the
sequence coded in a, and seq which is true for all codes of sequences. A coding
scheme on A allows to code arbitrary finite sequences of elements into a single
element. In particular it allows to code relations of arbitrary arity by monadic
relations. A structure containing a coding scheme is called acceptable.

A second-order relation S := S(%, R) on 2 is a relation with elements Z and
relations R as arguments. Of particular interest to us are second-order relations
with only one relation as argument, i.e. relations of the form S(T, R), where the
arity k of R and T coincide. Relations of this form are called operative and they
naturally induce an operator Fg : A*¥ — A* taking any relation R of arity k to
the set {@ : (@, R) € S}. As in Section B, we can form the inflationary and, if
the relation S is monotone, also the least fixed point of the operator induced by
S. Inflationary fixed points were commonly referred to as inductive fixed points
in the 1970s.

Let F be a class of second-order relations on the structure 2A. A k-ary
relation R is called F-inductive if there is an operative relation S(Z,y, R') € F,
where T is k-ary, such that there is a tuple of elements @ in A and for all b, b € R
if, and only if, (b,@) € S°°, where S denotes the inflationary fixed point of S.
Analogously, R is called F-monotone inductive, if it can be obtained in this way
as the least fixed point of a monotone relation in F. Let F—IND denote the
class of F-inductive and F™°"—IND the class of F-monotone inductive relations.

A line of research active in the 1970s aimed at classifying the classes F—IND
and F™°" —IND according to structural properties of the underlying class F.
A result closely related to the topic of this paper is the following theorem by
Moschovakis (see [Mos74h, Theorem 15, Page 60]).

4.2 Theorem (Moschovakis). If F is a typical, nonmonotone class of second-
order relations on a structure A, then F—IND is the smallest F-compact Spector
class on A such that every relation in F is A on A.

We refrain from giving precise definitions for the notions mentioned in the
theorem. Note, though, that if 2 is acceptable, then the class of first-order
definable second-order relations is ‘typical, nonmonotone‘ and so is the class of
relations definable in IFP. Clearly, for F := IFP the inductive closure F —IND
is again IFP. Thus, one possibility to show the equivalence of LFP and IFP is
by proving that LFP is an IFP-compact Spector class such that every relation
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in IFP is A on A. We will not follow this approach but give a direct translation
of IFP-formulae into LFP-formulae. A consequence of our proof is that LFP is
indeed the smallest IFP-compact Spector class such that every relation in IFP
is A on A. However, as we will see in Lemma L8 we really need nested fixed
points for this. In particular, if F is the class of first-order definable operators,
then F™°" —IND is a proper subset of F—IND.

Of particular interest to us is the following theorem due to Harrington and
Kechris [HK7H]. We first present the necessary notation. Let =WF € F be
the statement that F contains a 0-ary relation WF(S) which is true for S if,
and only if, S is not well-founded, i.e. contains an infinite descending chain of
elements. Further, a class F of operators is called adequate, if it contains all the
V1 operators, is closed under A, V, 3 and trivial combinatorial substitutions and
contains the relations and functions of a coding scheme on %, i.e. the relations
seq, lh and ¢ needed to code and decode a sequence of elements. Finally, by F
we denote the class of operators whose complements are in F.

4.3 Theorem (Harrington, Kechris). Let 2 be structure and let F be an
adequate class of operators on A. If -WF € F and F C F™°"—IND, then

Frot—IND = F—IND.

Now let 2 be acceptable and take F as the class of second-order relations
definable in monotone fixed-point logic MFP. As % is acceptable, it is clear that
MFP has all the closure properties required by the Harrington-Kechris theorem.
Thus the theorem states that F™°" —IND = F —IND, i.e. the monotone and the
inflationary closure of F coincide. Clearly, any relation definable by a monotone
fixed point of a relation in MFP is already definable in MFP, as the logic is
closed under taking least fixed points of monotone formulae. It follows that any
inflationary fixed point of a MFP-formula is definable in MFP itself and therefore
MFP and IFP are equivalent on 2. Thus we get the following corollary.

4.4 Corollary. MFP = IFP on acceptable structures.

Note that the theorem above only gives the equivalence of monotone and
inflationary fixed-point logic on acceptable structures and not the equivalence of
least and inflationary fixed-point logic. In the next section we will establish this
equivalence of LFP and IFP by giving an explicit transformation of IFP-formula
into equivalent LFP-formulae. In particular, the transformation is independent
of a given structure.

Note that the Harrington-Kechris Theorem and the equivalence proof given
below are somewhat incomparable. Our proof establishes the equivalence of LFP
and IFP on arbitrary classes of structures, whether acceptable or not. In one
way, this is stronger than the Harrington-Kechris result as the equivalence of
LFP and IFP implies the equivalence of MFP and IFP whereas the Harrington-
Kechris theorem only states that for every IFP-formula there is an equivalent
formula in MFP, but this formula does not have to be positive in the fixed-point
variables. Also the theorem is stated only for acceptable structures, whereas
our theorem does not require any particular properties of the structures.
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On the other hand, the theorem by Harrington and Kechris is true for ar-
bitrary classes of operators — as long as they have very mild closure properties.
Thus it applies not only to the case of MFP-definable operators but also to classes
of operators definable in fragments of second-order logic and even to operators
which do not arise from any particular logic. In this sense the Harrington-
Kechris result is more general than our result which is only true for LFP and
IFP and does not easily transfer to other cases.

4.3 Equivalence in the General Case

In this section we aim at establishing the equivalence of IFP and LFP on arbi-
trary structures. Towards this, let ¢'(R,Z) be in LFP, not necessarily positive
in R, and consider the formula ¢ := RT V ¢/(T). Clearly, ¢ and ¢’ have the
same inflationary fixed point. Fix ¢ for the rest of the section.

We aim at defining the stage comparison relation <, for ¢ in LFP. Consider
again the proof of the Stage Comparison Theorem above. We showed that
=<, can be defined by the inflationary fixed point of the formula

o' (<,%,7) = (T, Ru/u < T, ~Ru/—1 <T) A
(7, Ru/u < T, ~Ru/—1 < T),

where < is a second-order variable of appropriate arity.

To turn this into a formula in LFP we have to replace the formula —u < =
by a definition positive in <. Essentially, we define a second formula ¥(<, Z, 7),
with free second-order variables <« and <, such that ¥ is negative in < and if
< is interpreted by a given stage <%, for some ordinal «, then the least fixed
point <> of ¥ is just <. We can then use [Ifp ; ;U] negatively to get the
desired positive definition of <.

Unfortunately, by definition, the relation defined by such a formula must
increase with increasing stages <“. On the other hand, as ¥ is supposed to be
negative - and therefore antitone - in <, the relation defined by ¥ must decrease
with increasing stages <“. Thus, in general, we cannot hope for such a formula
to exist. Instead we will use a formula defining a slightly different relation. But
it might be helpful to keep the original idea in mind.

Consider the following formula

X(E’ y) = [lfp-<,f,§ XI(Ev y)](jv y),

where
X'(Z,9) := (T, Ru/u < T,~Ru/-u<T) A
Va(u < TV -Tu<T) A
—(7y, Ru/Tu AT, ~Ru/-u < T)
and

[ y = [lfp<<,f,§ 19(<<a Ev y)] (fa y)

12



where
¥T,7) = ¢, Ru/u < T,~Ru/~u <T}) A
JU(T<TA(TKLTATLTY)) A
—¢(y, Ru/u < Z,~Ru/—~(u < TAT K T)).

Obviously, the formula x’ is positive in < and is itself a formula in LFP.
Thus the least fixed point of ¥’ exists. We claim that this fixed point defines
the stage comparison relation <, of ¢. Before proving this we first have to
establish some facts about the sub-formula ). Recall from the beginning of this
section that ¢ is supposed to be of the form RZ V ¢'. This is important for the
proofs below as it ensures that whenever a tuple T satisfies ¢ at a stage «, it
satisfies  at all higher stages also.

4.5 Lemma. Consider the fized-point induction on 9 where < is interpreted by
<<% i.e. T <Y if, and only if, T € =% and |T|, < |Yl,-

(i) If T € ™ ory € ¢*, then (T,7) € ¥=° if, and only if, |T| < |y|.
(i1) For ally such that [g] > « there is an T such that |T| = o and (T,7) € ¥°°.
(i11) If the fized-point of < has already been reached, i.e. if <*=<<%, then
P =<,
Proof. Throughout this proof, the variable < will always be interpreted by the

set <<%, Therefore we drop the index and write < for <<,

1. We prove by induction on 3 that for all 8 < a, (Z,7) € 97, i.e.
(A, <<, <<P) = J(T,7), if, and only if, T € ¢” and |Z|, < [7],.

Again we omit the index most of the times and write < for <<%,

Suppose that for all v < 3 the claim has been proved. We distinguish
between the case where T € % and T ¢ ¢°.

e Suppose T € ¢f. We show that (A, <<%, <<F) | 9(z,7), if, and
only if, |Z|, < |7l,.
By induction hypothesis, if T € ¢? then for all 7, @ < T if, and only
if, [@l, < |7|p and, as f < o, 7w < T if, and only if, [T, > |T,.
Thus,

(A, <<, <<P) = (T, Ru/u < T, ~Ru/—u < T}).

Now consider 7. If [y, > |Z|,, then =(7 < T AT < 7) reduces
to 4 € ZT. As B < «a, “u <<P T is equivalent to —u <<* 7.
Therefore there is no wu satisfying (u < TA -(t K TAT <K 7)) and
the second conjunct in ¢ is satisfied. Further, ¥ does not satisfy
o(¥, Ru/u < T,~Ru/~(T K TAT < 7)) as otherwise |7, < [T,.
Thus, (,7) € 9°.
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On the other hand, if |g|, < |[Z|,, then (T < TAT < F) in the
second conjunct reduces to u < ¥ and thus there is a u satisfying
U<TA-(T<K<TAUKTY)), :=7 for instance.

Finally, suppose |Z|, = |7|,. By the same argument as above we get
that in this case

u
u

(A, <<%, <<P) = (7, Ru/u < T, ~Ru/~(T < TAT < T))

and thus ¥ is not satisfied.

e Suppose T ¢ ©”. We show that ¢(T, Ru/u < T, ~Ru/—u < T}) is not
satisfied. By induction hypothesis, & < T defines the set M := <5,
Clearly, as T & ¢,

A ¥~ o(Z, Ru/u € M,~Ru/u € M°).

Now consider the set N := {T : =t < T}. AsT & ¢, we get M¢ D N,
where M€ denotes the complement of M.
By monotonicity of ¢ in M and M€ it follows that

(A, <<, <<P) |~ (T, Ru/u < T,~Ru/—u < T}.
We get that for any pair (z,7), (A, <<%, <<F) | 9(7,7) if, and only if,
7€ o and [7l, < [7l,-

. Part 1 implies that (Z,7) € < if, and only if, T € ¢<* and |T|, <
[7],. Thus, < <*=<<%. Now consider the next induction step. Again we
distinguish between T € ¢* and T & .

e Suppose T € ¢®. Obviously,
(A, << <<% k& ¢(T, Ru/u < T, ~Ru/—u < T).

If g, > |T|,, then (T < T AT < 7) reduces to & < T and thus
(A, <<, «<%) = =y, Ru/Tu < T,~Ru/-(u < TAT < 7)) if, and
only if, |7], > |Z],.

Now suppose [7|, < |Z|,. Then [7], < a and there is an u satisfying
u<TA-( <<TATUKTY), again § being itself a witness for this.
Thus ¥(T,7) is not satisfied.

e Now assume T ¢ ¢@%. Then
(U, <<% <) I~ o(T, Ru/u < T, ~Ru/—~u < T})
as U < T defines the set @ € ¢<“ and —u < T its complement.

It follows, that ¥ contains all pairs (Z,7) such that T € ¢* and |Z|, <
[7|,. This proves Part (ii) because if there is a tuple g of rank greater
than « there must also be a tuple T of rank exactly o and this pair would
be in ¥<.
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Further, if the fixed point of < has already been reached, i.e. <*=<<%
then there are no tuples T of rank exactly a. In this case, all tuples
(Z,7) € ¥ already occur in 9<% and the fixed point of ¢ has been reached.
This proves Part (4i¢) of the lemma. Thus, from now on, we assume that
<<eC=<e

3. We show now that at no stage v > « can a pair (Z,7) with Z,7 € ¢
and [g|, < |T|, enter the fixed point. Towards a contradiction let v be
the smallest such stage and let (Z,7) be as described. Then the same
argument as in the first item of Step 1 yields a contradiction.

4. What is left to be shown is that for no T & ¢ and § € ¢® the pair (Z,7)
enters the fixed point at some higher stage. Towards a contradiction, let
be the least such stage, i.e. the least stage such that there is a pair (Z,7) €
Y7 with T &€ ¢* and 7 € p*. In particular, (A, <<%, <<7) = J(T, 7).
Now, as T € ¢%, u < T defines just <% and, as v was chosen minimal, we
get that =(7 < TAT < 7) defines the set of tuples @ such that ||, > [7],.
Thus, if ||, < o then there is a tuple T satisfying @ < TA—(7 < TAT < )
and thus 9 is not satisfied by (Z,7). On the other hand, if |7, = ¢, then
(A, <<% <«<%) = (7, Ru/u < T,~Ru/~(t < TAT <K 7)) and again ¢ is
not satisfied.

This finishes the proof of the lemma. O

We now prove a technical lemma which will establish the induction step in
the proof that the fixed point of x’ defines <.

4.6 Lemma. For all ordinals o, (A, <<%) E X'(T,7), if, and only if, T € ¢*
and (31, < [7l,-

Proof. We distinguish between the cases where T € p* and T & .

e Suppose T € p*. By assumption, & <<* T defines the set {u : [u|, < |Z|,}
and, by Part (i) of Lemma EE, —u < T defines its complement. Thus,
(A, <<% E (T, Ru/u < T,~Ru/-u<T) and all u satisfy w < TV -u < T.
Now, (A, <<%) = —¢(y, Ru/u <7,~Ru/—u < T) if, and only if, [g|, >
7
Thus, (A, <<*) = x/(z,7) if, and only if, [7|, > [Z],.

e Suppose T & p®. Then u < T defines the set {u :u € <*}. If <« = p~,
i.e. if the fixed point of ¢ has been reached, then, by Part (iii) of Lemma
Ed we get < =< and (™A, <<%) £ ¢(T, Ru/u < T,~Ru/-u < T) and
therefore x’ is not satisfied.

Otherwise, i.e. if o<® C ¢%, then, by Part (i7) of Lemma ET] there is a

tuple @ of rank o with @ <Z. Thus, the conjunct Vu(z < TV —u< < T) is
not satisfied as @ < T but a £ 7.

This finishes the proof of the lemma. (I
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As corollary we get that the relation <, is definable in LFP.

4.7 Corollary. Let o(R,T) be a formula in LFP. Then the stage comparison
relation <, of the inflationary fized point of ¢ is definable in LFP.

Proof. A simple induction on the stages using the previous lemma shows that
= is defined by the formula x above. O

The equivalence of LFP and IFP follows immediately.
4.8 Theorem. For every formula in IFP there is an equivalent formula in LEP.

Proof. By Corollary B for every ¢(R,Z) € LFP the relation <, is definable in
LFP. Thus, for all Z, T € ¢ if, and only if, A = ©(T, Ru/x (T, T)), where y is
the formula defining <,. Thus, the inflationary fixed point of an LFP-formula
can be defined in LFP.

For arbitrary formulae ¢ € IFP, the theorem follows by induction on the
number of inflationary fixed points in ¢ converting them to least fixed points
from the inside out. O

The theorem shows that also on infinite structures, least and inflationary
fixed-point logic have the same expressive power. But, contrary to the case of fi-
nite structures where the translation of IFP-formulae to equivalent LFP-formulae
does not alter the fixed-point structure, in the general case their structure in
terms of alternations between 1fp-operators and negation and the nesting depth
of fixed-point operators becomes more complicated. It might be possible to re-
duce the increase in the number of alternations of the resulting LFP-formulae.
However, we will show below that an increase in the number of alternations
cannot be avoided.

5 Normal Forms and Hierarchies

There are various natural parameters that may influence the expressive power
of fixed-point logics. In this section we are particularly interested in two such
parameters: the number of fixed-point operators that are nested within each
other and the number of alternations between fixed-point operators and negation
symbols. For this we first need some technical definitions.

5.1 Definition (Alternation and nesting-depth hierarchy). Let ¢ € LFP

be a formula such that no fized-point variable is bound twice in it and let

X1,..., X be the fized-point variables occurring in @. Let for all i, ¢; be the

formula binding X; in ¢, i.e. p; == Upx, 5. @il(t;) for suitable Ts,t; and @}.
We define a partial order T, on the variables X1,..., X} as

X; By Xj if, and only if, @; is a sub-formula of ¢;.

e The nesting-depth of ¢ is defined as the maximal cardinality of a subset
of {X1,..., Xy} linearly ordered by C.
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e The alternation-level of ¢ is defined as the mazximal cardinality of a subset
M of {Xu,..., Xy}, linearly ordered by T, such that in addition for all
Xi, X; € M, if X; is a direct predecessor of X; with respect to T, then
p; occurs negative In ;.

The n-th level of the alternation hierarchy (LFP%),c. consists of all formulae
of LFP with alternation-level n. Analogously, the n-th level of the nesting-
depth hierarchy (LFP%),,c., of LFP is defined as the class of formulae in LFP of
nesting-depth n. Finally, by (p LFP%),c., we denote the positive nesting-depth
hierarchy, consisting of formulae with nesting-depth n but with only positive
applications of the fized-point operators.

The hierarchies for IFP are defined analogously.

By definition, LFP{ consists of all LFP-formulae where no 1fp-operator oc-
curs negatively, whereas LFP2 and LFP¢ are just the class of first-order formulae.

The following theorem, due to Moschovakis, shows that in LFP, nested posi-
tive fixed points can be eliminated. See [Mos74al Theorem 1C.3] for a proof. The
presentation given here follows [EE99, Lemma 8.2.6 on Page 182].

5.2 Theorem (Transitivity Theorem). Let ¢(R,Q,T) and (R, Q,7) be
first-order formulae positive in R and @ such that no free first-order variables
of ¥ are bound in x := [Upp ; p(Qu/[Upg 41](W))](T). Then X is equivalent to
a formula with only one application of an 1fp-operator.

An immediate consequence of the theorem is the following.

5.3 Corollary. For all n, pLFP¢ = pLFP{, i.c. every formula ¢ € LFP in
which all fized-point operators occur only positively is equivalent to a formula
with only one application of a fixed-point operator, i.e. the positive nesting-depth
hierarchy for LEP collapses.

Obviously, the nesting-depth hierarchy is finer than the alternation hierarchy
in the sense that a formula with alternation depth n also has nesting-depth at
least n. Using simple diagonalisation arguments it can be shown that in general
the nesting-depth hierarchy is strict, i.e. there is no constant £ < w such that
every LFP formula is equivalent to a formula with nesting depth at most k.

On the other hand, Theorem B2 implies that for LFP the nesting-depth hier-
archy collapses to the alternation hierarchy. An immediate consequence of this
is, that in general the alternation hierarchy for LFP is strict. (See e.g. [Mos74al,
Chapter5] for a proof of this.)

5.4 Theorem. The alternation hierarchy for LFP is strict.

The proof of this theorem uses a diagonalisation argument which relies on
structures being infinite. And indeed, as proved by Immerman [[mm8&6|, the
nesting depth and therefore also the alternation hierarchy for LFP collapses on
finite structures.

We now turn towards alternation and nesting of inflationary fixed points.
As the following theorem shows, alternation between inflationary fixed points
and negation does not result in an increase in expressive power.
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5.5 Theorem. Fvery formula in IFP is equivalent to a formula where negation
occurs only in front of atoms.

Proof. The theorem is proved by induction on the structure of the formula.
For the case of the ifp-operator note that a formula —[ifpp 7 ¢](f) is equivalent
to the simultaneous fixed point [ifp @ : S](¢) of the system

Rt «— ¢(R,T)
S =
{QT — ¥y (¢(R,7) — Ry) ARz,

On structures with at least two elements this is equivalent to the inflationary
fixed point of a single formula whereas on structures with only one element, IFP
collapses to FO anyway and the theorem is trivial. (I

Theorem above shows that the alternation hierarchy of IFP collapses to
level one. Again, simple diagonalisation arguments show that the nesting depth
hierarchy for IFP is strict in general and therefore, unlike for least fixed points,
also the positive nesting-depth hierarchy is strict for IFP.

Using the results from Section Bl we can establish a close correspondence
between the strictness of the alternation hierarchy for LFP on a structure 2 and
the strictness of the nesting-depth hierarchy for IFP on 2.

5.6 Theorem. For every n >0,
d
LFP; <IFP; < LFP3.

Proof. Let ¢ € LFP,, be a formula with alternation depth n. By the transitivity
theorem 22 nested lfp-operators which all occur positively can be contracted
to a single lfp-operator increasing the arity. Thus, every formula in LFP,, is
equivalent to a formula with n nested fixed points and therefore equivalent to
an IFP formula with nesting depth n.

Towards the second containment, note that using the method of Theorem
to convert an IFP-formula to an equivalent LFP-formula, the translation of
each individual ifp-operator at most triples the alternation depth. The theorem
now follows by induction. O

We immediately get the following corollaries.

5.7 Corollary. For any structure, the alternation depth hierarchy for LFP col-
lapses if, and only if, the nesting depth hierarchy for IFP collapses.

An example of a class of structures where the hierarchies are strict is the
class of acceptable structures (see [Mos74a] for instance).

It is open whether there are infinite structures on which the alternation and
nesting depth hierarchies for LFP and IFP collapse but where LFP is still more
expressive than FO.

The previous theorem implies that every LEP-formula with alternation-depth
n can be converted into an IFP-formula with nesting depth n. We show next
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that the converse does not hold, i.e. there are IFP-formulae with n fixed-point
operators which are not equivalent to any LFP-formula of nesting-depth at most
n. In particular, this shows that the Harrington-Kechris Theorem cannot
be strengthened to positive inductions, i.e. the inductive closure of FO does not
coincide with the positive monotone closure.

5.8 Proposition. For every n > 1, LFP? < IFPZ.

Proof.  Suppose IFP¢ = LFPZ for some n. For every formula ¢ € LFPZ,
¢ and =g are equivalent to formulae 1) and — in IFPZ. As by assumption
IFPY = LFP?, the formulae —) and v are both equivalent to a formula in LFP2
and therefore LFP is closed under complementation contradicting the strictness
of the alternation hierarchy for LFP. O
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