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Abstrack. Symbolic reachability analysis of networks of state transition
aystems present special oplimization opportunities thatl are not always
available in momalithic state transition systems. Uhese opbimizations can
potentially allow =caling of reachability analy=is to much larger networks
than can be handled using sxisting techinigues. In this paper, we discuss
a =t of technigues for sfficient approcimate reachalality analy=is of large
netwaorks of small stabe transition systems with local infernclions, and
analvee their relative precision and performance in a BDD-towesd ool
We nze overlapping projections to represent the state space, and discuss
aptimizations that significantly lrnit the sot af variables in the 2upport
arl of HEODa that must b manipalated to compote the image of each
projection due o a transition of the system. T'he ideas presenied in this
pager have been implemented in o BID-based symbalic reachability an-
alyzer built using the public-domain svmbolic meds] checking iramesork
af NuSkY. We report experimental resulis om a set of benchmarks that
demanstrate the effectiveness of our approach over existing techimigues
w=mg ceverlapping projections,

1 Introduction

Large and comples systems are often buile by interconnecting small and sim-
ple components, A& large class of such systems can be behavicrally medeled as
networks of interacting sbate transition systems, where each individoal state
transition system, or comporend, has a simple transibion structure and involves
caly a few state varables, Exanples of such systemes abound in practice, e, cie-
cuits abtalned by interconnecting logic gates and Qip-Aops, distoboted contral
systemns with interaciing senscrs, controllers and actuators, a collection of de-
vices communieating through a shared bus and arbiter, ete, The reachable state
space of such a sysiem can be compuied by starbing from a specified imitial state
of all components and by non-deterministically choosing and atcmically execut-
ing an enahbled stabe bransition from the individual compenents, This produces
a change of state of cne or more components, and hence of the overall system,
Interacticons between components can ke modeled by sharing state variables and
by executing synchronized transiticns betwesn components, The above prooess
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can then be repeated until all reachakble states of the systemn are explored. T
there are & components in the system, and F X denctes the sst of state war-
ahles of the ** component, the state variables of the cverall system is given by
X = 1UE | X Even when | X is small for each 1, | X] can be large for large walues
of k. Sitnce the complexity of reachakality analysis grows exponentially wath the
numkber of state vanakles, reachahility analysis of a large network of components
15 computationally far more difficult than ssarching the state spaces of indiadoal

companents separately.

The additicnal computational effort nesded to s=arch the state space of a
large network of components s primanly for reasconing about interactions be-
twesmn compeonents, Interestingly, however, ina large class of proctical systems,
components primarnly nteract locally with a few other components 0 thear
“nemighbourhcod”. Maore formally, state transitions of one component alfect the
state variables of cnly a few other components. This s nob surprising since sys-
tems are often designed ina modular and composibicnal way, whers mdivadoal
components are regquired to interface and interact locally with a few obher com-
ponents in their spatial neighbourhond. While a few components may interact
globally with other coanponents, even thess global inberactions can often be mod-
eled by synchronized local interactions, as we will see later in Section 2, Thus,
interactions betwern components in a large class of practical systems are largely
local in nature. This presents signihcant opportunities for optimization when
performing reschability analy=is In this paper, we exploit these opporfunibies
to design highly scalable Binary Decimon Diagrames (BDD-based |1 technigues
for eficiently s=arching state spaces of large netwarks of state transition systems
with lacal interactions.

IT the behaviour of each component 1ina network s independent of that of oth-
ers, the reachable stabe space of the cverall system can be obtained by computing
the Cartestan product of the reachable stabe spaces of individual components.
Interactions between components however render such an analy=is highly con-
seryative in practice. Traditional symbolic reachakality analyzers |4] therefore
require bhe transition relations of individual components to be combaned ko a
single system-wide transition relation invelving all state variables in 5. Sinee
representing and manipalating BODs with thousands of vanakbles in the sup-
port set s computationally probibitive even with state-olthe-art public-domain
BIOD packages like CUDRD |, BOD-based tools that work with system-wide
transition relaticns do not scale well fo large networks, To address this peohblem,
earlier ressarchers have considered using parbiticons |3 and overlapping progec-
tions | G] of state variables, Govindaraju and Dill's approach |G| based on the mal-
fiple constrain operator is currently amcong the best BODD-based approaches for
compubing cver-approsimations of the reachable stabe space using overlapping
prejechiors, et other approaches |2, 7] have aitempied o characterize BDDs
ca-the-fly during reachability analy=is, and use appropriote approcimations to
achieve a tradeof betwesn efficiency and accuracy, While these technigues have
been used o efliciently compute good over-approcimations of reachable state
spaces of some large systems, they sill require operations (eg. the multiple
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constrain operation in |60 on BODs that bave almost all wnables o X n the
support s=t. This makes it impractical to use these technigues for networks of
transition systems with thousands of state vanables, This difficulty was also ob-
served during our experniments, where the technique of Govandaraju and Dill |G]
could not compute an cver-approximation of the reachakle discrebe-timed state
space of an imterconneckion of Bmed logic gates having G242 state variables in G0
minutes cn a moderately powerful compuoting platform., In this work, we wish to
address such sealakality issues by desigring approcamate B -bassd reachakal-
ity analysis bechnigques that scale to very large networks without compromising
murch on accuracy.

Eaasting technigues, including that of Govindaraju and [l 6], use infor-
maticn about lomhity of interactions between diflerent components o chocses a
good set of overlapping projections, but not to optimize the reachability anal-
ysis e = In this paper, we wish to go a step further and exploit locality
of mteractions to optimize BDD-based reachabality analysis using overlapping
projections. While the method of Govindarao and Dl provahbly gives the best
cver-approcimation of the reachable state space using overlapping projections,
we show that by exploiting lecality of interactions during image computation,
we can gain significantly in eficiency without suflering much precision-wise, Sig-
niheantly, cur technigque permits scaling the apalysis to networks of Eransition
systems with varable counts at least an order of magnitade higher than thoese
analymble using Govindara and [Dill's technigue.

The remainder of the paper is organizel as follows, Section 2 desenhes net-
works of state transition systems and presents a set of technigues to optimize
reachability analy=is of large networks using lomahty of nteractions, Section 3
dizcusses experiments for evaluating the optimized analysis techniques, and com-
pares the performance and accuracy of these techmgues with each obher as well
as with Gevandaragu and s techmique, Finally, Section 4 concludes the paper.

2 Metworks of State Iransition Systems

We represent a sbate transibion system 8 as o d—tuple (2,0, 1. T, where X s
a bnite =eb of state warables, O s the st of all states, T Q0 — {True, Falz=} s
an initial stabe predicate, and T Q) < &) — {True, Falsa} i=s o transition relabion
prelicabe, Each state variable & € X has an associated findde domain T, and O
is the Carfesian product of the hnoite domains corresponding 1o all variables in
X When describang @ sbake bransibion, we uss unprimed lebters boorefer bo values
of variabhles in the present state, and the corresponding primesd letbers to reler
to their values in the next state, Let 5 denobe the set 46" | & € X} Thus, [ isa
predicate with fres variables X, whils T is a predicate with free variables X057,
We will henceforth refer to thess predicates as JY) and TUE, 2 respectively.

A network of state transiiion systems is a collecbion of sbate bransibion sys-
temns (with possibly overlapping sets of state varables), and a speciiication of
synchronized transitions between them, Let B = {8y, 0 Bo ) be oo osob of sbate
transition systems that interact to form a oetwork A Bach B is o 4— tuple
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(X, 05 1. T and s called a componend of A, Components & and 55 are said
to execute state transitions synchronsusly 0 every state transition of 8 co-
curs simulbanscasly with a skabe transibicn of 85, Thus, stake transitions of B;
and H; cannct be interleaved, We specily synchronization betwesn components
by an undirected graph | (B, By, where B s the s=t of components and
(B, ) & Ey ff components B; and 1 execute state transitions syrohroneusly.
[t is emsy to see that the banarcy relation on components definesd by synchronoos
execution of transibions 1s an equivalence relation. Hence, the graph H consists of
a seb ol disconnected chiques, If a clhique consists of only a single component, we
say bhat the corresponding component executes state transitions csynebronously
with other components, Indesd, 1ts state transitions can be inberleayved arbatrar-
ily with those of other components. The network A s farmally defined by the
tuple (5, H).

Criven a network 4 = (B, ], the overall state transition system correspond-
ing to the network s given by By = (X Qe Dy, Tyl where e = e 30
1y ig the Cartesian product of the fnite domains corresponding to varables
i A, and X0 A LX) In crder to determine Tyl .]'.'_l.;'..}.':.ll-_l: i
need o model the effect of synchronous transitions of each clique i &, Let
=1, B} beachque in . Let X = E 0 X and .:'T.:'1 X X
We will heneeforth use this notation bo dencte the sst of varables corresponding
to a collection of components, and the complement of a set of vanables, respec-
tively, We say that the network changes state from g to g due o a synchronous
transition of components in C A (g, ¢ =atishes the predicite "h"H.-' o Tl XS, Xt
A l'ﬂ'u-f--["‘ — &1, Let this predicate be ealled Fof X7, }.":,_r:l. IF Cliqees{H)
denctes the st of chiques of H, the transition predicate of the cverall stabe tran-
sition system By s given by Thr( Xy, Xl Wi CliguaaH Yo ( Ky, X)) For
clarity of notaticn, we will hencelorth camit the subscnipt & from 2, @2, F and
T whenever the network A s clear from the conbext.

21 Reachability analysis of networks of transition systems

Let N2/ be a predicate transformer that transforms a predicate B2, 5 by
replacing every occurrence of &5 in B with the corresponding & € X, for every
e X Farmally,

N2P (R, X'y — 35 (H-:.!-.‘. A (s — J}) i
=L

MNew consider o predicate BIE. X" that has ab most one of & and &' (bat nod

both] @5 fres variable, for every & € X Soch a predicate can ke written as

Ri X, .T"r:l: where X, is the sob of all vanables & € X that appear as lres var-

ables of A, and X, XX, The effect of transfcrming B by N2 s given

by N2PR(E,, T, = 33X (RN E ) n A _pols — &) = R(X,, 5. Effec
tively, N2F renames a subset of free varahles of KX, f}. For predicates on

¥ NZP stands jor ‘next-to-proesent”
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Boclean wanables, such renaming can ke elficiently performed in BDD padeges
Ik CUOD. For example, if the BIOD foo fﬂIJ:,:Er} i given, the bdd _peroute=
-::-pl:'r.'l.linu in CUDD achieves the affect of rl.'!I'I'.llrIiIIH' varahles, In the f-::-"-::-wing
dizcussicn, whenever we apply N2 {0 o predicate, the property that at mcet
cneof £ and £ cocurs as fres variable, holds for the predicate, Therefors, asssum-
irlg that we are ur:in[_:_ a BDD pn.n:{l:n,_!{-e* Tilee CUD that allows efficient r-::rl.'l.rning
of variahles, N2 can ke considered an efficiently computable aperation.

Lt fﬂl.:'::l he the characteristic Fﬂ"d.il:"ﬂLl." of a sotb of states, Heneeforth, we
will reler fo sets of states and their characteristic predicates interchangeakbly.
The tmage of the st B XY under TEE, £, dencted T B[, TIE, ), can
be abbaned as ."-"EP[H.}.' [R{E AT .]'.": _J_"::_':u]_ Chiven a nebwark ._-";,'r [B.H) ol
slate transition syetems, the set of reachable stabes of By can ke ohtaimed by
ir|ili'.1|i:.-:in[_:_ the reachahble set with the inmbial set of st tes, anc |'.|.'.-' r-::[:-eulr'-:][-.-'
computing the image of the current reachable set under T, 27 until no farther
newr stabes are ohbuned, Since TR, X s a disjuncbion of T X, X2 for & €
CliguesiH), compubing the image of a ==t of states B{ED under T2, X7 s
equivalent to computing the image of BLX) under each T2, X indivdually
and then taking the union of the resulbing sets of states, Mole that in general,
each Y- X, 2] has all varnables in X 0OEY a5 fres varnables, Since |57 can indesd
be large (several thousand vanables) for a large network, computing the image of
aset KLY under To (X, XY as N2PEE | RO ATS0E, X0 does not scale well
in BIOD-based toals, Howeser, there 15 an obyvicus opbimization that can ke done,
On closer examination of the structure of To (X 2 e, Ay T XN oA
A, l=— ], we find that the values of all state variables in X are preserved
in the next stabe. Sinee X Ye U Ee, we can write BRI as R(X-, X0,
Therelore, the image exprossion J\'EF’IZH..".’II,:‘I'I,”__ e XL ED AN, 7o s = &'
AR K, r.;"l 11 can ke mimphibed to N2P{350 [.-"'.;;,. oy HEXR XOAR(Ee. T.;"f:l 11
l.-:iing the definiton of N2 from l::r|u.'|.li-::-|| [J i, and n-::-lirlg that the -:|u'.1r|lifi-:".1Li-::-n
insicle N2 P eliminates cnly variables in Ko, which is mutually disjoint with 2o,
we obdtain the r-::-'||-::-wing r'-::|ui1.'n.|i::r|l i::q:-r-:::i:ii-::-n fer the im'.1g|:':

Fen (R, Yol K. X) = N2P (3};” ( ﬂ T,-j}f,:Jf‘_:j-ﬂH-:.‘-'.'f-.rf-})) (2
H.er

Motice that the quantification in the Anal expression is over X which is poe
tentially much smaller than X, Similacly, we have eliminated the pobentially
large comjunction § _5—(s — &) from the image computation step. In the fol-
loweing discussicon, we will refer to this optimizabtion as “redacing non-fransdion
variables”. Unfortunately, even with this optimization, X~ X imvalves all
variables in X, and hence the sealabalicy problem continues o exist,

Tor address this problem, we proposs to explods the fack that in a large class
of practical systems, inberacticns belwesn components are local in nature, Thas,
slate transitions of o component B; change the siate variables of only a small
nurnber of other components, Given a network & = (B, ®), we can capbure this
locality of inberacticns by an undirected graph § = (85, Bzl where B s the sei
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of components and [, ;) £ Eq ff components B; and &5 share some skate
variables, i.e, XM X # 0 For every component i, we can then dehne s
E—neighbourhood o be the ==t of all components that have a path of length at
mest k from B in G. We dencte this set as B Formally, B = {8} and

B = pou (B | (B By) € Egb farall i = 1A state transition of com-

ponent RER [:-c:-L-e'-uli'.1||_'.-' |:h.'|.ngl::- sommer skabe variables of all cormpoaesnts i H=[1:'.
hut dees not aflect any =tate virrtahle of any ather coanpomnent. E'-::-n:i-n-:qunnﬂ_'.-'. il
s m -:'|i-:|u|:' in the [_:_r'.1r.||'| H rr'pnew::nLing :1-3.'|||:+|r\-::-ni:.-:'.1[i|:|r| hetwesn coIrponen e,
when -:'nrnpulirlg i hes irn'.1gr' of a =t of stabes under the !'i_".'lll:l‘lr\l::ll'li:.':l.'!l:] bransi-
tian Tl X .]'."':I: ik is mmnin[_:_fu| E=] u[:-l:l'.:.ll:' state varibles -::-r-::-n]}' cornpeansnks in
H:;h. where H; £ ', This suggests that instead of considering siate predicabes
cn the entire sob X of wanables, it would be beneheal to consider state predi-
cates on appropriately chosen subseis of X In other words, reachability analy=is
using cverlapping projections of siates makes sense when analyzng large nei-
works with local interactions. While the wdea of usig overlapping projections
for approcamate reachakality was explored in detall by Govindaragu and Dhll 6],
their work considersd reachakaity analysis of largs sequential cireoiis instead of
networks of small state bransibion systems, Consequently, they were unable o
eeploab lomliby of inberactions o optimize the updabion of varous projections
when o state transibicn happens, The primary contnibution of this paper 1= io
show that loealiiy of inberactions can indeed ke explated o signithcantly op-
timize updation of projpctions, enabling the design of BOD-based reachabiliy
analywers that scale to much larger netwaorks than those that can be handled by

'.'!ﬂ.rl i'.'!r |.i.'!|:'.|1 n II:| (I

Let [T, . .. Hp be subsets of stabke variables on which we choose to project the
states of the overall system. Since we do not wish bo gnore any state vanable,
we require that || [Ty = X, As in Govindaraju and Dill's approach, this gives
rise to p propctions, say £ 000000, ..., K015, of the st of reachable states, The
collection of projections can be viewed as an abstraction of the actual reach-
able state seb, The conjunction ALy Billl:) is the corresponding concretization
that gives the hest over-approscimation of the reachable ==t from a given set of
prajections, However, computing the conjunction = computationally expensive
in BOD-hased fools sinee this invalves all varnables in X, Therefore, following
Govindaraju and [Dill's approach, we initialize the projections K, ..., i, with
projections of the initial set of states on the sets of variables ITy,. . 0, and
upcdabe thess projescticns each bime the system executes a state bransibion. As
discussed earlier, overy bransition of the network A7 = (8, H] is a state bransition
of some clique © £ H. Bince a transition of O pobentially changes all variables
in X, every projection B such that ;0 X 2 0 must be updated whenever o
transition of O is taken, Conversely, all projections R such that I, 0 XK= =0
need not be updated when O transiticns, since there s no component in C whoeses
iransitions change the walues of variables in 1T Thus, by approprately chooes-
ing M, .. 0T, b s poesible bo optimize the apdation of projections every time
a transition corresponding to a clique & s taken,
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A bransition of a clique © 15 basically @ st of simulianeous transiticns of
all iks components, Since the transiticn of an individual ccanponent H; depends
solely cn the values of vanables in X and potentially changes the values of cnly
these vaniables, a good choioe of I, . 0T, 15 cne where For sach coanponent ;)
there s at least one [T such that X; C {1 Inbaibively, such a chotes would alloay
us to compute the eflect of a transition of component B2 on the projecton B
with @ high degree of accuracy, IFR I, . Kal L) represent projections of the
ot of reachable states ssen thus far, the image of B0 under a syochronous
transition of components in CF can be computed as 307, (N2PEFE Vo 2 20
AL TN, Expanding T (X, 5V, we get

n
37 [ Nep[ae A mimoEha A e = N R (3
el J-F.-- i=1

Condert and Madre |":|| have shown that the hasic ilrl;lgi:: -:'\-::-m[:-uLn.Li-::-n in the

'-11'.“]'-"!." EIFH"'HHil::lI'I L I:JIE' '-:I.IH-D ]'."." dl!:ll'll." IJHiI‘I[_:_ |.|'II." I:"::lllﬁlrﬂ.il'l n[:-e'-r'.:.l-::-r =5 F!:-”D“'H.

P
3. | 2P| ax J""-. T X, BN A J""-. fa— ] ,-'l.,lﬁ,mj_u ()
B, T 1=1

re D=

Since computing AY | K:(T;) potentially involves all variables in X and is com-
putationally expensive in BDD-based toals, Govindaraju and il proposed using
a multiple constrain operator, This operator takes o Boolean predicate Foand
constrains it with a vector of predicates (O, . O tleratively, insbead of con-
Jeining CF through €, frst and then constraining F wikh the conjuncticn, Using
thi= operabor, the expression for the image can be writben as

3 [ vee [3E | A TuELEha A e = s | L (RED ] L 08
Bzl P i

[n the above expression, |, denobes the multiple constrain operatbor and (82,0070
denotes the vector (R0, R T of all projections, Govindaraju and Dill
showeed experimentally that For a large class of sequential eircuibs, this signih-
cantly enhanced the efficiency of image computaticn compared o applying the
gingle constrain cperator as in expression [A). In the following discussion, we
will refer to the technigue of computing the image using the multiple constrain
cperator as the “complete malfiple consfrom” methad.

Although updation wsing multiple constrain s more efficient that updation
using single constrain, the computation of Ap - T0E, 2D A A (e — &)
shill involves all variables of X and can be computationally expensive. One might
wonder il we can reduce non-transition variables, as discussed eaclier, to simpliby
A co TilXs, Ehap,. Tole— £ to Apco TiCES X1, and then apply the mul-

tiple constrain (or even Coudert and Madre's constrain) aperator to the simpli-
fieed predicate, Unforbanately, this is nob possible o general, Indeed, reducing
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non-transibion variables simplifies expression (3] bo

n
3T, (.«-‘211 (a;::_. a""'-. T X, XA ;.,H H,-jff_:;.)) (6
1=1

H.eC

While this expression is smpler than expresson (3), we cannct directly apply
Coudert and Madre's constrain operator and equate (35 "ﬂ"-'?.- e TElE KDoA
AL BT o (3 [l'ﬂ'l.lz,- e X0 ] AT Rif1:)). This is because the
quantification in sxpression (6] i= done cver a subest of the variables in AT | BT
We will henceforth refer bo the method of computing image using expression [G)
as the “redaced comunciion™ method, Note, however, that i expression (6], we
must still compute AT B0, which involves all variables in 2. Henoe the
reduced conjunction method can ke computaticnally expensive 1n BOD-based
toole.

Fortunatsly, the reduced conjuncticn method can be improved further using
locality of interactions, To exploat locality, we consider as many subsets of state
variables as there are components in the network. For each component B, owe
choose @ subsst [T that ineludes state vanables of all components noits &—
neighbourhood. Reeall that when a component transitions, it alfects the varnables
of anly thoss components that are nits |— neghbourhesd. Thus & 1isa
good nitial choice of neighborhood for choosing subsets of state vanables, As
L increass, the subsets inerease in size, and so does their overlap, OF course, (F
cmer subset 15 completely contained 0 another subset (as can happen lor large
values of k), conly the larger subset 15 retaned. &5 an extrems case, oF d 15 the
diameter of the graph & = (8. E5) and if we choose a neghbourhood of o, we
obtain a single subsst of state vanables, 1) = X

As the number of wanakbles in each subset increases and as thear overlap
ncreases, the accuracy of computing projections of reachable states using ex-
pressons (30, (43, [3) or (6] 15 expected to increass, This 15 because large sobsets
with large overlaps can track correlations between stabe variables better than
small subsets with =mall overlaps. However, having large subsets al=o entails
ncreased computabional effort o manpalating BODs wath large support sets
when computing images of projections. By choosing an inbermediate value of &,
it is possihle to ensure that the nuomber of vanables in each subset remains =mall,
while thers 1= adequate overlap between the subsets as well, While the best value
of & might be domain dependent, in general, our experiments with discrete-timed
circuits indicate that vsing small values like 1 or 2 often strikes a gocd balance
betwesn accuracy of image computabions and computabional efficiency,

2.2 E=xploiting locality to optimize image compuatation

Let us now exarmine if coanputing the image of projection B (075 under a syn-
chronous bransibion of components in a clique © can be sinplified using locality
of interactions, Expressicn [6) tells us how bo compute the image, To simplify
this expression, we [rst identily the sei of transbioning components in & and
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the ==t of projections in {f,. .. 8y} that are inbuibivel y “tmportant™ for com-
puting the image of projection ;. Expressica (6) 15 then simplified by replacing
tran=sition relations of all other components and characteristic predicates of all
cther projctions by True This leads to an over-approsimation of the image of
projection ;005 due b 5 synchronowus transition of components in C. We ar-
gue heloawr that that this strategy allows us bo seale reachability analysis to very
large networks with local interactions, while remaining Garly accurate.

When asynchronous transition of components i clique O oocurs, only those
companents that share state variable(s) with IT; determine the image of proges-
tion F000 ;0 Lest the subset of components in O that share state variable(s) with
I b= called 12, and L=t Xy be the union of state vanables of all components in
I Transitions of components in O I neither read nor modify wariables of 07,
and hence do not affect the wnage of projection B () directly, Inbuitively, the
sk of transitioning components I3 are “important” for detecmining the image
of projection ;00 ;) under a synchronous transition of components in ©. Sim-
larly, when a component i, € I transitions, only those projections that share
state varakbleis) with B; potentially constram the transitions of 8. Let the set
of projections that share state vanakbleis) with at least one B; £ [ be oalled P
and let X p1 denote the anicn of all s, where projection K s im0 PL Progec-
tions oot in Pl cannot direedly constrain transiticns of B, snce bransitions of B;
are nob guarded by condibions on state vanables of these projections. Intuikively,
projections in Pl oare “important” for determining the synchronous transibions
of components o I3 IF |[Xpy| s large, the ==t Pl can be further pruned by
considering cnly those projections that share state vanable(s) with fT; and alsc
with scane B £ 1 Let this set of projections ke called P2 and let Eee denote
the corresponding set of state varables, Inbaitively, projections in P2 not cnly
directly constrain the transitions of components in 2, but also allow projection
00 to constrain transibicns of components in I indirectly. Such an indirect
constraining happens when the conjunchion of FB;0005) and projections i P2
constrains transibions of components in I that would not have been constrained
by H; 0000 alome, Henee, projctions in P2 are very “important” for compubing
the trmage of K;(0;] under a synchroncus transition of components in D, In the
followeing discussion, we will use P to denote the set of “important” projections
chosen for simplifying expression (6], While etther P11 or P2 could be chosen for
P, we have chosen P2 for our experinents since | Xeo| <2 | X e

We can now smimphfy expression (6] by over-approcimating the bransibion
relations of all components i O I by True, and by cver-approcimating the
conjunchion of projections not in P by True, The simplified expresaon for the
image of projection B (0] under a synchronous transition of components in O
15 then given by

3mi; (Hif-‘ (a}:u N TimLEn A A Hgl”.})) (7
el I.eF

Due to locality of inberactions, the s« P s moch smaller than the entire sei
of projections, and similarly, 17 s a small sobset of ) in general, This leads
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to signihicant gains i efficiency compared to computing the image of progec-
tion B IT;] acoording to expression (6). One might suspect thak this gain n
efhciency s achievesd at the cost of a sgniheant loss of accuracy, However, as
demaonstrated by our experiments, the loss in accuracy doe to these simplifica-
tions 15 notb large, and the accuracy-eficiency trade—al 15 on the Favourable side,
We will call this techmigque that exploits locality of interactions and computes
the image of projection B; (7] according to expression 7] as Spearbal reduced
congnetien,

[t 1= important o note that the propessd simplibcations lead b over-approscimations
in the image of projection B (1) in the worst case, This happens when the com-
plete conjunction ,|"'I,”I_ o TilEs, o ,l"'n,F 1 il 1) forbads @ sbabe transition by
evaluating to Falss for a specithe pair of present and next states, whereas the
partial conjunction A g o p TR, X0 AL - p BT ) evaluates to True for the
same choice of present and next states,

Similar to the approach of Gevindaraju and Ihll, ane might alss consider
cptimizing the evaluation of expressicn (73 by usng the multiple constram op-
erator. Let Xpp denote X U Xy and Xpy podenote ey Dp The expression
for the tmage of 5007} uwsing the multiple constrain operator s then given by

3 (NP [3men | A T Eh s N s = | L (R E
el =L

(&)

In the abowve expression, |, denotes the muliiple constram operator and (1[0 g
15 a vector of projections belonging to the set P. Mobe that in order to ap-
ply the multiple constrain operator, we bad bo mtroduce the subexpression
FLPe PR L £, which translates to increassd computational cost in evaluat-
ing expression (8], As wewill =ee i Section 3, experiments on a seb of benchmarks
mnchicate that this technigque performs marginally worse than the partial reduced
conjunchicn method, This shows that the bensfits of the mulipls constram op-
erator are more than oflset by the additicnal compuatational cost of evaluating
the subexpression Ay I\ En & £, Thi= technigue of computing the image of
projection B0 using expression (8] will be called “parkial mudliple constrom™

ir| our rulur-.': d.ib-l:'ubh-il!:lll.

The set F‘, ol variables that = |in'.1'||.'.-' qunnlifir'd. I-:'-::-rne*rq':-nrl-:]in[_:_ e bl left-
mesl existential -:|u'.1r|li|'ii::r:l in i:::-aprr-ﬁr:i-::-n l:?} can be writben as the union of
I_nr_.i I‘IE and F.r MXqH. Since the quantifier inside the W2 P cperator elimimakes
-::-|||_'.-' variahles in .}.'”: all fres variakles -::-rI.'\IHI. n T_:[..".'_:. J‘.':':I ""‘.'r"..'.'.- e fl"__-l ”,-} thiat
are in {1; M Xp are unafected by this quantification. These variables, being
present stabe variables, are nob renamed by N 2P as well, Therelore, b is possi-
ble to push 317; N X inside the N2P and 355 operators in expression (7] to
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chtain the s=mantically equivalent expression

3T N Eo] (.'-."EP (EI.J.‘:; ( A T A (Enr_:,nﬁp N H_:[IJ.]))))
B0 H.eP

(9

In the above expressica, the argument of N 287 05 an expression wheesse fres var-
ables can be partitioned inbs the s=ts (7; 01 X007, l:f_]'J M Xa) and (IT; 0 T.'_I_I.
Lot thess thres mutually disjoint sets of variables be called 17, T and T5, re-
spectively, and L=t E(77, I35, 750 denote the arpument of ¥2P in expression (9],
Using the definition of N2P from equation (1] and the notaticn introduced
above, expression (99 can now be written as G E(1 . Fe, IR Unbarbunately, 1@
is nob straightforward to abtain £(07. 1%, I's). Specifically, we note from ex pres-
gion (¥ that £, 15, 130 is obtained by existentially quantifying warnables in
I Uy from an expression, say &, with free wariables Ty O 0 5007 0 15
Thercfore, simply substitubing Iy for I and I3 for I o g and quantilfying out
a8y will not give £(007, 15, 050 To overcome this problem, we use the Fact
that renaming bound variables doss nob change a quantified expresion. Hence,
the image expression 35 £007, 15, 13) s equivalent bo 33 L007, T3, T3], which in
turn, is equivalent to N2PEIL0T T 500, Recalling that Z007, 57 050 15 the
argument of W2F in expression (9], the allowing image expression, semantically
equivalent to expression (9] but with different quantifier ordering, s obiaimes.

NIP (3:-_'” ((3-:?,-.-.1:;,-.:-* N TE, 2 ) A (3[:_.5- nEol M\ H.--:Hg_l)))

B e i F

(L

The svaluation of expression (10] can be further simplified, albeit wath fure-
ther loss of accuracy, by pushing the quantification of variables in 75 NEn inside
the conjunction "ﬂ"-'.'.- p HIT:) Effectively, this amounts to over-approsimating
the existential projection of 8 conjuncticn by the conjunchion of existential pro-
Jections, As a hirst approcamation, we observe that expression (10] computes the
[approcamate) mmage of projection ;00050 dus to a transibion of components
in chigue £, Consequently, the most important variables in this expression are
those in X U IT;. Hence, the quantiheation of all ather wariables, e vanables
in .f_.l'_l. MNXn. may be pushed inside the conjunction to optimize the computation
of expression (10, This gives rise bo the opbimized] image expressicn

Nap (EIJ.‘:;- ( (a[ﬁ- nEo) A Tux, X _.) A A ATAT H.m_:_.))
merF

H;=n
(11

We will call image compuiabion using expressicn (L) as “perfidd approsmale
quanfificafion”. Note that in computing the image according to expression [ 117,
the maximum number of variables invalved in o BDD operation s maxgg, o =0 0]
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2| Xn|. This s far smaller than the number of varables invalved in operations
requited for computing images by the earlier expressions, This contribubes to
the efficiency of using expression (11), which 1= also corroborated by cur exper-
ments, The loss of accuracy when computing the image according to expression
[11} vis-a-vis when computing using expressions [4) or (30 or (6] stems from twm
sources: (1) approximating conjunctions by partial conjunehions, as im expres-
gion (71, and (1) pushing quantifcations inside conjunckions, as 0 expression
(11}, Hoawever, in both cases, the approcimation is done with projections, com-
ponents or vartables that are inbuitively less “important” e determining the
image of projection B; 0070 under a transition of clhigue O The varables, pro-
Jections and bransiticns that are more “important”™ are notb approximated as far
as possible. Locality of interactions allows us to restrct this s=t of “important™
variables, projections and fransitions to a small ==t even in very large networks,
This explains why cur experiments indicabe a high degres of elhiciency, and a far
degres of accuracy when using expressicn (11].

[t 15 easy to see from bhe nature of our approcaomations that in bermes aof ac-
curacy of results, the ordering of the different methods 15 “complete multiple

constrain”™ = “partial reduced conjunction™ partial muliiple constran™ =
“partial approximate quanbfication”™. The degradation in accuracy from “com-
plete multiple constrain®™ to “partial redured conjunction” s due to the over-
approximation of several “unimportant” transition relations and projections.
The lurther degradation in accuracy 0 “parbial approcimate gquantibeation™ s
attributable to the over-approcmation of a projection of conjunctions by the
conjunchion of projections. Experimental resulis however show that the degra-
dation in accuracy is not large for a range of Bimed ciccwit benchmarks. In terms
of the number of variables involved in BOD operations when computing the im-
ageo of a projection under a synchronized transbion of components, 1t s clear
from expressions (5], (8], (70 and (11] that the ordering of the different methods
15 “complete multiple constrain® = “partial mulbple constrain™ = “partial re-

-

duced comjunction™ = “partial approximate quantification” . The wanable count
nvalved in BID operations gives a rough indication of the relabie computa-
tional time and memory requirements of BDD-based tocls implementing these
technigques, Our experimental results corroborate that this arder is by and large

oorrech.,

2.3  Bcalability issues

The technique of “partial approcimate quantification” deseribesd above offers
wnigue advantages in scaling our BOD-based approach o very large networks,
We argue below thab the maximom number of wanables invalved inoany BIOD
cperation during image computation using this technigue is independent aof the
siwe ol the transiiion system. Instead, it depends cnly on (i) the nomber of
variables in each component, (i) the degree of the graph @ (8, Fa) that
represents sharng of variables betwesn componenis of the netwerk, and (i) the
nedghbourhood & used to determine projections. Thus, by carefully durmping
BIDs ko and from disk, 1k s never necessary bo represent or manipulabe BDDs
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with very large support s==t= in main memory, This can enable our BOD-based
reachability analysis to seale up bo very large networks with local inberactions.

Am has been described in Section 2.2, the number of vanables invalved in
Ay irn'.1g|:' -:'-::-m[:-uL'.1Li-::-n skep al ':[:-.'l.rli'.ﬂ n.[:-prn:tim'ﬂLr' |:|u‘.1r|lifi-:'n.Li-::-n" i= bonancdecd
above by maxm, e[ T]] + 2| X 0|, Here, maxg, - e (| 1:]) denokes the maximom
nurmb=r of variahles in any prajection, and depends on (1) the masimum degires
of a node in the H’rn[:-'h o l:.ﬁ': i'?.;':}: [iill the ||-e'-ig|'|'|'.||:|ur|'|-::-c:-|:| k used bo ke
the projections, and (11} the number of state vanables in each component, The
quantity | X | depends on (1) the maximum noumber of components ina cligque O
that share '-"-1ri'-1|::l|l.'!l:h-_| with the prn_:re'-u:'li-::-ll H_. |::-r:in[_:_ ur.||:|.'|.li::|:|: aric l:ii} the nurmber
of slate vanables in o component. Given a network of transition systems, the
maximum degree of o node in the graph G and the neighboourhood & oused to
campube projecbicons uniquely define an upper bound on the masximom nomber of
carmpenenks in a |:|i|.'|uc: " that [:-c:-ll::nLi.'l.”:,' share variahbles with H_.. |||lnrve*e:|.in[_:_'|}':
nedther the dcgrm al E-': nesr e nri[.:_hh-::-urh-::-c:-d k. nor the maximum number
of variables in a component depend an the tetal number of components 0 the
network, Thus, if the maximum degires of § and the number of warakbles in each
component 15 bounded by a small number, and if we choose a neaghbourheod &
for defining projections such that masg, - p([IT 142 [ X g is within the maximum
variable count that a BDD-package ean eficiently handle, it 1= possible o scale
the analysis to very large networks, OF course, the number of projections and
transition relabions of components will inerease with the size of the networl.
Henee the total number of BDDs that need to ke stored will b large for large
networks, However, as argued above, only a few of these, with a bounded number
of variables in thear support s=t, are required o image computation at any point
of time. Hence by efectively dumping BIDDs nok currently nesded bo the disk
and by re-loading them when nesded, we envisage the possibality of BRD-based
reachability analysis tools for arbitranly large networks wath looal interactions.
Such tools may require signibcant computaticnal time for explanng the reachable
state space of large networks, but will never run oot of main memory due o B
size explosion.,

3  Experimental Results

In crder to evaluate the efectivensss of cur approach, we have implemented the
strategies described in the previous section in the public donain reachability
analysi= engine BudHV|4]. We have modified the reachakality routine of Hu8WV to
perform reachabiliby analysis cn cverlapping projections using asyndironous and
synchronous transitions, We have used the resulting tool to explore the enbine
reachable space of a set of benchmarks, and repork the reachable projections us-
ing our approach as well as using the multiple constrain approach of Gosvindaraiu
el al [, Our experimental resulis support cur hypothesis that reachahilicy anal-
yuis of large networks can ke signibcantly optimized by exploding locality of
interackiones
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Chur benchmark sinite ronsists of gabelevel circuits with discrete- time delays.
The motivation behind chocsing thess esmmples comes from their populacty
the domain of timed systems analysis and also their sase of scalability, Some of
cur examples consisl of small combinational ciceaits, consisting of tens of gabes,
usel an 9], We also perform experiments on standard benchmark ciceuits from
the ISCAR-8E =uite, which consists of larger combinational circuits,

3.1 Mlodeling of civewits

Every gate used in our experiments implements o combinational legic functicn
and has an inerfial delay and be-bounded pure delay, The behaviour of a gate is
medeled by having the allowing thres paris: (1] a Soslean logic Block bhat seis
the Poolean value of the cutput to a functico of the Boolean values of the inpuis,
(1) the cubpuat of the lagie block is fed booan inecfind deley elemend, and (i) the
cubput of inertial delay element s fed bo o be-bounded pure delay dement, We

ray
J !
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Fig: 1. [a) Inertial dday madel (h] Bi-bounded pure delay mods

medel an inertial delay element having delay I3 by 2 timed avtomaton as shown
in Fig. 1[a) Similacly, a bi-bounded puare delay element wikh lower and apper
bounds I and w is madeled by a timed agtomaton as shown in Tig, 1B, In these
figures, Zerc and One refer 1o stable states, where the Boolean values of noand
cuf are the sme,

Ciiven the interconnection of gates represeating o cireaif, we compose the
slate transiticn behavicur of the logic block, inerkial delay element and hi-
bounded delay element of each gate to form o network off timed aviomata. To
simplify the model, we assume that 12, § and @ oare dentical Foe all gates, To
ensure that every pure delay element causes ks outpat to change once bebween
bwo comserubive changes ab ibs input, we also assume that w < [ In Gact, for
all cur experiments, the inertial delay (I is =eb to 3, and the lower [I] and
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upper (#) bounds of hi-bounded pure delay elements are o6 bo | and 2, respec-
tively, When the cutput of a gate feeds the input of ancther gate, we ensure
durning composition that the corresponding cutpat and mpat transibions oeoar
sirnultansously, Time 15 assumed to low synchronously for all gates, For car ex-
perments, the cireuit inputs are modeled as signals that non-detecministieally
change their boolean values after o predefne] delay ;. 1. We mzzume that
tirne 15 discrete for all cur experiments,

For an n—gate circuit madeled as above, the network of Bimes] antomata
has two types of transihions: discrete [non-time-elapse) transitions for each logic
function, mertial and brbounded delay element which execute asyochronously,
and a global transition lor synchronous advancement of time of all clocks. The
glokal timed transition = modeled as the synchronous transibion of a group of
tran=ifion systems, where sach transiticn system models adwancement of time
for one gate, 1k s easy to ses that both the discrete and fimed bransibions oor-
responding bo each gate affect the state warables of only those gates that are n
it 1mmeshiate fanout or famn, By restricting the fanin and fancut of each gate
in the cireuit bo o small number, we can therelore ensure that the localicy of
interactions 15 small and independent of the ciccuit size,

3.2 Comparing different technigues

We now present and compare experimental resulis obtained by application of the
technicques referred booas “partial reduced conjunchion™, “partial approsomate
quantificabion™, “partial mulbiple constram™, and “complete mulbiple constrain™
in Section 2,1, We wall call these bechrmigques 5o, 51, 5 and Sz, respectively in the
subsequent discussion. We compare the relabive performance of thess technigues
in terms of BOD sizes, time taken and accuracy, All our expeniments were per-
formed cn a3 GHz Intel Pentium G686 processar with 1 GB ol main memory,
and running Fedora Core Linux 34,3643,

In order o see how the vanous technigues scale up, we converbed all large
circuits [= T gabes) to funchicnally equivalent circoits in which the Fanout and
famin of each gate 15 bounded above by 3. As discasesd in Section 2.3, thas
bounds the maximum degree of any node in the graph & and allows the “partial
approcimate quantificabion” technigque to seale to lange cireailbs, To reduce the
fancut of a gate o, we used a linear chain of buflers ab the cuipat of the gate,
Tor resluce the Fanin of a gate, we used a tree of 2 inpuk gates which combine to
give the same Boolean functica.

The specification for each circuit used o cur experimenis s given in Takle 1.
In thi= table, column O gives the name of the circuit, and column Safes gives
the number of gates, which is al=c the total number of discrete transitions o the
circuit, Column Addibional gafes gives the number of additicnal gates that were
added b obtain o functicnally equivalent circuit with all gabes having Bounded
fanin and bounded fancut, as discussed above, Columns Gonbd, T-nid, Snbd give
the statistics for projections using neighbourhoods of 0, 1, and 2 respeckively,
Sub-calumn Prog gives the number of distinct projections abiained for each value
of neighbourhcod, A projecticn whose support st is a subset of the support sei
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of ancther projection is discarded . Sub-column Mar gives the maximam number
of variables invalved during any image computation. Finally, column Varables
gives the bobal mumber of state variables of the network of transition systems,
Note that this number 1= much larger than the total number of gates i the
circuit, smnce encoding the behavicur of sach gate requires several state vari-
ables. The plots in Takle 2 show the time taken for ssarching the discrete-timed

Ot |cates| Al | ke | 2 [Variable
Hates
Prcyj | Bl | P | Bl | Praj | blax
T | 10 0 17T |38 | 13 |78 | 9 |123| 274
T | 1 &) W[ Sa | 17 [115] 13 [143 | 300
B | 21 0 20 | 50 | 23 |115] I8 |157 | 624
7 | a1 0 30 |50 | 33 [115| 29 |151 | 948
T | 1 3] T[S | 11 [131] & [1838| 274
TA181| 202 50 |90 | 109 | 578 |R13 | 333 1782 6242
RET 305 1002 | L0F |1065] T48 |1003|1980] 1757
| T2 (81 [T407 | 108 1345 711 [1234|180d| 22514
RAD | 1182 |  7o9 [2sod| 100 2091 B11 [2045]1883| 29808

Takble 1. Circuit characteristics
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I'able 2. 'ine plots for reachability analysis

reachable state space of each circuit using the techniques S5, 57, 5 and 5y re-
ferred 1o above, The resulis for small circuits and large circuits are given intwo
separale plobs, The resulis presented in Table 2 were obtained with projections
compubed using a neighbourhood of 1, The maximom number of state variables
of an individual component (discrete or timed bransiion system of a gate) s 28
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in our experiments, [n the plots of Table 2, the absence of a bar for a particular
technicque and cirenit implies that for that cireait, reachakality analyss using
the speciiic technigue did not terminate within 1 hooar, We note that bars oor-
responding ko “complete multiple constrain”™ are completely absent in the plots
for all large circuits.
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H - i = |
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L] = |
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cki2 oHES kb5 ohiT ckllT chiTd181  ckbEE ckiqas chEsan

Table 3. Prak live BOD nodes for reachahility analysis

The plats in Tahle 3 show cn o logs scale the peak live BOD node counis at-
tained during reachakality analy=is using vanous technigues on the same circuits
and using the same projections as in Tahle 2,

In arder b compare the accuracy of the different technigques, we consider
each circuit, and compute the ratio of the mzes of the projections of the reachable
states using the different techniques. [deally, we would hayve liked to compare the
total count of reachable states for eadh circuit using vanous technigques, However,
this requires conjoining the reachable state predicates for all the propections, and

then counting the numbssr of sabisfring asagnments far the resulbing conjunetion,
Unforiunately, lor large circuits, compuaiing the conjunction of all projections in-
volves constructing o BDD with almost all stabe wariables of the entire network
in itz support sl This leads to a BOD size blowop and prevents us froan com-
puting the overall reachable state s=t. For each cireuit, we therefore compute
the ratice of sizes of projections of reachahble sebs using various technigues, and
report the minimuom, maximum and average values of these rabics consicdered
cover all projections. These ratics are summarized 0 Takle 4. As discussed in
Secticn 2.1, 5y corremponding b Ycomplete multiple constrain®™ gives the small-
et mebs of states for the projecticns, while partial moltiple constraim™ (550 and
“partial approcimate quantification™ [5)] are comparable in accuracy to “par-
tial reduced conjunction™ (55, For the larger circaits, the “complete multiple
constrain”™ technique does nob terminate in 1 hour and hence the corresponding
accuracy bgures are nob available, MNote that the worsi-case accuracy of tech-
nicque Sp (relative bo bechnigque S50 s on cki3, where it computes nearly 4 bimes




18 Juvelar, Taly, Kanade and Chakraborty

the reachable states of a projection compared to what 15 computed by technigue
So. Howeever, on an average, 53 computes projections of reachable stabe sets that
are 1.4 bimes larger than the projections computed by technigue Sooon detd,

Okt .5'|_|'I..‘!'-u:. .‘!r-_-_flfﬁ:. .,‘:.':,I-"H"
Avg | Max  [Min[Aveg|Max| Min|  Avg  |Max| Min

ckiz 1 1 1 1 1 I j0masd) 1 | 0.72538
ckid  [1.O0275|1.0d6468] 1 1 1 1 j0.721280) 1 25875
ckid 1 1 1 1 1 | |0.8GaT2) 1 fAS Idﬂ
cki? 1 1 1 1 1 | |0SsiEg]) 1 POBSLES

kit TA18] 1 1 1 1 1 1

ckid32 |1.00072 14 1 1 1 1

cki]an 1 1 1 1 1 1

ckiBS0 1 1 1 1 1 1

I'able 4. Accuracy comparisan for reachability analysis

[ ]
kil
m | il 7 ]
Tuomf ]
o )
L . |1 i
o L
ﬂ R
%
ﬁu- il |
v .
awl ki1 7 - S 1
-
nboo b1 bz nkbds nba4 rbds

Fig. 2. Variabion in aver-approximation of reachable states with neighbaurbo

In arder to study the effect of increasing neighbourboods when determining
projeciions on the accuracy of reachahbility apalysis, we carmied ool oo set of
experiments with small circuits in which we increased the neighbourhood from O
io 3. The experiments were performed cnly on small circuits, since as explauned
above, it 1= difficuli to conjoin the B D of all projecticns to obtain the complete
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sk of reachable states for large cireaits, Figure 2 shows a plot of the number of
states in the cver-apprcomation of the reachable s=t against the neighbourhood.
The over-approscimatesd] resichable skates in these plots were obbained using the
technicque S5, The name of the circumt eorresponding to each eurves 15 wrikten an
top ol the curve,

Increasing the neighbourhood when choosing projections results in larges
projections with larger overlaps between them. The increass] overlaps bebber
facilibate tracking correlations between state varables, and leads bo ineresased
accuracy. This manifests sl as a monotone decrease in the size of the owver-
approximated reachable state ==t with increasing neighbourhood, as seen in Fig-
wres 2,

4 Discussion and Conclusion

Fram the bar charts in the previous section, we find that for small circuits,
technicque 53 takes much more CP U fime as compared to other techmgues, and
for larger circuits ik does not berminate within 1 hour. This behavioar is expecied
as technigque S5 requires operating with BODs that have the complete st of state
variables in the support e [or every image computation step, Indeed, the total
count ol such wariables (ranging frorm G000 to 30000 for cur experimental cireaits)
is far beyond the reach of standard BOD pockages like CUDDL In contrast, the
chher technigues require operating with BDDs that have much smaller suppori
gobs, This branshtes o reduced computation times and lower peak BDD sies,
when using these techniques. In addition, the accaracy of 5, and 5 do nod
sufler much compared o 5y, as measured in those cases where 55 berminated.,
This gives concrete evidence in support of cur clam that lecality of interactions
can ke exploited bo build efficient and scalable reachakality analyzers, withoot
compromising much on accuracy,

We also observe that for all circaits, technigue 5] gives the best resulis in
terms of CPU time and peak B sizes, This can be qualitatively explained by
the fact that the image computation step with this technique imvalves conjune-
tion of B with small support sei= [ 107 of variables], ollowed by quantifica-
tion of =mall sets of variables, In addition, technigue 5] retains the projections
and transitions that are most “important” for computing the image of o pro-
Jection under @ transition, while ignonng the effects of other projections ancd
transitions that do not dicectly alfect the image of the projection under con-
gideration, Sinee the accuracy obiained with this technigue 1= Turly good, we
conclude that exploibing localiby of interactions in nebworks of transition sys-
temns has the potential bo buy us o lob of efficiency without compromising much
OOl ACCLTACY.

Although in Section 2.1 we theorebically argued about the scalability of tech-
nicque Fp (Cpartial approximate quantification”™ ), we were unable booanalyze cic-
cuits wikh more than 1200 gates in the current set of experiments. 'With a fanin
and Fancub of 2 lor eadh gate, even such large circuiis are amenable to analysis
using technigue S, 00 BIDDs can be dynamically swapped to and from disk during
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reachability analysis. The corrent implementation of cur reachaliliy analyeer
does nok implement such swappang of BDDs bo and From disk, and consequently
stores all B D= in main memory, For large circaits, the total number of pro-
Jections [and hence BIDs] becomes very large, Whils only a Few of thess are
needed ot any time for image computation, cur curcent implementation soffers
from memory bottlenscks since it stores all BODDs in mam memary, We intend to
inplement svappang of BDDs to and from disk to allow scaling of our analy=is
to even larger circuits in the future,

The technigues presented 10 this paper effectively explat locality of iter-
acticns i large networks of transition systems to scale reachabiliby analysis to
networks that are at least an coder of magnitude larger than those amenable
to existing bools, While other optimiztion techniques are being actively inves-
tigaked for scaling reachability analysis, we believe locality of interactions 15 an
inporbant fackor that, if properly exploited, can allow us to analyze very large
networks of transition systems afficiently and Fairly accurately, Our current work
15 a first sbep in this direction, We are alsc imvestigating ways to encode differ-
ent search strabegies ina meta- programming framework for reachahbility analy=is
that would allow cne bo mix and mateh different technigues for achieving a good
halance of accuracy and efficiency.

References

I. K. K. Bryant. Graph-bazed algorithrzs for Boolean funetion manipolation, TRRE
Tronsachons an Compaders, S5(EATT-041, 1984,

20 G Cabodi, Po Camoarati, and 5. Quer. Improving symbaolic reachahility analysis
by mesans of activity profiles, FEEE Dmasoctions on Compaters, 19(9):1085- 1075,
200,

3. H. Cho, G, I Hachid, E. Macii, B Plessier, and P, Somenzr. Algorithms for
approximates FE, traversal based on state space deompeaition, TREE Ve on
CAD of fedegroded Chvwits and Sgetems, LA 12]: 14851478, 19916,

4. &, Cimatty, B, Clarke, E, Giunchigha, F. Glanchiglia, Y. Pitore, B Roveri, |, Se
bastiani, and A. lacchela, NuSRIY versiom 2: An opensource tool for symboli:
mocdd checking. In Proceedings af CAV, LNCS 2404, pages 550304, 20002

. 0. Condert and . O, Madre, A uwnified framework for the formal verification af
sequential circwits, In Procesdings of fOCAD, pages 1261249, 1990,

. Gaurishankar Covindaraju, Approzimate Sypmeboiic Woedel Checling Using Oeerdap-
ing Projections, FhD thesiz, Standord University, Auwgust 2000,

7. L-H. Moom, J. H. Kukula, K. Ravi, and F. Somenzi. ‘1o =plit or to conjain: "The
question in image computation. In Proceedings of DA pages 23-28, 2000,

& . Somensi. CUDD: Colossds University Diecizion Diagram Package Rekase 22350,
Umiversity of Colorado at Bookder, 1998,

9. [ Thomas, 5. Chakraborty, and P K. Pandya, Eficient goxded symbolic reach-
ability using reachability expresionz,  In FProceedings of TACAS pages 120154,
2006,



