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Sequence analysis

Striped Smith—Waterman speeds database searches six times
over other SIMD implementations
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ABSTRACT

Motivation: The only algorithm guaranteed to find the optimal
local alignment is the Smith—Waterman. It is also one of the slowest
due to the number of computations required for the search. To
speed up the algorithm, Single-Instruction Multiple-Data (SIMD)
instructions have been usedtoparallelize the algorithmattheinstruction
level.

Resulis: A faster implementation of the Smith—\Waterman algorithm is
presented. This algorithm achieved 2-8 times performance improve-
ment over other SIMD based Smith—Waterman implementations.
On a 2.0 GHz Xeon Core 2 Duo processor, speeds of 3.0 billion cell
updates/s were achieved.

Availability: hitp:/farrar.michael.googlepages.com/Smith-waterman
Contact: farrar.michael@gmail.com

search. A disadvantage introduced by processing the values verti-
cally is that conditional branches are placed in the inner loop to
compute F. With conditional code the execution time is dependent
on the length of the query string and the database, the scoring
matrix and gap penalties. A speedup of over six times was reported
over an optimized non-SIMD implementation.

This paper presents a new Smith-Waterman implementation
where the SIMD registers are parallel to the query sequence,
but are accessed in a striped pattem. Like the Rognes implementa-
tion, the query profile is calculated once for the database search,
but the conditional F calculations are moved outside the inner
loop. Calculations speeds of =3.0 GCUPS are achieved. This is a
speedup of 2-8 times over the Wozniak and Rognes SIMD
implementations.
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Abstract

Background: Searching for similarities in protein and DNA databases has become a routine
procedure in Molecular Biology. The Smith-VWaterman algorithm has been available for more than
25 years. Itis based on a dynamic programming approach that expleres all the possible alighments
berween two sequences; as a result it returns the optimal local alignment Unfortunately, the
computational cost is very high, requiring a number of operations proportional te the product of
the length of two sequences. Furthermore, the exponential growth of protein and DMNA databases
makes the Smith-Waterman algorithm unrealistic for searching similarities in large sets of
sequences. For these reasons heuristic approaches such as those implemented in FASTA and
BLAST tend to be preferred, allowing faster execution times at the cost of reduced sensitivity. The
main motivation of our work is to exploit the huge compurational power of commenly available
graphic cards, to develop high performance solutions for sequence alignment.

Results: In this paper we present what we believe is the fastest solution of the exact Smith-
Waterman algorithm running on commodity hardware. It is implemented in the recently released
CUDA. programming environment by NVidia. CUDA allows direct access to the hardware
primitives of the last-generation Graphics Processing Units (GPU) GBO. Speeds of more than 3.5
GCUPS (Giga Cell Updates Per Second) are achieved on a workstation running two GeForce 8800
GTX. Exhaustive tests have been done to ecompare our implementation to SSEARCH and BLAST,
running on a 3 GHz Intel Pentium IV processor. Our solution was also compared to a recently
published GPU implementation and to a Single Instruction Multiple Data (SIMD) solution. These
tests show that our implementation performs from 2 to 30 times faster than any other previous
attempt available on commodity hardware.
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160-fold acceleration of the Smith-Waterman algorithm using a

field programmable gate array (FPGA)
[saac TS Li!, Warren Shum? and Kevin Truong*12

Address: nstitute of Biomaterials and Biomedical Engineering, University of Toronto, 164 College Street, Toronto, Ontario, M58 3G9, Canada
and *Edward S. Rogers Sr. Department of Electrical and Computer Engineering, University of Toronto, 10 King's College Circle, Toronto, Ontario,
M55 3C4, Canada

Email: Isaac TS Li - isaac.li@utoronto.ca; Warren Shum - warren.shum@utoronto.ca; Kevin Truong* - kevin.truong@utoronto.ca

* Corresponding author

Published: T June 2007 Received: 19 February 2007

-7 7
BMC Bioinformatics 2007, 8:185  doi:10.1186/147 1 -2105-8-185 Accepted: 7 June 200

This article is available from: hetpefwww biomedcentral.com/ 1 471-2105/8 185

© 2007 Li ecal: licensee BioMed Central Led.
This is an Open Access article distributed under the terms of the Crearive Commaons Arcribution License (hpaicreativecommons orglicenses/by/2.0),

which permits unrestricted use, distribution, and reproduction in any medium, provided the eriginal work is properly cited.

Abstract

Background: To infer homology and subsequently gene function, the Smith-VWaterman (SW)
algorithm is used to find the optimal local alignment between two sequences. When searching
sequence databases that may contain hundreds of millions of sequences, this algorithm becomes
computationally expensive.

Results: In this paper, we focused on accelerating the Smith-Waterman algorithm by using FPGA-
based hardware that implemented a module for computing the score of a single cell of the SW
matrix. Then using a grid of this module, the entire SYW matrix was computed at the speed of field
propagation through the FPGA circuit. These modifications dramatically accelerated the algorithm's
computation time by up to 160 folds compared to a pure software implementation running on the
same FPGA with an Altera Nios |l softprocessor.

Conclusion: This design of FPGA accelerated hardware offers a new promising direction to
seeking computation improvement of genomic database searching.
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locks

monitors

condition variables
spin locks

priority inversion
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SSE3
X64
multicore
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SSE2: ADDPS
~ m128 mm add pg ml28a, ml28Db);
r0 :=x0 +yO0
rl:=x1+yl
2 :=Xx2+y2
3 :=x3+y3
128 bits X3 X2 X X0
MMX/

CONNCD op (op>

X3 0P Y3 X2 0P Y2 X1 0P Y1 X0 OP YO
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Switchable 16 KB / 48 KB or 48 KB / 16 KB

Thread Scheduling / Assigning Unit

Instruction Decoding / Dispatch Unit

Arithmetic Logic / Compute Unit

Memory / Registers / Cache Unit
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