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Abstract

This thesis is a detailed examination of the expressive power of valued constraints and
related complexity questions. The valued constraint satisfaction problem (VCSP) is
a generalisation of the constraint satisfaction problem which allows a variety of com-
binatorial optimisation problems to be described. Although most results are stated
in this framework, they can be interpreted equivalently in the framework of, for in-
stance, pseudo-Boolean polynomials, Gibbs energy minimisation or Markov Random
Fields.

We take a result of Cohen, Cooper and Jeavons that characterises the expres-
sive power of valued constraints in terms of certain algebraic properties, and extend
this result by showing a new connection between the expressive power of valued con-
straints and linear programming. We prove a decidability result for related algebraic
properties.

We consider various classes of valued constraints and the associated cost functions
with respect to the question of which of these classes can be expressed using only cost
functions of bounded arities. We identify the first known example of an infinite chain
of classes of constraints with strictly increasing expressive power. We also present a
full classification of various classes of constraints with respect to this problem.

We then study submodular constraints and cost functions. Submodular functions
play a key role in combinatorial optimisation and are often considered to be a discrete
analogue of convex functions. It has previously been an open problem whether all
Boolean submodular cost functions can be decomposed into a sum of binary sub-
modular cost functions over a possibly larger set of variables. This problem has been
considered within several different contexts in computer science, including computer
vision, artificial intelligence, and pseudo-Boolean optimisation. Using a connection
between the expressive power of valued constraints and certain algebraic properties
of cost functions, we answer this question negatively.

These results have several corollaries. First, we characterise precisely which sub-
modular polynomials of arity 4 can be expressed by binary submodular polynomials.
Next, we identify a novel class of submodular functions of arbitrary arities that can be
expressed by binary submodular functions, and therefore minimised efficiently using a
so-called expressibility reduction to the (s,t)-MIN-CUT problem. More importantly,
our results imply limitations on this kind of reduction and establish for the first time
that it cannot be used in general to minimise arbitrary submodular functions. Finally,
we refute a conjecture of Promislow and Young on the structure of the extreme rays
of the cone of Boolean submodular functions.



Nothing can come of nothing.

William Shakespeare (1564-1616)
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CHAPTER 1

Introduction

Theoretical computer science is like sex.
Sure, it may give some practical results,
but that’s not why we do it.

Richard Feynman (1918-1988)
(adapted)

This chapter is an informal introduction to, and an overview of, theoretical com-
puter science, constraint programming and constraint satisfaction problems. We will
present several examples of important computational problems which can be formu-
lated in the constraint framework, which is the framework this thesis deals with.
All important concepts will be defined more formally in Chapter 2. At the end of
this chapter, we will describe the organisation of this thesis together with the main
contributions of the thesis.

It seems quite hard to describe what theoretical computer science, or TCS for
short, is about. While some research in TCS does have an immediate impact on the
way computers operate, a lot of the ideas are about various different topics that at
first sight may seem to have little to do with computers. Indeed, the uniting theme of
TCS research is hard to describe, but it seems to have something to do with studying
how information can be manipulated and measuring the costs associated with ma-
nipulating information [Rao|]. To understand the things we want to understand, we
create mathematical models that describe the part of the world that we want to study.
We then prove properties of these models, discovering facts that are true beyond any
doubt about the mathematical models that we have designed.

This thesis deals with certain combinatorial optimisation problems. Building a
computational model of a combinatorial problem means capturing the requirements
and optimisation criteria of the problem, using the resources available in some given
computational system. Modelling such problems using constraints means expressing
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the requirements and optimisation criteria, using some combination of basic con-
straints provided by the system.

As with all computing paradigms, it is desirable for many purposes to have a small
language which can be used to describe a large collection of problems. Determining
which additional constraints can be expressed by a given valued constraint language
is therefore a central issue in assessing the flexibility and usefulness of a constraint
system, and it is this question that we investigate here.

Constraint programming Constraint programming is a powerful paradigm for
solving combinatorial search problems that draws on a wide range of techniques
from artificial intelligence, operational research, algorithms, graph theory and else-
where [RvBWO06]. The basic idea in constraint programming is that the user states
the constraints and a general purpose constraint solver is used to solve them. Con-
straints are specified by relations, and an instance of the CONSTRAINT SATISFACTION
problem, or CSP for short, states which relations should hold among the given de-
cision variables. More formally, a constraint satisfaction problem consists of a set of
variables, each with some domain of values, and a set of relations on subsets of these
variables.

Example 1.1 (Timetabling [RvBWO06]). For example, in timetabling exams at a
university, the decision variables might be the times and locations of the different
exams, and the constraints might be on the capacity of each examination room (for
example, we cannot timetable more students to sit exams in a given room at any one
time than the room’s capacity), and on the exams timetabled at the same time (for
example, we cannot timetable two exams at the same time if they share students in
common).

Constraint solvers take a real-world problem like this, represented in terms of deci-
sion variables and constraints, and find an assignment to all the variables that satisfies
the constraints. Most CSP instances are solved by interleaving a backtracking search
with a series of constraint propagation phases. A CSP instance can be made locally
consistent by repeatedly removing unsupported values from the domains of its vari-
ables. This may allow us to reduce the domain of a variable after an assignment has
been made in the backtracking search phase.

Extensions of the basic CSP framework may involve, for example, finding op-
timal solutions according to one or more optimisation criterion (for example, min-
imising the number of days over which exams need to be timetabled), finding all
solutions, replacing (some or all) constraints with preferences, and considering a dis-
tributed setting where constraints are distributed among several agents. We refer the
reader to the Handbook of Constraint Programming [RvBWO06] and other standard
textbooks [Apt03, Dec03] for more references and a more detailed discussion of the
examples from this chapter.

Example 1.2 (Sudoku). Various Japanese puzzles are good examples of problems
which can be easily modelled and solved via constraint programming. Arguably one
of the most well-known puzzles of this type is SUDOKU. In an instance of SUDOKU,
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416 1
2 916
3 618
315
6 )
71
8|4 7
511 9
3 214

Figure 1.1: A SUDOKU instance (Example 1.2).

the aim is to fill in a 9 x 9 grid of squares with the digits 1,...,9 in such a way that
each digit occurs exactly once in each row, each column, and each of 9 specified 3 x 3
sub-grids. Each specific instance of SUDOKU has a selection of grid entries already
filled-in, and the aim is to fill in the remaining entries (see Figure 1.1).

One way to model this problem as a CSP instance is to choose the set of variables
to be the 81 grid squares. Each variable has as its domain {1,...,9}, except for the
pre-selected grid squares whose domain consists of a single number. There are 27
ALL-DIFFERENT constraints: 9 on rows, 9 on columns, and 9 on the specified 3 x 3
sub-grids. As the name suggests, the ALL-DIFFERENT constraint is satisfied if all its
arguments (in this case, 9) are given different values.

Constraint satisfaction As mentioned above, a CSP instance consists of a set of
variables and a set of constraints imposed on these variables. Each constraint consists
of a scope (a list of variables the constraint restricts), and a relation which specifies
which combinations of values are allowed. The goal is to find an assignment of values
to the variables such that all constraints are satisfied. One of the strengths of the CSP
framework is that it provides a unifying framework for various classes of problems
that have been studied independently before. By specifying what the domains and
constraints are (for instance, domains can be finite, infinite, discrete,...), one can
obtain different classes of problems. Here are some other examples (more examples
can be found in Chapter 2).

Example 1.3 (Acyclicity). Given a directed graph G, the question of whether G is
acyclic can be modelled as a CSP instance as follows: variables correspond to the
vertices of G, the domain of every variable is the set of natural numbers N, and every
arc (z,y) of G represents a constraint x < y, where < is the usual “smaller than”
ordering on natural numbers.
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Example 1.4 (Linear Inequalities). Any system of linear inequalities can be modelled
as a CSP instance with the same variables; the domain of all variables is the set of
real numbers R, and constraints are of the form a;z; + ... + a,x, < b, for some
ag,...,a,,b € Q.

Example 1.5 (Diophantine Equations). Hilbert’s 10th problem asks for an algorithm
that decides whether a given system of polynomial equations with integer coefficients
(a diophantine equation system) has an integer solution. This can be modelled as a
CSP instance with variables z1, ..., x,, each with the domain Z, and constraints of
the form ax + by +cz = d, or x xy = z, for a, b, ¢,d € Z. Matiyasevi¢ has shown that
this problem is undecidable [Mat70].

Example 1.6 (Graph k-Colouring). Given an undirected graph G and a natural
number k, the k-COLOURING problem asks whether the vertices of G can be assigned
colours such that adjacent vertices are assigned different colours and at most k& differ-
ent colours are used in total. This problem can be easily modelled as a CSP instance
as follows: variables correspond to the vertices of G, the domain of every variable is
the set {1,...,k}, and every edge (u,v) of G represents the u # v constraint; that is,
the binary disequality relation on a k-element set.

Example 1.7 (Satisfiability). The standard propositional satisfiability problem for
ternary clauses, 3-SAT, consists in determining whether it is possible to satisfy a
Boolean formula given as a conjunction of ternary clauses. This can be viewed as
a CSP instance, where clause C' = (I; V Iy V l3) corresponds to the constraint with
the relation {0,1}3 \ {(a1, as,a3)}, where a; = 1 if [; is negated in C, and a; = 0
otherwise, 1 < i < 3. For instance, a clause (x; V —xs V x3) would correspond to
the constraint ((zy,xs,z3), R), where (x,x9,x3) is the scope of the constraint, and
R=1{0,1}3\ {(0,1,0)} is the relation of the constraint.

To name just a few of the areas where the CSP has been applied, let us men-
tion artificial intelligence (temporal and spatial reasoning) [BK08b], type systems for
programming languages (set constraints), computational linguistics (tree description
languages), computational biology (phylogenetic reconstruction) [RvBW06], database
theory (conjunctive query containment) [SGGOS8|, graph theory (H-colouring, graph
partition problems) [HNO04], computer algebra (polynomial equations, polynomial in-
equalities) [BNvOO09], operational research (linear programming, integer program-
ming) [ABKWO0S|, Boolean satisfiability [CKSO01], complexity theory [BKJ05] and
many others [RvBWO6].

From these examples it is clear that many NP-complete problems and many other
problems can be formulated as CSP instances. Considerable effort has therefore been
invested in identifying restricted classes of the CSP which are tractable. For Boolean
problems such as those in Example 1.7, where the decision variables have just two
possible values, Schaefer’s dichotomy theorem gives an elegant characterisation of the
six classes of relations that lead to tractable problem classes [Sch78]. Schaefer’s result
can be considered the first dichotomy result on the complexity of the CSP.
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It appears to be considerably more difficult to characterise tractable classes for
non-Booleans domains. Research has typically focused on two special forms of tractabil-
ity: tractable languages (where the relations are fixed but they can be combined in
any way) [CJ06], and tractable constraint (hyper)graphs (where the way constraints
interact is restricted but any sort of relation can be used) [SGGOS].

Expressibility In any CSP instance, the variables listed in the scope of each con-
straint are explicitly constrained. Moreover, if we choose any subset of all variables
of the instance, then their values are constrained implicitly in the same way, due to
the combined effect of the constraints. This motivates the concept of expressibility,
which is illustrated in the next two examples.

Example 1.8. Consider a CSP instance consisting of four variables x; through x4,
each with domain {1,2,3}. The constraints correspond to solid edges in Figure 1.2.
Here #3 denotes the binary disequality relation over a 3-element set; that is, #3 is

Figure 1.2: Disequalities express equality (Example 1.8).

the set {(,7) | 1 <i # j < 3}. It is easy to check that any assignment of values from
{1,2,3} to the variables x; through x,, which satisfies all constraints, has to assign
the same value to the variable x; and z4. Hence the variables x; and x4 are implicitly
constrained by the equality relation. This shows that = is expressible by #s.

The notion of expressibility has been a key component in the complexity analysis
of the CSP [JCGI7, Jea98, BKJ05, LT09]. It was also a major tool in the complexity
analysis of a wide variety of Boolean constraint problems carried out by Creignou et
al. [CKSO01], where it was referred to as implementation. Expressibility is a particular
form of problem reduction: if a constraint can be expressed in a given constraint
language, then it can be added to the language without changing the computational
complexity of the associated class of problems.

Feder and Vardi observed that the CSP is equivalent to the homomorphism
problem between relational structures [FV98| (this was independently discovered
in [Jea98]). The notion of expressibility corresponds to expressibility using conjunc-
tion and existential quantification (primitive positive formulas). These connections
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have lead to connecting the CSP with other fields of mathematics and computer
science including, for instance, graph theory [HN04] and logic [KV07a]

Valued constraints The CSP framework deals with decision problems only, and
therefore the constraints in a CSP instance are called hard constraints as they cannot
be violated. A number of extensions have been added to the basic CSP framework
to deal with questions of optimisation [RvBWO06]. This thesis works with one of the
very general extensions of the CSP framework, called the VALUED CONSTRAINT
SATISFACTION problem, or VCSP for short.

Informally, a VCSP instance consists of a set of variables, a set of possible values,
and a set of (soft) constraints. Each constraint has an associated cost function which
assigns a cost (or a degree of violation) to every possible tuple of values for the
variables in the scope of the constraint. The goal is to find an assignment of values to
all of the variables which has the minimum total cost. Note that the CSP model is
a special case of the VCSP where the range of all cost functions is {0, c0}; in other
words, all cost functions are just relations.

The notion of expressibility naturally extends from the CSP framework to the
VCSP framework: conjunction is replaced by addition, and projection is replaced by
minimisation.

Example 1.9. Let SuM be the ternary soft constraint which returns as a cost value
the sum of its arguments. Consider the VCSP instance Py with variables vy, v9, and
v3, each with the domain N = {1,2,...}, and two constraints: SuM(vy, vs,v3), and
vy # vs (see Figure 1.3). Here # is the disequality relation over natural numbers, and
can be also viewed as the cost function # (z,y) = 0 if x # y, and oo otherwise.

Now the variables v; and vy are (implicitly) constrained by the binary soft con-
straint with cost function ¢ such that ¢(zq,22) = 21 + 29 + 1 if 1 # 1, and
¢(1,29) = w9 + 3. The intuition is that if v; # 1, then the assignment to vy, vy
can be completed with v3 = 1, and otherwise it can be completed with v = 2 (since
1 violates v; # v3 and thus yields an infinite cost, which is bigger than the finite cost
obtained by assigning vz = 2). Hence ¢ is expressible by the constraints SUM and #.

”

N
OANCEENC

Figure 1.3: Instance P, (Example 1.9).

Example 1.10. Consider the following relation R<; defined as

R<y = {{a,b) |a, b€ Q,a—b<1}.
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Let P; be the VCSP instance with variables v; through vy, each with the domain Q,
and constraints illustrated in Figure 1.4. It is not difficult to see that the variables

Figure 1.4: Instance P; (Example 1.10).

v, and v3 are constrained by the relation
Rey = {{a,b) | a,b € Q,a—b <2}
Similarly, it is easy to see that the variables v3 and vy are constrained by the relation
Rag = {{ab)|abeQ—1<(a—b) <1}
In general, R<; can express any relation of the form
R_<n = {{(a,b) | a,b € Q,—m < (a —b) < n},

where m and n are positive integers or infinity.

This thesis

In view of Examples 1.8, 1.9 and 1.10, we study the expressive power of various classes
of valued constraints, that is, the question of which other valued constraints can be
expressed over these classes.

Contributions This thesis thoroughly explores the expressive power of valued con-
straints and makes significant contributions. It can been seen as a follow-up to work
started in [CCJ06] and [CCJIKO6].

We investigate various algebraic properties of valued constraints in order to un-
derstand the expressive power of classes of relations and functions. We show that
this so-called algebraic approach, traditionally used to separate tractable problems
from intractable problems, is also useful for other questions, for instance, for finding
boundaries to the applicability of certain algorithmic techniques.

Using this approach, we have been able to resolve some open problems, such as the
question of expressibility of all Boolean submodular constraints by binary submodular
constraints.
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Thesis structure In Chapter 2, we formally define the VALUED CONSTRAINT
SATISFACTION framework and other concepts used in this thesis. We give many
examples of well-known problems which have been studied independently in various
contexts of mathematics and computer science, and which can be naturally formulated
in the VCSP framework.

Chapter 3 extends results from [CCJ06] and provides a new link between the
problem of the expressive power of valued constraints and linear programming. We
also prove several results on the algebraic properties of valued constraints and prove
a decidability result dual to results in [CCJ06].

Chapter 4 deals with the expressive power of fixed-arity languages. We present a
full classification of various classes of constraints with respect to this problem. We
identify the first known example of an infinite chain of classes of constraints with
strictly increasing expressive power.

Chapter 5 presents results on the expressive power of submodular constraints. We
show new classes of submodular constraints which are expressible by binary submod-
ular constraints, and also present new and simpler proofs of some known results.

Chapter 6 generalises some previously known results on the expressive power of
Boolean submodular constraints. In particular, we show that not all submodular con-
straints are expressible by binary submodular constraints. Furthermore, we present
some consequences of our results, and link our results to other previously studied
problems.

In Chapter 7, we summarise the results obtained in this thesis, and discuss direc-
tions for future research.



CHAPTER 2

Background

The highest technique is to have no technique.
Bruce Lee (1940-1973)

In this chapter, we introduce the necessary background on valued constraints and
submodular functions. In Section 2.1, we define the valued constraint satisfaction
problem, present basic properties of this framework, and survey a list of well-known
problems which can be easily described in this framework. In Section 2.3, we intro-
duce the concept of expressibility for valued constraints. In Section 2.4, we present
algebraic properties of valued constraints which are related to expressibility of val-
ued constraints. Finally, in Section 2.5, we define submodular functions, and the
submodular function minimisation problem.

2.1 Valued constraints

A major area of investigation in artificial intelligence is the CONSTRAINT SATISFAC-
TION problem (CSP) [Mon74]. The CSP is a general framework which can be used
to model many different problems [CKS01, Dec03, RvBWO06, Jea09]. The key idea
underlying the CSP is to solve a problem by stating constraints representing require-
ments about the problem and, then, finding a solution satisfying all the constraints.
However, the CSP model considers only the feasibility of satisfying a collection of
simultaneous requirements, so-called hard constraints.

A number of extensions have been added to the basic CSP framework to deal
with questions of optimisation, including semi-ring CSPs, valued CSPs, soft CSPs
and weighted CSPs. These extended frameworks can be used to model a wide range
of discrete optimisation problems [SFV95, BFM ™99, RvBWO06], including standard
problems such as (s,t)-MIN-CUT, MAX-SAT, MAX-ONES SAT, MAX-CSP [CKS01,
CCJKO06], and MIN-CosT HOMOMORPHISM [GRYT06].
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The differences between the various general frameworks for soft constraints, such
as valued constraints or semi-ring constraints, are not relevant for our purposes. The
semi-ring CSP framework is slightly more general,! but the valued CSP framework
is sufficiently powerful to model a wide range of optimisation problems. Hence we
will simply focus on this one very general framework, the VALUED CONSTRAINT
SATISFACTION problem (VCSP).

Informally, in the VCSP, an instance consists of a set of variables, a set of possible
values, and a set of (soft) constraints. Each constraint has an associated cost function
which assigns a cost (or a degree of violation) to every possible tuple of values for the
variables in the scope of the constraint. The goal is to find an assignment of values
to all of the variables which has the minimum total cost.

Remark 2.1.1. We remark that infinite costs can be used to indicate infeasible as-
signments (hard constraints), and hence the VCSP framework includes the standard
CSP framework as a special case and is equivalent to the CONSTRAINT OPTIMISA-
TION problem framework, COP, which is widely used in practice [RvBWO06].

Remark 2.1.2. The VCSP framework is equivalent to graphical models [DMO07].

Notation 2.1.3. We denote by R the set of all real numbers, and by R the set of
all real numbers together with (positive) infinity. Members of R are called costs. We
also denote by R, the set of all nonnegative real numbers, and by R, the set of all
nonnegative real numbers with (positive) infinity.

Remark 2.1.4. In order to avoid difficulties with representation issues for transcen-
dental numbers such as 7 or e, we implicitly restrict the set of reals to the set of
algebraic reals; that is, reals which are roots of non-zero polynomials in one variable
with rational (or equivalently, integer) coefficients. In fact, as is common in computer
science, artificial intelligence, and operational research, in practice the only numbers
we make use of are rationals.

Notation 2.1.5. For any fixed set D, a function ¢ from D™ to R will be called a
cost function on D of arity m. D is called a domain, and in this thesis we will only
deal with finite domains. If the range of ¢ lies entirely within R, then ¢ is called a
finite-valued cost function. If the range of ¢ is {0,000}, then ¢ is called a crisp cost
function. If the range of a cost function ¢ includes both nonzero finite costs and
infinity, we emphasise this fact by calling ¢ a general cost function.

Note that with any relation R on D we can associate a crisp cost function ¢r on
D which maps tuples in R to 0 and tuples not in R to co. On the other hand, with
any m-ary cost function ¢ we can associate a relation Ry defined as (z1,...,%,) €
Ry, < ¢(z1,...,2y,) < 00, or equivalently an m-ary crisp cost function defined by:

oo if ¢(1, ..., &) = 00,
0 if ¢(zg,...,2m) < 00.

Feas(¢)(z1, ..., %m) def {

!The main difference between semi-ring CSPs and valued CSPs is that costs in valued CSPs
represent violation levels and have to be totally ordered, whereas costs in semi-ring CSPs represent
preferences and might be ordered only partially.
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Notation 2.1.6. We call Feas(-) the feasibility operator.

In view of the close correspondence between crisp cost functions and relations we
shall use these terms interchangeably in the rest of the thesis.

Definition 2.1.7 (VCSP). An instance P of the VALUED CONSTRAINT SATISFAC-
TION problem, VCSP, is a triple (V, D,C), where V is a finite set of variables, which
are to be assigned values from the set D, and C is a set of valued constraints. Each
¢ € Cis a pair ¢ = (x,¢), where x is a tuple of variables of length m, called the
scope of ¢, and ¢ : D™ — R is a cost function. An assignment for the instance P is
a mapping s from V to D. We extend s to a mapping from V* to D* on tuples of
variables by applying s componentwise. We denote by A the set of all assignments.
The cost of an assignment s is defined as follows:

Costp(s) = Y é(s(x)).

(x,p)€C
A solution to P is an assignment with minimum cost.

Definition 2.1.8 (CSP). An instance P of the CONSTRAINT SATISFACTION prob-
lem [RVBWO06] is a VCSP instance where all cost functions are crisp, that is, relations.
The task of finding an assignment with minimum cost amounts to testing whether all
constraints can be satisfied (zero cost) or not (infinite cost).

Remark 2.1.9. In the original, more general, definition of the VCSP [BFM™99],
costs were allowed to lie in any positive tomonoid S called a valuation structure.?
Under the additional assumptions of discreteness and the existence of a partial inverse
operation, it has been shown [Coo05| that such a structure S can be decomposed
into independent positive tomonoids, each of which is isomorphic to a subset of R
with the operation being either standard addition, +, or bounded addition, 4, where
a+b = min(k, a-+b). Therefore, using R, instead of an arbitrary valuation structure,
we do not restrict ourselves too much. Moreover, using costs from R, and combining
them using standard addition is standard in operational research.

In this thesis, we also allow (finite) negative costs, that is, costs from R rather
than just from R, . As will be discussed in Section 2.3, we care about expressibility
up to additive and multiplicative constants, and hence this does not give us anything
new. However, this flexibility allows us to use standard examples and functions from
the literature, and hence relate our work better to other results in the literature.

We show now that many classical problems can be formulated as subproblems of
the VCSP.

Example 2.1.10 (CSP). For any instance of the classical constraint satisfaction
problem P = (V, D, C), we define a corresponding valued constraint satisfaction prob-
lem instance P’ = (V, D,C’). For each constraint (o, R) € C we define a cost function

2A waluation structure, Q, is a totally-ordered set, with a minimum and a maximum element
(denoted 0 and o), together with a commutative, associative binary aggregation operator, ®, such
that for all o, 5,7y €Q, a® 0=« and a ®~y > P v whenever a > (.
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or and set C' = {(0, ¢r)|(0, R) € C}. The cost function o maps each tuple allowed
by R to 0, and each tuple disallowed by R to co. Any solution s to P" has cost 0 if,
and only, if s satisfies all the constraints of P.

Example 2.1.11 (BOOLEAN CONJUNCTIVE QUERY EVALUATION). It is well known
that certain fundamental problems in database theory such as BOOLEAN CONJUNC-
TIVE QUERY EVALUATION and CONJUNCTIVE QUERY CONTAINMENT are equiva-
lent to the CSP [FV98, KV00, FG06, GS08, SGGO08|, and hence can be formulated
in the VCSP by Example 2.1.10.

Example 2.1.12 (MIN-CSP/MAaAX-CSP). An instance P of the MAXIMUM CON-
STRAINT SATISFACTION problem [CKS01] is an instance of the CSP with the goal
to maximise the number of satisfied constraints. In the weighted version, each con-
straint has a non-negative weight and the goal is to maximise the weighted number
of satisfied constraints. We shall denote by MAX-CSP the more general weighted
version.

Maximising the weighted number of satisfied constraints is the same as minimising
the weighted number of unsatisfied constraints (MIN-CSP).? Hence for any instance
P of the MAX-CSP or MIN-CSP, we can define a corresponding VCSP instance P’
in which a constraint ¢ with weight w is associated with a cost function which maps
tuples allowed by ¢ to 0 and tuples disallowed by ¢ to w.

Example 2.1.13 (MAX-ONES). MAX-ONES is an extension of the Boolean CSP
framework in which the goal is to satisfy all given constraints and simultaneously
maximise the number of variables assigned the value 1 [CKSO1]. In the weighted
version each variable has a non-negative weight and the goal is to maximise the
weighted number of variables assigned the value 1. We shall denote by MAX-ONES
the more general weighted version.

Similarly to the MAX-CSP from Example 2.1.12, maximising the weighted num-
ber of variables assigned the value 1 is the same as minimising the weighted number of
variables assigned the value 0. Hence for any instance P of MAX-ONES, we can define
an instance P’ of the VCSP which has the same variables, domain and constraints
as P with additional unary constraints: on a variable with weight w, we impose a
unary constraint with the cost function p defined as p(0) = w and p(1) = 0.

Example 2.1.14 (MIN-ONES). MIN-ONES is an extension of the Boolean CSP
framework in which the goal is to satisfy all given constraints and simultaneously
minimise the number of variables assigned the value 1 [CKSO01]. In the weighted ver-
sion each variable has a non-negative weight and the goal is to minimise the weighted
number of variables assigned the value 1. We shall denote by MIN-ONES the more
general weighted version.

For any instance P of MIN-ONES, we can define an instance P’ of the VCSP
which has the same variables, domain and constraints as P with additional unary
constraints: on a variable with weight w, we impose a unary constraint with the cost
function p defined as u(0) = 0 and p(1) = w.

3This is true for optimal solutions. However, if we are interested in approximability results, this
statement is not true even over Boolean domains, see [CKS01].
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Example 2.1.15 ((s,t)-MIN-CuT). Let G = (V, E) be a directed weighted graph
such that for every (u,v) € E there is a weight w(u,v) € R, and let s, € V be the
source and target nodes. An (s,t)-cut C is a subset of vertices V' such that s € C but
t ¢ C. The weight, or the size, of an (s, t)-cut C'is defined as 3, ,)cpuecvge WU, V).
The (s,?)-MIN-CUT problem consists in finding a minimum-weight (s, t)-cut in G.

We can formulate the search for a minimum-weight (s,t)-cut in G as a VCSP
instance. For a fixed weight w € R, we define

def Jw fr=0andy=1,
Aol@,y) = {

0 otherwise.

For a fixed value d € {0,1} and a cost ¢ € R, we define

def & ifz= d,
pi(z) = .
0 ifz#d.

We denote by 'y the set of cost functions A\, and uf.

Let P = (V. {0, 1}, {{{0t0) Autuy) | (,0) € E}U{{5, ule), (1, 120 ).

The unary constraints ensure that the source and target nodes take the values 0
and 1, respectively. Therefore, a minimum-weight (s, ¢)-cut in G' corresponds to the
set of variables assigned the value 0 in some solution to P.

2.2 Complexity of VCSP

For each valued constraint satisfaction problem there is a corresponding decision
problem in which the question is to decide whether there is a solution with cost lower
than some given threshold value. It is clear from Example 2.1.10 that there is a
polynomial-time reduction from the CSP to this decision problem. Since the CSP is
known to be NP-complete [MF93], it follows that the VCSP is NP-hard.

The problem of finding a solution to a valued constraint satisfaction problem is
an NP optimisation problem; that is, it lies in the complexity class NPO. Infor-
mally, NPO consists of function problems of the form “find an assignment of the
variables z1, ..., x; which minimises a cost function ¢(z1,...,x), where ¢ is com-
putable in polynomial time”, see [ACGT99] for a formal definition of NPO. The
VCSP framework is powerful enough to describe many NPO-complete problems, for
instance MAX-ONES from Example 2.1.13, also known as MAXIMUM WEIGHTED
SATISFIABILITY [ACGT99].

One significant line of research on the VCSP is to identify restrictions which
ensure that instances are solvable in polynomial time. There are two main types of
restrictions that have been studied in the literature.

First, we can limit the structure of the instances, in the following sense. With any
instance P of the VCSP, we can associate a hypergraph Hp whose vertices are the
variables of P, and whose hyperedges correspond to the scopes of the constraints of P.
The hypergraph Hp is called the structure of P, and is also know as the constraint
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network [Dec03]. A number of results concerning restrictions to the structure of
problem instances that are sufficient to ensure tractability have been obtained for the
CSP framework, and can be easily generalised to the VCSP. For example, if Hp is
“tree-like”, in various ways, then it can be shown that P is solvable in polynomial
time via dynamic programming [ACP87, DP89, Fre90, Bod96, GLS00, KV00, GLS02,
GGM™05, CD05, GM06, AGGO07, GMS07, Mar07, CJG08, Mar(9a, Mar09b]. In
fact, in the case of bounded-arity CSPs, the question of identifying all structural
restrictions which guarantee tractability has been resolved completely: Grohe has
shown that, under certain standard parameterised complexity theory assumptions,*
the tractable class of bounded treewidth modulo homomorphic equivalence, identified
in [DKV02], is the only tractable class, see [Gro07] for details. Note that structurally-
restricted CSPs are also known as uniform CSPs [KV07a].

However, the complexity of finding an optimal solution to a valued constraint sat-
isfaction problem will obviously also depend on the forms of valued constraints which
are allowed in the problem [CCJKO06]. Restricting the forms of the valued constraints
which are allowed in the problem gives rise to so-called language restrictions.

Notation 2.2.1. A wvalued constraint language is simply a set of possible cost func-
tions mapping D* to R, for some fixed set D. A valued constraint language I' over a
two-element domain is called a Boolean valued constraint language.

Notation 2.2.2. We will denote by VCSP(I") the class of all VCSP instances where
the cost functions of the valued constraints are all contained in the valued constraint
language I'.

Example 2.2.3. Let D = {0,1}. We define two unary cost functions as follows:

@) 0 ifz=0,
FAE =5 ita=1,

(.%‘) def 4 if$:0,
P\ = Y ipp =1

We also define six binary cost functions by the following table:

¢12 ¢14 ¢23 ¢34 92535 ¢45
0wl3]0o]o][9]3]14
oL 2|41 |7]|5]3
1003 2]0 | 8] 4|2
1) 1|50/ 1]4]1

The set I' = {2, 5, 12, P14, G23, O34, P35, P45} is an example of a valued con-
straint language. We will now give an example of a VCSP(I") instance. Let V =

4Namely, that FPT#W][1] [FGO06).



CHAPTER 2. BACKGROUND 15

{1, 9, 23,24, x5} be a set of variables, and let C be a set of constraints, defined as:

C = {{{z1,72), Pr2), (71, T4), P14), ({2, T3), P23),
<<I37 $4>7 ¢34>7 <<SL‘3, l‘5>, ¢35>7 <<$47 l’5>, ¢45>7 <CL’2, M2>7 <I57 M5>}‘

Then P = (V, D,C) is a VCSP(I") instance, illustrated in Figure 2.1.

H2

» D12 @ $a3

P14

Figure 2.1: Instance P (Example 2.2.3).

Remark 2.2.4. As this is not a severe restriction, we will assume that every valued
constraint language contains the equality relation and a constant function.

Notation 2.2.5. A valued constraint language I is called tractable if VCSP(I') can
be solved in polynomial time for every finite subset IV C I', and T" is called NP-hard
(or intractable) if VCSP(I"”) is NP-hard for some finite subset IV C T.

Remark 2.2.6. A tractable I' is sometimes called locally tractable as opposed to
globally tractable, where the latter means that there is a uniform polynomial-time
algorithm which solves VCSP(I').

Remark 2.2.7. Defining tractability in terms of finite subsets ensures that the
tractability of a valued constraint language is independent of whether the cost func-
tions are represented explicitly (via tables of values) or implicitly (via oracles). This
is because for any finite IV C T, the algorithm for solving VCSP(I") can remember all
the values of all cost functions in I".

Our interest is in the effect of restricting the forms of cost functions allowed in
valued constraint languages. In some cases, the restriction on the valued constraints
may result in more tractable versions of the VCSP.

Example 2.2.8 (VCSP(T'.,:)). Recall the valued constraint language I'¢yt from Exam-
ple 2.1.15. Any instance of VCSP(T'c:) on variables xy, ..., z, can be solved in O(n?)
time by a standard (s, ¢)-MIN-CUT algorithm [GT88], via the following reduction to
(5,t)-MIN-CUT: any unary constraint u (respectively pl) on z; can be modelled by
an edge of weight ¢ from x; to the target node (respectively, from the source node to
the node ;). Any A, (x;,x;) constraint is modelled by an edge of weight w from z;
to Zj.
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Example 2.2.9 (MIN-CuT). Given a directed weighted graph G = (V, E) as in Ex-
ample 2.1.15, a subset of vertices C' C V is called a cut if C' is non-trivial, that is,
C # 0 and C # V. The weight of C is defined as in Example 2.1.15. The MIN-
CuT problem, also known as the GLOBAL MIN-CUT problem, consists in finding a
minimum-weight cut in G. Using the cubic-time algorithm for the (s,¢)-MIN-CUT
problem [GT8S8|, one can easily construct an algorithm for the MIN-CUT problem of
order O(n?*), where n = |V is the number of vertices of G. For undirected graphs,
Nagamochi and Ibaraki have described a more efficient algorithm, still based on net-
work flows, which runs in cubic time [NI92]. Later, a simpler and purely combinatorial
cubic-time algorithm which is not based on network flows has been discovered [SW97].
We have shown in [ZJ09b| that MIN-CUT cannot be naturally described in the
VCSP framework by any tractable valued constraint language over finite domains.

Next we give a list of several well-known problems which can be formulated in the
language-restricted VCSP framework. We refer to the original papers which provide
complexity classification results. In other words, they show under which language
restrictions a given problem is tractable and under which restrictions it is intractable.

We start with an example which demonstrates that a valued constraint satisfaction
problem involving only one single binary Boolean cost function can be NP-hard.

Example 2.2.10 (VCSP(I',o)). Let I'xor be the Boolean valued constraint language
which contains just the single binary cost function ¢y, : D? — R defined by

dif 1 if r =Y,
Deorly) = {O if x #£y.

If D = {0,1}, then the problem VCSP(T,,) corresponds to the MAX-SAT problem
for the exclusive-or predicate, which is known to be NP-hard [CKSO01]. VCSP(T,o)
is also equivalent to the NP-complete MAX-CUT problem [GJ79]. For |D| > 2,
the problem VCSP(T',,,) corresponds to the |D|-COLOURING problem, which is NP-
complete. Therefore, I',,, is NP-hard.

Example 2.2.11 (SAT, MAX-SAT). Consider a Boolean valued constraint language
I'. We can restrict I' by allowing only cost functions with range {0,00} C R. This
way we obtain the standard SATISFIABILITY problem. The complexity of the VCSP
for such restricted languages I has been completely characterised and six tractable
classes have been identified [Sch78|.

Alternatively, if we restrict T' by allowing only cost functions with range {0, 1} C
R, we obtain the MAX-SAT problem, in which the aim is to satisfy the maximum num-
ber of constraints. The complexity of this problem has been completely characterised
and three tractable classes have been identified [CKSO01].

Example 2.2.12 (CSP). There has been a lot of research on the complexity of
language-restricted CSPs. The first result in this line of research goes back to Schae-
fer, who obtained a complete classification of Boolean CSPs [Sch78], as mentioned in
Example 2.2.11. Other known complexity classification results include CSPs with a
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single binary symmetric relation (that is, graphs) [HN90] (see Example 2.2.22), CSPs
with all unary relations (so-called conservative CSPs) [Bul03] (see Example 2.2.27),
CSPs over a 3-element domain [Bul06], CSPs with a single binary relation without
sources and sinks [BKN09|, and a recent result classifying all CSPs with a single bi-
nary relation that belongs to a class of oriented trees called special triads [BKMNO9].

Remark 2.2.13. It is known that the CSP is equivalent to the HOMOMORPHISM
problem between relational structures and many other problems [FV98, HN04, CJ06,
HNO08|. Moreover, the CSP is equivalent to the CSP with a single binary rela-
tion [HNO4].

Feder and Vardi have shown that the language-restricted CSP, also known as
nonuniform CSP is the biggest subclass of NP which can exhibit a dichotomy [FV98|.
In other words, nonuniform CSPs form the biggest subclass of NP which might possi-
bly contain only polynomial-time and NP-complete problems despite Ladner’s Theo-
rem, which shows existence of intermediate languages in NP provided P # NP [Lad75].
Feder and Vardi conjectured that the nonuniform CSP does indeed exhibit a di-
chotomy [FV98|. Bulatov et al. have given an algebraic characterisation of this
Dichotomy Conjecture |BKJ05]. Various equivalent formulations of the Dichotomy
Conjecture can be found in a beautiful survey paper by Hell and Nesettil [HNOS], see
also [NSZ09).

Feder and Vardi also showed that the nonuniform CSP is polynomial-time equiv-
alent to a certain logic called MMSNP, that is, monotone monadic strict NP with-
out inequality [FV98]. However, one of the reductions in [FV98] is a randomised
polynomial-time reduction. More recently, Kun has proved a polynomial-time equiv-
alence between the nonuniform CSP and MMSNP [Kun|. This equivalence has been
refined by Kun and Nesettil [KNOS|.

A variety of mathematical approaches to the nonuniform CSP have been suggested
in the literature. The most advanced approaches use logic, combinatorics, universal
algebra, and their combination [CJ06, Che06, KV07a, BKLO0S|.

The logic programming language DATALOG can be used to define CSPs of bounded
width, which can be solved by local consistency algorithms [Dec92, JCC98, DP99,
KV00, AW09]. Recent results have established the power of the local consistency tech-
nique [LZ07, BK09]. In fact, all nonuniform CSPs that are known to be tractable
can be solved either via local consistency techniques, or via the “few subpowers prop-
erty” [IMM™07, BIM™| (which generalises Gaussian elimination and results in [FV98,
JCCI98, BD06, Dal06]), or via a combination of the two.

More on connections between logic and CONSTRAINT SATISFACTION can be found
in [GKLT07, HNO8]. See also [CJ06] for a survey on the complexity of constraint
languages, and [CKVO08] for an overview of current research themes.

A recent result of Kun and Szegedy relates the Dichotomy Conjecture to continu-
ous mathematics and techniques from PCPs (Probabilistically Checkable Proofs) [KKS09].

Remark 2.2.14. The power of the local consistency technique, mentioned in Exam-
ple 2.2.13, is also fully characterised for uniform CSPs [ABDO7].
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Example 2.2.15 (BoOLEAN MIN/MAaX-CSP, MIN/MAX-ONES). Khanna et al.
have obtained a complexity classification of Boolean MIN-CSP and MAX-CSP, and
also Boolean MIN-ONES and MAX-ONES [KSTWO01], see also [CKS01].

Example 2.2.16 (BOOLEAN MIN/MAX-AW-CSP, MIN/MAX-AW-ONES). Con-
sider a generalisation of the MIN-CSP and MAX-CSP frameworks which allows arbi-
trary weights, that is, both positive and negative weights. In terms of cost functions,
this means that each cost function can take on values 0 and ¢ for some fixed (pos-
itive or negative) ¢ depending on the cost function. Similarly for MIN-ONES and
MAX-ONES.

Jonsson has generalised the results of Creignou et al. from Example 2.2.15 and
has given a complexity classification of Boolean MIN-AW-CSP and MAX-AW-CSP,
and also MIN-AW-ONES and MAX-AW-ONES [Jon00)].

Example 2.2.17 (BOOLEAN VCSP). A complexity classification of Boolean VCSPs
with arbitrary positive cost functions has been obtained by Cohen et al. [CCJKO06].

Example 2.2.18 (NON-BOOLEAN MAX-CSP). First results on the MAX-CSP over
arbitrary domains are due to Cohen et al. [CCJKO05]. A complexity classification
with respect to approximability of the three-valued MAX-CSP is due to Jonsson et
al. [JKKO6].

Let T4 be the language containing all unary relations of the form x = d for
some variable  and a domain value d (so-called constant or fized-value constraints).
A complexity classification of MAX-CSPs with fixed-value constraints, that is, lan-
guages including I's,, with respect to approximability, has been obtained by Deineko
et al. [DJKKOS|.

See [Rag08] for recent results on the approximability and inapproximability of the
MAax-CSP.

Example 2.2.19 (MAX-AW-CSP). Jonsson and Krokhin have generalised results
from Example 2.2.16 from Boolean domains to arbitrary domains, and obtained a
complexity classification of MAX-AW-CSPs, that is, MAX-CSPs with arbitrary
weights over arbitrary domains [JK07].

Example 2.2.20 (MAX-ONES). Jonsson et al. have generalised the result of Creignou
et al. from Example 2.2.15, and have obtained a complexity classification with respect
to approximability of the MAX-ONES problem for maximal languages over domains of
size up to 4 and of the MAX-ONES problem with all permutation relations [JKNOS].

Notation 2.2.21. Given two graphs (undirected or directed) G and H, we denote
by V(G) and V(H) the set of vertices of G and H respectively. We denote by E(G)
and E(H) the set of edges of G and H respectively. A mapping f : V(G) — V(H)
is a homomorphism of G to H if f preserves edges, that is, (u,v) € F(G) implies

(f(u), f(v)) € E(H).

Example 2.2.22 (GrRAPH HOMOMORPHISM). The GRAPH HOMOMORPHISM prob-
lem asks whether an input graph G admits a homomorphism to a fixed graph H.
This problem is also known as H-COLOURING [HN04].
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H-COLOURING is equivalent to VCSP(I'.), where T'e denotes the language con-
taining a single binary symmetric relation representing the edges of H (“e” for edge).
A complexity classification of the H-COLOURING problem has been obtained by Hell
and Nesetril [HN90]: H-COLOURING is tractable if, and only if, H contains a loop or
H is bipartite; otherwise H-COLOURING is NP-complete. Bulatov has provided an
algebraic proof of this result [Bul05].

Example 2.2.23 (GraPH LisST HOMOMORPHISM). The GRAPH LisT HOMOMOR-
PHISM problem for H asks whether an input graph G with lists L, C V(H), u € V(G)
admits a homomorphism f to H such that f(u) € L, for each u € V(G).

Let T'cons consist of all unary relations (“cons” for conservative). Then VCSP(T'. U
Leons), where I'e is from Example 2.2.22, is equivalent to the GRAPH LisT Homo-
MORPHISM problem. A complexity classification of this problem is due to Feder et
al. [FHHO3].

Example 2.2.24 (GrRAPH MIN-COST HOMOMORPHISM). For two graphs G and H,
consider real nonnegative costs ¢,(u) for u € V(G) and v € V(H). The cost of an
homomorphism f of G to H is defined to be ZueV(G) Cfw)(u). For a fixed H, the
GRAPH MIN-COST HOMOMORPHISM problem asks to find a homomorphism of G to
H with minimum cost.

GRAPH MIN-COST HOMOMORPHISM is equivalent to VCSP(T'e U Igons), Where
[e is from Example 2.2.22, and [sns consists of all unary cost functions (“scons”

for soft conservative). A complexity classification of this problem is due to Gutin et
al. [GHRY0S|.

Remark 2.2.25. We remark that structurally-restricted variants of the GRAPH Ho-
MOMORPHISM problems from Examples 2.2.22, 2.2.23 and 2.2.24 have also been stud-
ied, see [Gro07, FJO7].

Example 2.2.26 (DicrRAPH HOMOMORPHISM). The DIGRAPH HOMOMORPHISM
problem is an analogue of GRAPH HOMOMORPHISM from Example 2.2.22 for directed
graphs.

Let I', denote the language containing a single binary relation (“a” for arc). For
any fixed I';, VCSP(T',) is polynomial-time equivalent to the DIGRAPH HOMOMOR-
PHISM problem for the graph whose edge relation is given by the binary relation from
[, [HN0O4]. A complexity classification of the DIGRAPH HOMOMORPHISM problem
for semicomplete digraphs has been obtained in [BJHMSS|.

Example 2.2.27 (DicraPH Li1sT HOMOMORPHISM). The DicrAPH LisT Homo-
MORPHISM problem is an analogue of GRAPH Li1ST HOMOMORPHISM from Exam-
ple 2.2.23 for directed graphs.

VCSP(I'; U I'ons), where T’y is from Example 2.2.26, and [ is from Exam-
ple 2.2.23, is equivalent to the DIGRAPH LisT HOMOMORPHISM problem. Bulatov
has obtained a complexity classification of this problem [Bul03].

Example 2.2.28 (DiGraPH MIN-CosT HOMOMORPHISM). The DIGRAPH MIN-
CosT HOMOMORPHISM Problem is an analogue of GRAPH MIN-C0OST HOMOMOR-
PHISM problem from Example 2.2.24 for directed graphs.
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VCSP(T'; U Tseonst), where T’y is from Example 2.2.26 and sonse is from Ex-
ample 2.2.24, is equivalent to the DIGRAPH MIN-COST HOMOMORPHISM prob-
lem. This problem is also equivalent to the LEVEL OF REPAIR ANALYSIS prob-
lem [GRYTO06], see also [GKO08]. Complexity classification results have been ob-
tained for semicomplete digraphs [GRY06], semicomplete bipartite digraphs [GGY08],
semicomplete multipartite digraphs [GRY08b], semicomplete digraphs with possible
loops [GK09], locally semicomplete and quasi-transitive digraphs [GGKT09], locally
in-semicomplete digraphs [GKKRO8|, reflexive digraphs [GHKROS8| (generalising re-
flexive multipartite tournaments [GK07]), and oriented cycles [GRY08a].

Example 2.2.29 (MAX-SoL). The MAXIMUM SOLUTION problem is equivalent to
the VCSP over the language consisting of all relations and unary cost functions with
the following cost functions: p(d) = wd for any domain value d and some fixed
w € N [JNO8]. Jonsson et al. have studied the MAX-SOL problem over graphs, that
is, a language consisting of a single symmetric binary relation (this is a restriction
of GRAPH MIN-COST HOMOMORPHISM from Example 2.2.22, but a generalisation
of both GRAPH LiST HOMOMORPHISM from Example 2.2.23 and MAX-ONES from
Example 2.2.20) [JNTO07].

Example 2.2.30 (#CSP). The complexity of counting solutions to various combina-
torial problems was first considered in [Val79]. In the COUNTING CONSTRAINT SAT-
ISFACTION problem, #CSP, the goal is to find the number of solutions. The general
framework is similar to the VCSP: instead of minimising the sum of cost functions
(over all possible assignments of values to variables), the objective is to compute the
sum (again, over all possible assignments of values to variables) of the product of all
{0, 1}-valued cost functions. Formally, for a #CSP instance P = (V, D,C), the goal

is to compute
Eval(P) = Z H o(x).

s€A (x,p)eC

(Recall from Definition 2.1.7 that A denotes the set of all assignments of values to
the variables.)
Below is a list of results on complexity classifications of #CSPs.

e Creignou and Hermann have classified Boolean #CSPs with an arbitrary num-
ber of cost functions of arbitrary fixed arities [CH96], see also [CKSO01].

e Dyer and Greenhill have obtained a complexity classification of #CSPs with
only one symmetric cost function of arity 2 over an arbitrary finite domain [DGO00).
This problem is also known as # H-COLOURING.

e Dyer et al. have obtained a complexity classification of #CSPs with only
one non-symmetric acyclic cost function of arity 2 over an arbitrary finite do-
main [DGPO7].

e Dyer et al. have obtained a complexity classification (with respect to approx-
imability) of Boolean #CSPs with an arbitrary number of cost functions of
arbitrary fixed arities [DG.J09a].
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e Dyer et al. have obtained a complexity classification (with respect to approx-
imability) of Boolean #CSPs with bounded degree [DGJR09].

e Building on work of Bulatov and Grohe [BG05] and Bulatov and Dalmau [BD07],
Bulatov has obtained a complexity classification of #CSPs with an arbitrary
number of cost functions of arbitrary fixed arities over an arbitrary finite do-
main [Bul08]. However, the answer is not completely satisfactory as Bulatov’s
results show that there is a dichotomy, but it is not known whether recognising
the tractable cases is even decidable [Bul0§].

Example 2.2.31 (PARTITION FUNCTION). The COUNTING CONSTRAINT SATIS-
FACTION problem, #CSP, from Example 2.2.30 can be generalised from {0, 1}-valued
cost functions to arbitrary cost functions. This is known as the PARTITION FUNC-
TION problem, the WEIGHTED #CSP problem or just as #CSP. Recall that the
goal is to compute the sum (over all possible assignments of values to variables) of the
product of all cost functions in a given instance. Note that in this case the resulting
number does not correspond to the number of solutions anymore as the concept of
number of solutions does not make any sense. Below is a list of complexity classifica-
tion results on #CSPs for general cost functions, that is, cost functions that are not
necessarily {0, 1}-valued as in Example 2.2.30:

e Bulatov and Grohe have obtained a complexity classification of #CSPs with
only one symmetric cost function of arity 2 taking non-negative real values [BG05].

e Goldberg et al. have obtained a complexity classification of #CSPs with only
one symmetric cost function of arity 2 taking both positive and negative real
values [GGJT09].

e (Cai et al. have obtained a complexity classification of #CSPs with only one
symmetric cost function of arity 2 taking complex values [CCL09].

e Dyer et al. have obtained a complexity classification of #CSPs with only one
symmetric cost function of an arbitrary fixed arity taking non-negative rational
values [DGJO08]. This problem is also known as the HYPERGRAPH PARTITION
FUNCTION problem.

e Dyer et al. have obtained a complexity classification of Boolean #CSPs with
arbitrarily many cost functions of arbitrary fixed arities taking non-negative
real values [DGJ09D).

e Bulatov et al. have extended the previous result to a complexity classification of
Boolean #CSPs with arbitrarily many cost functions of arbitrary fixed arities
taking both positive and negative rational values [BDGT09].

e (Cai et al. have extended this result to a complexity classification of Boolean
#CSPs with arbitrarily many cost functions of arbitrary fixed arities taking
complex values [CLX08, CLX09].
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Remark 2.2.32. A dichotomy result for structurally-restricted #CSPs with arbi-
trarily many cost functions of arbitrary (but fixed) arities over arbitrary domains is
due to Dalmau and Jonsson [D.J04].

Surprisingly, not much research has been done on the combination of the two
mentioned restrictions (that is, language and structural restrictions), which would
result in finding hybrid reasons for tractability [Coh03, CJS08, SJ08|, see also [ZJ09b].

2.3 Expressibility

In this section, we introduce the concept of expressibility for valued constraints. We
also give some illustrative examples.

In any VCSP instance, the variables listed in the scope of each valued constraint
are explicitly constrained in the sense that each possible combination of values for
those variables is associated with a given cost. Moreover, if we choose any subset of
all variables, then their values are constrained implicitly in the same way, due to the
combined effect of the valued constraints. Recall Example 1.8, where variables x; and
x4, even though not constrained explicitly, are constrained implicitly by the equality
relation. This motivates the concept of expressibility for cost functions, which is
defined as follows:

Definition 2.3.1 (Expressibility). For any VCSP instance P = (V, D,C), and any
tuple x of m variables of P, the projection of P onto x, denoted mx(P), is the m-ary
cost function defined as

m(P)(y) = min{Costp(s) | s(x) =y},

where A denotes the set of all assignments (Definition 2.1.7). We say that a cost

function ¢ is expressible over a valued constraint language I if there exists an instance
P of VCSP(I') and a tuple v of variables of P such that my(P) = ¢. The variables of
P not from v are called eztra (or hidden) variables. We call the pair (P, v) a gadget
for expressing ¢ over I'.

Remark 2.3.2. The notion of expressibility is also known as implementation |[CKSO01].

Remark 2.3.3. The notion of expressibility for crisp cost functions (=relations) cor-
responds to expressibility using conjunction and existential quantification (primitive
positive formulas) [BKJO05]. Hence relations expressible over a crisp constraint lan-
guage I" are also known as pp-definable over T" [Che06].

The following result states that adding a cost function expressible over I' to I’
does not change the complexity of VCSP(T").

Theorem 2.3.4. For any valued constraint language I' and any ¢ expressible over ',
VCSP(T') and VCSP(I' U {¢}) are log-space equivalent.
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Figure 2.2: The gadget expressing =3 over {#3} for |D| = 3 (Example 2.3.7).

Remark 2.3.5. Note that the original version of this result from [CCJKO06] shows
only polynomial-time equivalence. However, this result can be extended due to Rein-
gold’s result that (s,?)-CONNECTIVITY in undirected graphs can be solved in loga-
rithmic space [Rei08].

Example 2.3.6. By Theorem 2.3.4 and Example 2.2.10, in order to show that I' is
an NP-hard valued constraint language it is sufficient to show that ¢,., is expressible
over I'.

Example 2.3.7. Let D be a finite set of size d. Consider a valued constraint language
I' = {#4} over D which consists of a binary disequality relation, #,, given by

def

#4 = {{a,b) € D* | a # b}.

Note that #,4 is a “hard variant” of ¢, from Example 2.2.10. Consider an instance

P ={V,D,C} of VCSP(T"), where V = {xy,..., 2441}, n = d, and

C= {<<xi7xj>’7£d> | ( 7&] € {1,...,%}} U {<<$i7$n+1>v7éd> | (S {27"'an}}'

In order to satisfy all constraints from C, variables z1, ..., x, have to be assigned
different values. Moreover, the value of the variable x,,; has to be different from
the values of the variables xs,...,x,. Hence, the only remaining value that can
be assigned to the variable z,,; is the value which is assigned to the variable x;.
Therefore, every solution s to P with minimum total cost (in this case zero) satisfies
s(x1) = s(xp41). Therefore, (P, {x1,2,4+1}) is a gadget for the equality relation, =,
given by

= ¥ {{a,b) € D*|a=b}.
In other words, the equality relation can be expressed using the disequality relation.
An example of this construction for |D| = 3 is shown in Figure 2.2.

Example 2.3.8. Consider the VCSP instance P from Example 2.2.3. The projec-
tion of P onto (s, x4), denoted by m(P)(zy,24), is a binary cost function defined by
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minimising over the remaining variables. The following table, which enumerates all
assignments s in which xy and x4 are both assigned 0, together with the cost of these
assignments, shows that m(P)z,.2,)(0,0) = 21.

To x4 | 1 w3 x5 | Costp(s)
0O O0]0 O O 23
O O0]0 0 1 22
O O0]0 1 O 24
0O O0]0 1 1 21
O o011 0 O 25
O o011 0 1 24
O o1 1 0 26
0 0 1 1 1 23

Similarly, it is straightforward to check that

21 ifxr=0and y=0,
16 ifr=0and y=1,
24 ifxr=1and y=0,
19 ifr=1andy=1.

W(P)@Cz,m) <I7 y) =

Hence this cost function can be expressed over the valued constraint language I"
defined in Example 2.2.3.

Example 2.3.9. Consider a ternary finite-valued cost function ¢ over D = {0, 1,2}
defined as ¢ = (#0)?, that is, the square of the number of zeros in the input. We
will construct a gadget for expressing ¢ using only binary crisp cost functions and
finite-valued unary cost functions.

Define three binary crisp cost functions as follows:

oo ifxr=0andy=1,

do(z,y) = oo ifz=0andy=2,

0 otherwise,
def Joo fxr=0andy=1,

x, = ‘
n1(@y) {0 otherwise,
and

def Joo ifr=0andy=2

ba(zy) = {0 otherwise.

For ¢ € {1, 3,5}, let u. be a unary finite-valued cost function defined as

c\T =
a 0 otherwise.
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Figure 2.3: The gadget expressing ¢ = (#0)? (Example 2.3.9).

Let P = (V,D,C) where V = {x,y, 2, uy, us, ug, v1, U2, U3, Uy, Us, Vg, 7} and the set
of constraints C is shown in Figure 2.3.

We claim that (P, (z,y, z)) is a gadget for expressing ¢.

If all z, y and z are non-zero, then there is an assignment of the other variables
with values one and two such that the total cost is 0.

If any of z, y, 2z is zero, then in any minimum-cost assignment either u; or wusy is
assigned zero, and for the same reason ug is assigned zero.

If at least two of z, y, z are zero, then in any minimum-cost assignemnt at least
one of the variables vy, vs, v3 is assigned zero, and consequently, at least one of vy, v
is assigned zero, and hence vg is assigned 0.

If all z, y and z are zero, then both vy and v3 are assigned zero, and consequently,
v7 is assigned zero.

Note that a similar gadget can be constructed for bigger domains.

Two more examples can be found in Chapter 1 (Example 1.10 and 1.9).

2.4 Algebraic properties

In this section, we describe some algebraic techniques that have been developed for
valued constraints and show how they can be used to investigate expressibility.

Note that adding a finite constant to any cost function does not alter the relative
costs.

Definition 2.4.1 (Expressive Power). For any valued constraint language I' with
costs in R, we define the expressive power of T', denoted (I'), to be the set of all cost
functions ¢ such that ¢ + ¢ is expressible over I' for some finite constant ¢ € R.

A number of algebraic techniques to determine the expressive power of a given
valued constraint language have been developed in the literature. To make use of
these techniques, we first need to define some key terms.
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The i-th component of a tuple ¢ will be denoted by ¢[i]. Note that any oper-
ation on a set D can be extended to tuples over the set D in a standard way, as
follows. For any function f : D*¥ — D, and any collection of tuples t,,...,t; € D™,
define f(t1,...,tx) € D™ to be the tuple (f(t1[1],...,t[1]),..., f(t1[m], ... tx[m])).
For instance, f({uy,...,ug), (v1,...,v%)) = (f(u1,v1), ..., f(ug, vg)).

Definition 2.4.2 (Polymorphism [DWO02]). Let R be an m-ary relation over a finite
set D and let f be a k-ary operation on D. Then f is a polymorphism of R if
f(t1,...,tx) € R for all choices of ty,...,t; € R.

Notation 2.4.3. We denote by 7; : D¥ — D the projection operation which returns
its i-th argument, that is, m;(xq,...,2,) = z;.

Observation 2.4.4. It is easy to observe that any projection 7; is a polymorphism
of all relations.

A valued constraint language I' which contains only crisp cost functions (= rela-
tions) will be called a crisp constraint language. We will say that f is a polymorphism
of a crisp constraint language I' if f is a polymorphism of every relation in I'.

Notation 2.4.5. The set of all polymorphisms of T will be denoted Pol(T").

It follows from the results of Geiger and Bodnarcuk et al. that the expressive
power of a crisp constraint language is fully characterised by its polymorphisms:

Theorem 2.4.6 ([Gei68, BKKR69, Jea98]). For any crisp constraint language T over

a finite set
Re(I') & Pol(I') C Pol({R}).

Hence, a relation R is expressible over a crisp constraint language I" if, and only if,
it has all the polymorphisms of I". See [JCG97] for more on the connection between
crisp constraint languages on the one hand, and universal algebra on the other hand.
We will discuss this in more depth in Chapter 3.

Remark 2.4.7. It is known that crisp constraint languages which have only triv-
ial polymorphisms are NP-hard [BKJ05], where trivial means projections and semi-
projections. (Note that this is a powerful technique to show NP-hardness results as
one does not need to build a reduction from some known NP-hard problem.) The fa-
mous Dichotomy Conjecture, mentioned in Remark 2.2.13, can be equivalently stated
as follows: if a crisp constraint language I' has a non-trivial polymorphism, then
CSP(T") is polynomial-time solvable. In fact, there is only one remaining type of
polymorphism for which we currently do not know whether it leads to polynomial
or NP-hard problems, and those are Taylor polymorphisms [HNOS|. Answering this
question would resolve the Dichotomy Conjecture. Maré6ti and McKenzie have shown
that Taylor polymorphism are equivalent, with respect to the question of tractability,
to so-called weak near-unanimity polymorphisms [MMOS].

We can extend the idea of polymorphisms to arbitrary valued constraint languages
by considering the corresponding feasibility relations:
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Definition 2.4.8 (Feasibility Polymorphism [CCJ06]). The feasibility polymorphisms
of a valued constraint language I' are the polymorphisms of the corresponding crisp
feasibility cost functions, that is,

FPol(T') % Pol({Feas(¢) | ¢ € I'}).

However, to fully capture the expressive power of valued constraint languages it
is necessary to consider more general algebraic properties, such as the following:

t t[1] t2 ... tim] o) |

ts L] 62 . klm] e ¢(§2) S o)

" Wil 62 .t o) |
tgzilgtl,...,tkg tgH tg% tgm o, v

z , o ¢(f> S rolt])
= folty,... te) L[] 2] ... t.[m] (1) =t

Figure 2.4: Definition of a fractional polymorphism F = {(ry, f1),. .., {(rn, fu)}-

Definition 2.4.9 (Weighted Mapping [CCJ06]). A k-ary weighted mapping F on a
set D is a set of the form {(ry, f1),..., (rn, fu)} where each r; is a positive rational
number such that Y 7; = k and each f; is a distinct function from D* to D.

Definition 2.4.10 (Fractional Polymorphism |[CCJ06]). For any m-ary cost function
¢, we say that a k-ary weighted mapping F is a k-ary fractional polymorphism of ¢
if, for all t1,...,t, € D™,

k

> o) = Zri¢(fi<t1;---7tk))- (2.1)

i=1

See Figure 2.4 for an illustration of Definition 2.4.10. (We call such a table a
tableau.)

Definition 2.4.11 (Multimorphism [CCJKO06]). A k-ary weighted fractional poly-
morphism whose weights are all natural numbers is called a multimorphism.

See Figure 2.5 for an illustration of Definition 2.4.11.

Remark 2.4.12. Given a multimorphism F = ((rq, f1), ..., (rn, fa)), where each r;
is a natural number, the sum > | r; is equal to k, and each f; is a function from DF
to D, F can be seen as a mapping from D* to DF.
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t t[1] ]2 t1[m] o) |
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Figure 2.5: Definition of a multimorphism F = (f, ..., fx).

Remark 2.4.13. A cost function ¢ : D™ — R has a multimorphism F if ¢ satisfies a
set of linear inequalities. Hence from the geometrical point of view, for each possible
fixed arity m, F corresponds to a hyperplane in a space of dimension |D|™ [Sch86].

Remark 2.4.14. An equivalent definition of a fractional polymorphism is given
in [CCJ06]: all weights have to be natural numbers; however, there is no restric-
tion on the sum of all weights. Such a fractional polymorphism is a multimorphism
if the sum of all weights is equal to k.

Notation 2.4.15. For any set of cost functions I', we denote by fPol(I") the set of all
F such that F is a fractional polymorphism of every cost function in I'. Similarly,
Mul(T") denotes the set of multimorphisms of all cost functions from T.

Observation 2.4.16. It is a simple consequence of the definitions that if F =
{(r1, f1), ..., (rn, fu)} is a fractional polymorphism of ¢, then {f;}1<;<, are feasibility
polymorphisms of ¢. On the other hand, if {f;}1<i<x are feasibility polymorphisms
of ¢, then (f1,..., fi) is not necessarily a multimorphism, and therefore not neces-
sarily a fractional polymorphism, of ¢. However, in the case of crisp cost functions
the relationship is tighter. If {f;}1<i<, are feasibility polymorphisms of a relation
R, then any weighted mapping {(r1, f1), ..., (s, fn)} is a fractional polymorphism of
the corresponding crisp cost function ¢g.

Observation 2.4.17 ([CCJKO06]). If T is a tractable valued constraint language, then
the set of relations {Feas(¢) | ¢ € I'} must be a tractable crisp constraint language.

Observation 2.4.18. A multi-projection is a mapping from D¥ to D* that only
permutes the set of its arguments. It follows from Definition 2.4.11 that every multi-
projection is a multimorphism of all cost functions.

It has been shown in [CCJ06] that the feasibility polymorphisms and fractional
polymorphisms of a valued constraint language effectively determine its expressive
power. One consequence of this result is the following theorem:
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Theorem 2.4.19 (|[CCJ06]). If T is a valued constraint language with costs in R, T
contains a constant function and is closed under scaling and the feasibility operator,’
then

¢ € (') & FPol(I') C FPol({¢}) A fPol(T") C fPol({¢}).

Proof. This theorem is established in [CCJ06] for cost functions taking positive ratio-
nal values, but the proofs are easily extended to cost functions taking arbitrary real
values. A slightly weaker notion of expressibility is also used in [CCJ06], which does
not allow arbitrary scaling, but again the proof is easily extended. O]

Corollary 2.4.20. For all suitable valued constraint languages I', a cost function
¢ 1is expressible over I' if, and only if, it has all the feasibility polymorphisms and
fractional polymorphisms of I.

We will provide more details on Theorem 2.4.19 in Chapter 3. The next result
shows that adding cost functions which are expressible over a given valued constraint
language to the language does not change the complexity of the language.

Theorem 2.4.21 ([CCJ06]). A valued constraint language T' is tractable if, and only
if, (' U Feas(I")) is tractable.

We finish this section with a simple example of the algebraic technique. We have
shown in Example 2.3.7 that the disequality relation can express the equality relation.
We now investigate the converse question.

Example 2.4.22. Consider a constraint language I' = {=;} over D, |D| = d, which
consists of the binary equality relation =; from Example 2.3.7. Consider k arbitrary
2-tuples ty,...,t; over D and an arbitrary function f : D¥ — D. Ift; € {=,} for every
i=1,...,k, then f(t1[1],...,tx[1]) = f(t1[2],....tx[2]) and therefore f(ty,...,t;) €
{=4}. It follows that every function is a polymorphism of =;. Obviously, not every
function is a polymorphism of #4: a simple counterexample is a constant function.
We have shown that Pol({=.4}) Z Pol({#£4}) and therefore #, is not expressible over
{=4} by Theorem 2.4.6. This is almost obvious, but this simple example illustrates
the use of the algebraic approach.

2.5 Submodularity

In this section, we define submodular functions, and the submodular function min-
imisation problem.

For any finite set V', a real-valued function f defined on subsets of V' is called a
set function.

Definition 2.5.1. A set function f : 2V — R is called submodular if for all S, T C V,

FENT)+ f(SUT) < f(S)+ f(T).

SThat is, for every ¢ € I' and every ¢ € R, c¢ € I' and Feas(¢)) € I'.
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Remark 2.5.2. An equivalent definition of submodularity is the property of decreas-
ing marginal values: for any A C B C V and x € V \ B, f(BU{z}) — f(B) <
f(AU{z}) — f(A). This can be deduced from the first definition by substituting
S = AU{x} and T = B; the reverse implication also holds [Sch03].

Submodular functions are a key concept in operational research and combinatorial
optimisation [NW88 Nar97, Top98, Sch03, Fuj05, KV07b, Twa08]. Examples include
cuts in graphs [GW95, Que98|, matroid rank functions [Edm70], set covering prob-
lems [Fei98] and entropy functions. Submodular functions are often considered to be
a discrete analogue of convex functions [Lov83].

Both minimising and maximising submodular functions, possibly under some ad-
ditional conditions, have been considered extensively in the literature. Most scenarios
use the so-called oracle value model: for any set S, an algorithm can query an oracle
to find the value of f(.5).

Submodular function maximisation is easily shown to be NP-hard [Sch03] since
it generalises many standard NP-hard problems such as the MAX-CUT problem, see
also [FMV07]. In contrast, the SUBMODULAR FUNCTION MINIMISATION problem,
SFM, which consists in minimising a submodular function, can be solved efficiently
with only polynomially many oracle calls.

Notation 2.5.3. Let B be an algorithm for the minimisation problem of f in the
oracle value model. B is called polynomial if it runs in polynomial time. A polynomial
algorithm B is called strongly polynomial if the running time does not depend on
M = max f. In other words, the number of elementary arithmetic operations and
other operations is bounded by a polynomial in the size of the input. A polynomial
algorithm B which does depend on M is called weakly polynomial. A polynomial
algorithm B is called combinatorial if it does not employ the ellipsoid method. Finally,
a combinatorial algorithm B is called fully combinatorial if it uses only oracle calls,
additions, subtractions and comparisons, but not multiplications and divisions, as
fundamental operations.

The first polynomial algorithm for the SFM problem is due to Grotschel, Lovéasz
and Schrijver [GLS81]. A strongly polynomial algorithm has been described in [GLS8S].
These algorithms employ the ellipsoid method.

Based on the work of Cunningham [Cun84, Cun85|, several combinatorial algo-
rithms have been obtained in the last decade [Sch00, IFF01, Iwa02, Iwa03, FI03,
Orl09, 1009]. The first fully combinatorial algorithm for the SFM has been de-
scribed in [Iwa(2|, improved in [Iwa03], and recently improved again (without using
the scaling method) in [TO09].

The time complexity of the fastest known general strongly polynomial algorithm
for the SFM is O(n® + n°L), where n is the number of variables and L is the time
required to evaluate the function [Orl09.

Remark 2.5.4. The minimisation of submodular functions on sets is equivalent to
the minimisation of submodular functions on distributive lattices [Sch03]. Krokhin
and Larose have also studied the more general problem of minimising submodular
functions on non-distributive lattices [KLOS].
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An important and well-studied sub-problem of SFM is the minimisation of sub-
modular functions of bounded arity (SFM,), also known as locally-defined submodu-
lar functions [Coo08b], or submodular functions with succinct representation [FMV07].
In this scenario the submodular function to be minimised is defined as the sum of
a collection of functions which each depend only on a bounded number of variables.
Locally defined optimisation problems of this kind occur in a wide variety of contexts:

e In the context of PSEUDO-BOOLEAN OPTIMISATION, such problems involve the
minimisation of Boolean polynomials of bounded degree [BH02, CHJ.

e In the context of computer vision, such problems are often formulated as (GIBBS
ENERGY MINIMISATION problems [GG84| or MARKOV RANDOM FIELDS (also
known as CONDITIONAL RANDOM FIELDS) [Lau96, W.J0S|.

We now define the concept of submodularity for valued constraints.

Recall that L is a lattice if L is a partially ordered set in which every pair of
elements has a unique supremum and a unique infimum. For a finite lattice L and a
pair of elements (a, b), we will denote the unique supremum of a and b by MAX(a, b)
(or @V b), and the unique infimum of a and b by MiN(a,b) (or a A b).

Definition 2.5.5 (Submodularity). Let D be a finite lattice-ordered set. A cost
function ¢ : D™ — R is submodular if (MIN, MAX) € Mul({¢}), that is, for all
m-tuples u, v,

A(MIN(u, v)) + d(MAX(u,v)) < d(u) + ¢(v). (2.2)

Note that the SFM, is equivalent to the VCSP with Boolean submodular valued
constraints.

Remark 2.5.6. The class of valued constraints with submodular cost functions is
the only non-trivial tractable class of optimisation problems in the dichotomy classi-
fication of Boolean VCSPs [CCJKO06], and the only tractable class in the dichotomy
classification of MAX-CSPs for both 3-element domains [JKKO06] and arbitrary finite
domains allowing constant constraints [DJKKOS| (and hence also for conservative

Max-CSPs).

Remark 2.5.7. In all known dichotomy results for the DiGRAPH MIN-CoOST HoO-
MOMORPHISM problem, as listed in Example 2.2.28, the tractable cases admit either
a min-maz or a k-min-mazx ordering. A relation R admits a min-max ordering if,
and only if, R is submodular. The concept of k-min-max ordering is a simple cyclic
extension of submodularity which is well known to be tractable [GCOS].

Cohen et al. have shown that VCSP instances with submodular constraints over
an arbitrary finite domain can be reduced to the SFM [CCJKO06], and hence can
be solved in polynomial time. This tractability result has since been generalised to a
wider class® of valued constraints over arbitrary finite domains known as tournament-
pair valued constraints [CCJOS]

8The class of cost functions closed under a tournament-pair multimorphism is more general
than the class of submodular cost functions if the range of the cost functions includes infinite
costs [Coo08a).
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An alternative approach to solving VCSP instances with submodular constraints,
based on linear programming, can be found in [Coo0O8b].

2.6 Summary

We have introduced the VCSP framework and have given a long list of studied
problems which can be easily described in this framework. We have also introduced
the concept of expressibility and the related notion of algebraic properties of valued
constraints. Chapter 3 deals with the expressive power of valued constraints in more
depth. Finally, we have defined submodular functions and their basic properties.

Related work The area of constraint satisfaction has been very active in the last
decade and there have been numerous extensions to the CSP framework. We refer
the reader to standard textbooks [CKS01, Dec03, Apt03, RvBWO06].

Let us mention at least two extensions which have been considered extensively in
the literature.

The first extension deals with CSPs over infinite domains. Complexity classi-
fications have been obtained for subsets of Allen’s interval algebra [NB95, KJJ03],
equality constraint languages [BK08a] and temporal CSPs [BK08b]. See also [BGOS§]
and a nice recent survey by Bodirsky [Bod08].

The second extension deals with quantified CSPs. Creignou et al. have studied
quantified CSPs over Boolean domains [CKSO1]. More work on quantified CSPs
was initiated by [BBJKO03| and Chen’s thesis [Che04], see also [Che08a] for an im-
proved exposition of the collapsibility technique. A complexity classification has
been obtained for quantified equality constraint languages [BCO7| and relatively quan-
tified CSPs [FK06, BC09] (that is, quantified CSPs with all unary constraints;
in the case of non-quantified CSPs, these are known as conservative CSPs). See
also [Che08b, Che09] for recent results in this area.



CHAPTER 3

Expressive Power of Valued Constraints

Never had any mathematical conversations with anybody,
because there was nobody else in my field.

Alonzo Church (1903-1995)

This chapter briefly discusses a recent result of Cohen, Cooper and Jeavons [CCJ06],
and describes extensions of this result obtained by the author in collaboration with
Dave Cohen, Martin Cooper and Pete Jeavons.

[CCJZ09] D.A. Cohen, M.C. Cooper, P.G. Jeavons, and S. Zivny. An Alge-
braic Characterisation of Complexity for Valued Constraint.
(Ongoing work.)
Earlier version of the first three authors in Proceedings of the 12th
International Conference on Principles and Practice of Contraint
Programming (CP’06), volume 4204 of Lecture Notes in Computer
Science, pages 107-121. Springer, 2006.

3.1 Introduction

It has been known for some time that the expressive power of crisp constraints is
determined by certain algebraic operations called polymorphisms. Moreover, there
is a Galois connection between the set of crisp constraints and the set of operations.
This connection has been successfully used in the complexity analysis of crisp con-
straints [BKJ05].

In this chapter, we discuss the expressive power of valued constraints. We present
a known characterisation of the expressive power of valued constraints by certain alge-
braic operations called fractional polymorphisms. We conjecture that more restrictive
algebraic operations called multimorphisms determine the tractability of valued con-
straints, and also show that multimorphisms are not strong enough to characterise the

33
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expressive power of valued constraints. We present results on the so-called fractional
clone theory, and show connections to linear programming. We show a dual result to
the results in [CCJ06]: determining whether a given fractional polymorphism belongs
to a fractional clone is decidable.

This chapter is organised as follows. In Section 3.2, we present what is known
about the expressive power of crisp constraints, and describe the concept of the in-
dicator problem. In Section 3.3, we show that the question of whether a given cost
function is expressible over a finite valued constraint language is decidable. In Sec-
tion 3.4, we present some results from fractional clone theory and show some connec-
tions to linear programming. In Section 3.5, we discuss the expressibility of valued
constraints versus the tractability of valued constraints. Finally, in Section 3.6, we
conclude with related work and open questions.

3.2 Indicator problem

In this section, we discuss the well-known result that the expressive power of crisp
constraints is characterised by certain algebraic operations called polymorphisms. We
present the construction of an indicator problem, which is a universal construction for
determining whether a given relation is expressible over a crisp constraint language,
and also for determining all polymorphisms of a crisp constraint language. Finally,
we show that there is a Galois connection between the set of relations and the set of
operations.

Recall Theorem 2.4.6 which states that the expressive power of a crisp constraint
language is fully characterised by its polymorphisms [Gei68, BKKRG69, Jea98]. In
other words, for a relation R and a crisp constraint language I'; the following holds:

Re(T) & Pol(I) C Pol({R}).

Remark 3.2.1. The “=" implication follows easily from the fact that expressibility
preserves polymorphisms.

This result was obtained by showing that, for any crisp language (that is, set of
relations), there is a universal construction which can be used to determine whether
a relation is expressible in that language, as we now demonstrate.

Definition 3.2.2 (Indicator Problem). Let I' be a crisp constraint language over D.
For any natural number n, we define the indicator problem for I' of order n as the
CSP instance ZP(I", n) with set of variables D", each with domain D, and constraints
{Citi<i<q, where ¢ = Y p 1 |R|". For each R € I, and for each sequence 1,5, ... .1,
of tuples from R, there is a constraint C; = (s;, R) with s; = (v1,vs, ..., vy,), where
m is the arity of R, and v; = (t1[j], t2[j], .. -, tulj]), 1 <7 < m.

Note that, for any crisp constraint language I" over D, ZP(T", n) has |D|™ variables,
and each corresponds to an n-tuple over D. A concrete example of an indicator
problem is given below, and more examples can be found in [JCG96, JCGI9].
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Observation 3.2.3. It is not hard to see from Definition 3.2.2 and Definition 2.4.2
that the solutions to ZP(I',n) are the polymorphisms of I' of arity n [JCG97].

Combining Observation 3.2.3 with Theorem 2.4.6 gives:

Corollary 3.2.4. Let T be a crisp constraint language over D. Furthermore, let
R = {ti,ta,...,t,} be a relation over D of arity m. Then R is expressible over T,
R € ('), if, and only if, R is equal to the solutions to TP(I',n) restricted to the
variables vy, vy, . . ., Uy, where v; = (t1]j], t2[J], ..., taly]), 1 <7 <m.

Note that the choice of variables vy, vo, ..., v, might not be unique as different
orderings of the tuples of R can result in different lists. We sketch the proof of
Corollary 3.2.4 since it contains the idea behind the proof of Theorem 2.4.6.

Proof sketch. From Definition 3.2.2, if R is equal to the solutions to ZP(I',n) re-
stricted to some subset of variables, then R is expressible over I'. On the other hand,
assume that R € ('), and denote by R the set of solutions to ZP (T, n) restricted to
the variables vy, vs, ..., Up. It is enough to show that R = R. By Observation 2.4.4,
all projections are polymorphisms of all relations. Hence, by Observation 3.2.3, all
projections of arity n are solutions of ZP(T',n). Therefore, R C R from the choice
of variables vy, vs,...,v,. If R # R, then there must be a solution s to ZP(T',n)
whose restriction to vy, vs, ..., v, is not contained in R. By Observation 3.2.3, all
solutions to ZP(T', n) are polymorphisms of I', and so is s. But by Remark 3.2.1, the
polymorphism s should be a polymorphism of R which is a contradiction provided

R+ R. O

Remark 3.2.5. Richard Gault implemented a solver called POLYANNA! for the in-
dicator problem [GJ04]. An interesting research problem is to investigate various
symmetries in the indicator problem and try to make use of them in order to solve
instances of the indicator problem more efficiently.

Example 3.2.6. Let I' = {P,Q} be a constraint language over D = {0,1}, where
P ={(0,1),(1,0)} and @ = {(0)}. Given the relation R = {(0,0),(0,1),(1,1)}, the
task is to determine whether R is expressible over I'.

Since R consists of three tuples, we construct the indicator problem ZP(T', 3) of
order 3. The variables of ZP(I', 3) are all 3-tuples over D. There are 8 3-tuples over
D, and we denote them by vy to v; (see Figure 3.1). Since the relation P is binary,
any two variables v; and v;, which represent the tuples (vi1, vi2, vi3) and (v;1,vj2,vj3),
respectively, are constrained by P if, and only if, all three tuples (v;1,vj1), (vi2, vj2),
and (v;3,v;3) belong to P. In our case the following pairs of variables are constrained
by P: (v, v7), (v1,v6), (va,v5), and (v3,vy4). The relation @ is unary and consists of
just one tuple (0). Therefore, only the variable vy, which represents the tuple (0,0, 0),
is constrained by (). The construction is illustrated in Figure 3.1.

Now consider the tuples represented by the variables v, and v3. These are (0, 1,0)
and (0,1, 1), respectively. If you take these two tuples as columns of a matrix, then

! Available at: http://www.comlab.ox.ac.uk/activities/constraints/software/index.html
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the rows of this matrix contain precisely the tuples from R, that is, (0,0), (0,1), and
(1,1). However, projecting the solutions to ZP(I, 3) onto variables v, and v3 does not
give R, as the tuple (1,0) does not belong to R. (Some of the solutions to ZP(T, 3)
are shown in Figure 3.1.) Hence R is not expressible over I'. (Note that we could also
obtain the same result by choosing, for instance, variables v, and vg.)

(%1 (%

Vg U3 V4 U5 Vg Uy

0| [0 [o] o] [t} [2] [1] [1]

0 [0f [1} |1} o} o} [1] [1]

o) (1] [of [} [o} [1] [o] [1]
P

QT \w_//

OO oo
_—_ O O
I = N )
o~ o
RO O
SO R O R
- OO ==
Bt e i

Figure 3.1: ZP(I',3) (Example 3.2.6).

Recall from Notation 2.4.5 that, for a crisp constraint language ', we denote by
Pol(I") the set of all polymorphisms of I, that is,

Pol(I') = {f | VR € I, f is a polymorphism of R}.
In this section, we shall use the word operation for any mapping from D* to D.

Notation 3.2.7. For a set of operations O, we use Inv(O) to denote the set of relations
having all operations in O as a polymorphism, that is,

Inv(T') = {R | Vf € O, f is a polymorphism of R}.

Observation 3.2.8. The result of Theorem 2.4.6 can be equivalently stated as fol-
lows: for any crisp constraint language I', it holds that (I') = Inv(Pol(T")).

Definition 3.2.9 (Galois connection [DW02]). A Galois connection between two
sets A and B is a pair (F,G) of mappings between the power sets P(A) and P(B),
F :P(A) — P(B) and G : P(B) — P(B), such that for all X, X’ C A and all
Y, Y’ C B the following conditions are satisfied: X C X' = F(X) O F(X'), and
YCY' =GY)DGY'); X CGF(X)),and Y C F(G(Y)).

Notation 3.2.10. For any finite domain D, we denote by Rp the set of all relations
over D, and we denote by Op the set of all operations over D.
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The following easy result shows that the Pol(-) and Inv(-) operators give rise to an
instance of a Galois connection between Rp and Op for any finite domain D.

Proposition 3.2.11 ([PK79]). If T is a set of relations over D and O is a set of
operations over D, then

1. O1 €0, C0Op = Inv(Oy) 2 Inv(Oy).
2. T CI'yCRp = Pol(I'y) D Pol(I'y).
3. T ClInv(Pol(I")).
4. O C Pol(Inv(0)).

Recall that for a crisp constraint language I' C Rp, we denote by (I') the set
of relations which are expressible over I'. The set (I') is also known as a relational
clone [PKT79]. For a set of operations O C Op, we denote by (O) the set of operations
from O closed under composition and containing all projections. The set (O) is known
as a clone of operations, or just a clone [PK79].

Corollary 3.2.12 (of Theorem 2.4.6). For any two crisp constraint languages I'y and
[y, and any two sets of operations Oy and O,,

1. (I'1) = (') < Pol(I'y) = Pol(I'y).
2. (O1) =(09) & Inv(0;) = Inv(Oy).
The situation is summarised in Figure 3.2.

Remark 3.2.13. Post completely described the lattice of relational clones and clones
over a two-element domain [Pos41]. This description has been heavily used recently to
obtain dichotomy complexity classifications for various problems in computer science
and artificial intelligence that can be modelled over Boolean domains. For more
details, see [BCRV03, BCRV04].

More on clone theory can be found in [PK79, DW02].

3.3 Weighted indicator problem

In this section, we show that for valued constraints there is also a universal con-
struction to determine whether a given cost function is expressible over a valued con-
straint language. We briefly describe the result that the expressive power of valued
constraints is determined by certain algebraic operations called fractional polymor-
phisms.

Consider the following problem: given a cost function ¢ of arity m over a domain
D, is ¢ expressible over a valued constraint language I'? We show that this problem
is decidable for every finite I'. First we prove an upper bound on the number of extra
variables needed to express ¢ over I'.
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Figure 3.2: Galois connection between Rp and Op.
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Proposition 3.3.1 (|CCJ06]). If a cost function ¢ : D™ — R is expressible over T,
then ¢ is expressible over I' using at most |D|IPI™ hidden variables.

Proof. 1f ¢ € (I'), then by Definition 2.3.1, there is a gadget (P,v), where v =
(V1,...,0m), for expressing ¢ over I'. For the gadget (P,v) to express ¢, it has to
define ¢ on each of the |D|™ different assignments to v. Let each of these |D|™
assignments be extended to a complete assignment to all variables of P (including
hidden variables) in a way that minimises the total cost. For each hidden variable v of
(P, v), we can use the list of |D|™ values assigned to v by these complete assignments
to label the variable v. If there are more than |D|/PI" hidden variables, then two
of them will receive the same label. However, this implies that one of the two is
redundant, as all constraints involving that variable can replace it with the other
variable without changing the overall cost. Hence we require at most |D|'PI™ distinct
hidden variables to express ¢. O

From this bound on the number of extra variables in a gadget for ¢ over I' we
obtain a decidability result. The idea is to try all possible constraints on all possible
subsets of variables, and use linear programming to determine whether there is a
combination of these constraints which works.

Theorem 3.3.2 (|[CCJ06]). For a given finite valued constraint language I, and a
cost function ¢ defined over D, the question of whether ¢ is expressible over I' is
decidable.

Proof sketch. In order to simplify the presentation, we assume that ¢ is a finite-valued
cost function. We show how to determine whether there is a gadget for ¢ over I';
that is, whether there is a VCSP(T") instance P = (V, D,C) and a tuple of variables
v such that ¢ = 7,(P). By Proposition 3.3.1, P has at most K = |D|/”I" extra
variables, where m is the arity of ¢. Let V be the set of K variables, each associated
with a different |D|™-tuple of values from D. Let E be the |D|™ x K matrix whose
columns are all possible | D|™ tuples of values from D (or equivalently, variables from
V). Observe that there is a |D|™ x m submatrix E’ of E consisting of m columns of
E such that the rows of E’ correspond to all possible m-tuples of values from D. We
let v be the list of variables corresponding to the columns of E’.

Let A be the set of all assignments of values from D to the variables from V.
Clearly, |A| = |D|®. We choose |D|™ assignments from A that correspond to the
rows of the matrix F and denote them A’

Let p € T be a cost function of arity k. For an assignment s € A and a list of
variables u of length k, recall from Definition 2.1.7 that we denote by p(s(u)) the
value of p on the list of variables u assigned by s.

The idea is that if ¢ is expressible over I, then there is a set of constraints C such
that ¢ = my(P), where P = (V, D,C). It remains to show what the set of constraints
C is. And this is where linear programming plays its crucial role.

Let C be the list of all possible constraints from I' applied on variables from V.
In other words, C = (C}, ..., C,) is an arbitrary but fixed order of the following finite
set:

{(u,p) | p € I of arity k, and u is a list of k variables from V'}.
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We denote by u; = u and p; = p, where C; = (u, p). Clearly,

¢= Y, K"

per of arity &

We define a system of linear equations and inequalities as follows.
For each s € A\ A',

Z zipi(s(w)) = @(s(v)) + .

For each s € A,
q
inpi<s(ui)) = ¢(s(v)) + zo.
i—1

Note that the variable x; represents whether the constraint C; is used in the gadget
P: if x; = 0, then the constraint C; is not used; if z; > 0, then x; gives the multiplicity
of the constraint C;. The variable x( represents an additive constant up to which the
gadget expresses ¢.

From the construction of the system, ¢ is expressible over I if, and only if, there
is a non-negative solution to this system. But this question is decidable [Sch86], see
also [AK04]. O

Remark 3.3.3. Theorem 3.3.2 can be extended from finite-valued cost functions to
general cost functions [CCJ06]. The construction sketched above is known as the
weighted indicator problem.

Example 3.3.4. Let I' = {u, 1} be the valued constraint language consisting of two
cost functions defined over the Boolean domain D = {0,1} as follows:

( ) def 0 if x = O,
€T =
a 1 ifr=1

and

dof -1 ifz=y=1,
‘/EJ - .
vl 9) { 0 otherwise.

Let ¢ be the ternary cost function defined as follows:

et |—1 ifrx=y=2=1,
x? 72 = .
#(z,9,2) { 0 otherwise.

The question is whether ¢ is expressible over I', that is, whether ¢ € (I'). In order
to answer this question, we build an instance of the weighted indicator problem as
described in the sketched proof of Theorem 3.3.2. The arity m of ¢ is 3, and hence if ¢
is expressible over I', then ¢ is expressible with at most K = |D|IPI" = 22° = 28 = 256
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variables, by Proposition 3.3.1. Each variable is uniquely identified by an 8-tuple of
values from {0,1}. We denote by V' the set of all such variables with the domain
{0,1}.

We denote by v = (v, v9, v3) the list of 3 variables, whose corresponding 8-tuples
are t;, = (0,0,0,0,1,1,1,1), t, = (0,0,1,1,0,0,1,1), and t3 = (0,1,0,1,0,1,0,1)
respectively. Consider the matrix whose columns are tuples 1, to, and t3. The rows
of this matrix are all possible 3-tuples over {0,1}. The intuition is that we try to
find a gadget P for ¢ over I' which expresses ¢ on the variables vy, v9, and v, that
1s, gb = 7T<v1,v2,v3><7))-

Let E be an 8 X256 matrix whose columns are the tuples corresponding to variables
from V' in some fixed order.

We denote by A’ the set of 8 assignments of variables from V' which are defined
by the rows of the matrix £. The intuition is that for every possible assignment s of
the variables v, vy, and v3, we are looking for an assignment s’ in A’ which agrees
with s (on vy, vy and v3), and the cost of " is equal to ¢(vy, va, v3) (up to an additive
constant). We denote by A all assignments of variables from V. Clearly, |A| = 22°.

Now we want to add all possible constraints involving cost functions from I'. The
unary cost function p can be applied to any of the 256 variables. The binary cost
function ¢ can be applied to any pair of (not necessarily distinct) variables. Since v
is symmetric, this gives (236) + 256 constraints. In total, we get 2%256+ (236) = 33152
constraints. Hence we have 33152 variables z; which represent whether or not the
i-th constraint is used (z; > 0) or not (x; = 0); in the former case, the value of z;
represents the multiplicity of the i-th constraint. We then can build a system of linear
equations and inequalities as described in the sketch of the proof of Theorem 3.3.2.

In this particular case, it is not difficult to find a solution to the system of linear
equations and inequalities described above. Let y be the variable corresponding to
the 8-tuple (0,0,0,0,0,0,0,1). We claim that assigning the value 2 to the constraint
({(y), u) (represented by a variable in our system), assigning the value 1 to the con-
straints ((y, x1),¥), ((y,z2),v), and ((y,x3),?), and finally assigning the value 0 to
the additive constant o = 0 and all other variables is a solution to our system. For
any assignment of the variables vy, v, and wv3, setting y to 0 results in total cost 0.
If all vy, v and vz are assigned 1, setting y to 1 results in total cost -1. For any
other assignment of vy, vy and v3, setting y to 1 results in total cost > 0. This corre-
sponds exactly to the definition of the cost function ¢. This solution gives a gadget
for expressing ¢ over I' using only one extra variable.

Recall Theorem 2.4.19, which states that the expressive power of a valued con-
straint language satisfying certain conditions is fully characterised by its feasibility
polymorphisms and fractional polymorphisms [CCJ06]. In other words, for a cost
function ¢ and a valued constraint language I', such that I' contains a constant func-
tion and is closed under scaling and the feasibility operator, the following holds:

¢ € (T) < FPol(T) C FPol({¢}) A fPol(T) C fPol({s}).



CHAPTER 3. EXPRESSIVE POWER OF VALUED CONSTRAINTS 42

Remark 3.3.5. The “=" implication follows easily from the fact that expressibil-
ity preserves feasibility polymorphisms and fractional polymorphisms [CCJ06], see
also [CCJKO06].

Remark 3.3.6. We remark on the assumptions of Theorem 2.4.19. Notice that it
is not a restrictive assumption that every valued constraint language I' contains a
constant function and is closed under scaling. In practice, this corresponds to adding
a finite constant which does not alter the relative costs, and to taking more copies
of the same constraint. Therefore, this does not change the complexity of solving
VCSP instances over T

We now discuss why it is necessary to assume that I' is closed under the feasibility
operator in order to prove equivalence in Theorem 2.4.19. Recall from Notation 2.1.6
that, for a valued constraint language I', Feas(I") is the set of cost functions where
finite costs are replaced by zero. If F is a fractional polymorphism of I', then F is
also a fractional polymorphism of Feas(I"). And clearly, any feasibility polymorphism
of Feas(I") is a feasibility polymorphism of I". Hence for any valued constraint lan-
guage I'; FPol(I") C FPol(Feas(I')) and fPol(I") C fPol(Feas(")). But this is true for
any I' independently of whether or not Feas(I') € (I'), so every valued constraint lan-
guage I satisfies the right hand side of the equivalence in Theorem 2.4.19 for Feas(I)
(that is, FPol(I") C FPol(Feas(I")) and fPol(I") C fPol(Feas(I"))), but not every valued
constraint language I' satisfies Feas(I") € (T').

Fractional polymorphisms on their own characterise the expressive power of finite-
valued cost functions and, as shown in Theorem 2.4.6, feasibility polymorphisms on
their own characterise the expressive power of crisp cost functions which take only
zero and infinite costs.

The proof of Theorem 2.4.19 given in [CCJ06] is based on an application of Farkas’
Lemma [Sch86] and uses the concept of the weighted indicator problem. For a given
¢ and I', as sketched above, a system of linear equations and inequalities is built such
that this system has a solution if, and only if, ¢ is expressible over I'. If this system
does not have a solution, then Farkas’ Lemma guarantees a certificate of unsolvability.
Cohen et al. have shown that the certificate of unsolvability can be turned into a
fractional polymorphism F such that F € fPol(I'), but F ¢ fPol({¢}) [CCJO06].

3.4 Fractional clone theory

In this section, we discuss the so-called fractional clone theory. The goal is to provide
a theory of algebraic operations which satisfy certain closure properties and which are
related to the set of cost functions via a Galois connection. Similar theory has played
a crucial role in the complexity analysis of crisp constraints, and we believe that such
a theory will play a similar role in the complexity analysis of valued constraints.

In this section, we will deal primarily with finite-valued cost functions so that we
can restrict our attention to fractional polymorphisms as operations. We will mention
an extension to general cost functions at the end of this section.
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3.4.1 Fractional polymorphisms

Recall from Notation 2.4.15 that, for a valued constraint language I', we denote by
fPol(T") the set of all fractional polymorphisms of I'; that is,

fPol(I") = {f | V¢ € I, f is a fractional polymorphism of ¢}.

Notation 3.4.1. For a set of weighted mappings O, we use Imp(O) to denote the
set of cost functions that have weighted mappings in O as fractional polymorphisms,
that is,

Imp(O) = {¢ | VF € O, F is a fractional polymorphism of ¢}.

The notation Imp(O) is an abbreviation for “improved by O”: the cost func-
tions for which weighted mappings from O are fractional polymorphisms are precisely
those cost functions whose aggregated value is “improved” (that is, lowered, or left
unchanged) by weighted mappings from O, as described in Figure 2.4.

Notation 3.4.2. For any finite domain D, we denote by Fp the set of all finite-valued
cost functions over D, and we denote by OfD the set of all weighted mappings over

D.

In this section, we shall use the word operation for any weighted mapping (as
defined in Definition 2.4.9).

The following easy result follows immediately from the definitions, and shows that
the fPol(-) and Imp(-) operators give rise to an instance of a Galois connection between
Fp and OF) for any finite domain D.

Proposition 3.4.3. IfT" is a set of cost functions over D and O s a set of operations
over D, then

1. O C 0O, C OfD = Imp(O;1) 2 Imp(O3).
2. T, CT,CFp = fPol(I'}) D fPol(T,).
3. T C Imp(fPol(I)).

4. O C fPol(Imp(0)).

Recall from Observation 2.4.18 that a multi-projection is a mapping from DF to
DF that only permutes the set of its arguments.

Observation 3.4.4. Let D be an arbitrary finite domain, and let I' C Fp be an
arbitrary set of finite-valued cost functions over D. Then fPol(I") contains all multi-
projections. In other words, the set of operations which are fractional polymorphisms
of all finite-valued cost functions is precisely the set of all multi-projections.



CHAPTER 3. EXPRESSIVE POWER OF VALUED CONSTRAINTS 44

Fp 01];

Sets of
cost functions

Sets of
operations

Imp(fPol(I")) @
=)

Sets of Sets of
cost functions operations

Figure 3.3: Galois connection between Fp and OfD.
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In the set of cost functions, we have a closure operator which corresponds to
expressibility. This closure operator with the Galois connection between Fp and OfD
shows, for instance, that for a given valued constraint language I' the fewer fractional
polymorphisms I' has, the harder I' is. In fact, Theorem 2.4.19 can be restated
equivalently as follows:

(') = Imp(fPol(T")).

However, we do not know what the natural closure operator is in the set of oper-
ations. (This is described by the question mark on the right side in Figure 3.3.)

Notation 3.4.5. For a set O of operations over a fixed finite domain D, we denote
by [O] the fractional clone generated by O and define [O] = fPol(Imp(O)).

The situation is summarised in Figure 3.3. We do not know how to get from O to
[O]. However, using the Galois connection we show now that the question of whether
a given operation belongs to a particular fractional clone is decidable.

Theorem 3.4.6. For a given operation O and a fractional clone [Q] generated by a
finite set of operations Q@ = {0y, ...,0,}, the question of whether O belongs to [Q] is
decidable.

Proof. Let k be the arity of O; that is, O is a weighted mapping {(r1, f1),. -, (rn, fu)}
such that each f; is a distinct function from D¥ to D, each r; is a positive rational
number and Y, 7; = k (see Definition 2.4.10).

Now O ¢ [Q] if, and only if, there is a finite-valued cost function ¢ such that
O; € fPol({¢}) for every 1 <1i < g, but O ¢ fPol({¢}).

First we show that if there is such a ¢ (we call it a separating cost function), then
there is one of arity at most m = |D|¥. Assume that ¢ is of arity strictly bigger than
m. As there are exactly m different k-tuples over D, any tableau (recall Figure 2.4)
showing that O; € fPol({¢}), 1 < i < ¢, and that O ¢ fPol({¢}) has at least one
column which occurs twice. However, this column can be removed and the arity of ¢
decreased by 1 by identifying the two arguments corresponding to the two columns.
Clearly, if there is a separating cost function ¢ of arity strictly smaller than m, then
there is a separating cost function of arity exactly m: we just add dummy variables.
Hence we can assume that ¢ is of arity exactly m.

Now we can turn the question of the existence of a separating cost function into a
system of linear inequalities. We are looking for | D|™ values (costs of ¢ on all possible
assignments) such that for all 1 < i < ¢, O; € fPol({¢}), and O & fPol({¢)}. But this
is easy as showing that O; € fPol({¢}) is just a question of satisfying a system of linear
inequalities for all possible tableaux, by Definition 2.4.10. Similarly, O ¢ fPol({¢})
can be expressed as one linear inequality corresponding to the tableau with m different
k-tuples over D and the inequality sign the opposite way to Definition 2.4.10. This
finishes the proof as the question of whether there is a solution to a system of linear
inequalities is decidable [Sch86]. O

The following example illustrates the technique described in the proof of Theo-
rem 3.4.6.
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Example 3.4.7. Let O; = {(1, MIN), (1, MAX)}, O = {(2,MAX)}, and D = {0, 1}.
In order to determine, whether O € [O;], we build a system of linear inequalities
as in the proof of Theorem 3.4.6. We look for a separating cost function ¢ of arity
m = |D|* = 4. Hence we have |D|* = 16 variables 2000, Zooo1, - - - , 1111 corresponding

to the values of ¢ on 16 different assignments. There are 16 * 16 = 256 inequalities
that make sure that {(1, MIN), (1, MAX)} € fPol({¢}):

Lijkl + Tmnop > Tabed T Tyvyz,

where @ = min(i,m), b = min(j,n), ¢ = min(k, 0), d = min(l, p), and u = max(i, m),
v =max(j,n), y = max(k,0), z = max(l, p).

Another inequality makes sure that {(2, MaX)} ¢ fPol({¢}). According to the
proof of Theorem 3.4.6, the tableau consists of 4 2-tuples over {0,1}. Hence, the
required inequality is

ZToo11 T Toto1 < To111 + To111,

where T' = (0011) on the left hand side corresponds to 4 different 2-tuples (column-

0101
wise), and (0111) on the right hand side is the application of O on T

0111

One solution to this system is xgg. = 0, and zg;.. = x19. = x11.. = 1. Notice that
¢ is affectively binary as it only depends on its first two arguments: ¢(zx,y,.,.) = 0 if
r =y =0, and 1 otherwise. It is straightforward to check that this is indeed a solution

to the system; that is, {(1, MIN), (1, MAX)} € fPol({¢}), but {(2, MAX)} & fPol({¢}).

Given a finite set of operations 2 and an operation O, if O ¢ [Q2], Theorem 3.4.6
tells us more than that: the system of inequalities does not have a solution, and hence
by Farkas’ Lemma [Sch86], there is a certificate on unsolvability. At the moment, it is
not clear how to turn this certificate into a closure operator in the set of operations.

3.4.2 Multimorphisms

We now turn to multimorphisms, which form a subclass of fractional polymorphisms.
In this section, we shall use the word operation for any mapping from D* to D¥.

Notation 3.4.8. For any finite domain D, we denote by O the set of all mappings
from D* to D for some k.

Remark 3.4.9. Similarly to Proposition 3.4.3, it can be easily shown that there
is a Galois connection between Fp and O over any finite D given by the Mul(-)
operator (from Notation 2.4.15) and the Imp(-) operator. Although we still have the
expressibility closure operator for cost functions, because multimorphisms on their
own are not known? to characterise the expressive power of valued constraints, we do
not know what the relationship is between I' C Fp and Imp(Mul(I")). Similarly, we
do not know what the relationship is between O C O’ and Mul(Imp(O)). (This is
illustrated by two question marks in Figure 3.4.)

2In fact, we will see in Section 3.5 that multimorphism do not characterise the expressive power
of valued constraints.



CHAPTER 3. EXPRESSIVE POWER OF VALUED CONSTRAINTS 47

Notation 3.4.10. For a set O of mappings from D* to D* over a fixed finite domain
D, we define the multi-clone generated by O as [O],,, = Mul(Imp(O)) .

Similarly to Observation 3.4.4, we obtain

Observation 3.4.11. For any finite domain D, the set of all multimorphisms of
all finite-valued cost functions over D, Mul(Fp), is precisely the set of all multi-
projections.

We now observe some basic properties of multi-clones.

Definition 3.4.12. We say that a class O of mappings is closed under extension if
for every F = (f1,..., fx) : D* — D¥ in O, the function F’ : D1 — D**! is also in
O, where F' = (f1, ..., fi, Tkt1)-

Definition 3.4.13. We say that a class O of mappings is closed under permutation
if whenever G = (gy,...,qx) : D¥ = DFisin O and 7,0 : {1,...,k} — {1,...,k} are
permutations, then F = (fi,..., fx) : D¥ — DF is also in O, where f;(xy,..., 1) =
gw(i)(:cg(l), e ,xg(k)), 1 S 1 S k.

Definition 3.4.14. We say that a class O of mappings is closed under (function)
composition if for every G, F' : D¥ — D¥ in O, the composition of G and F is also in

0.

Observation 3.4.15. If follows from Definition 2.4.11, that for any valued constraint
language I', the set Mul(T") is closed under extension, permutation and composition.

Remark 3.4.16. This section has dealt with finite-valued cost functions only. We
have seen in Theorem 2.4.19 that the expressive power of valued constraints is charac-
terised by fractional polymorphisms and feasibility polymorphisms; feasibility poly-
morphisms characterise the expressive power of crisp constraints. For the crisp case,
we have a Galois connection with closure operators for both relations and feasibility
polymorphisms (Section 3.2). Hence, if we could find a closure operator for frac-
tional polymorphisms, which characterises the expressive power of finite-valued cost
functions, it would be easy to join it with feasibility polymorphisms to get a theory
for general cost functions: operations would be pairs where the first component is
a set of fractional polymorphisms, and the second component is a set of feasibility
polymorphisms.

3.5 Expressibility versus tractability

We have seen in Theorem 2.4.19 that fractional polymorphisms and feasibility poly-
morphisms together characterise the expressive power of valued constraints. There-
fore, in order to study the tractability of valued constraint languages we only need
to understand the fractional polymorphisms and feasibility polymorphisms of valued
constraints.
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Figure 3.4: Galois connection between Fp and O7.
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As we show in this section, Theorem 2.4.19 implies that non-trivial fractional
polymorphisms are necessary for tractability of valued constraints. We conjecture
that in fact a stronger result holds: non-trivial multimorphisms are necessary for
tractability of valued constraints. On the other hand, we show that multimorphisms
on their own are not strong enough to characterise the expressive power of valued
constraints. We also show that non-trivial fractional polymorphisms are not sufficient
for tractability.

Theorem 3.5.1 ([CCJ06|). If all fractional polymorphisms of a valued constraint
language T' are multi-projections,® then I is intractable.

Proof. Suppose that every fractional polymorphism of I' is a multi-projection. By
Observation 2.4.18, we have that fPol(I') C fPol({¢uor}), Where ¢,o is from Exam-
ple 2.2.10. Since Feas(¢yor) is the cost function whose costs are all zero, it follows
that ¢,o has all possible feasibility polymorphisms. Hence FPol(T") C FPol({¢xor })-
By Theorem 2.4.19, ¢, € (I'). Therefore, by Example 2.2.10 and Theorem 2.4.21, T’
is intractable. O

All known tractable valued constraint languages can be characterised by the spe-
cial kinds of fractional polymorphisms known as multimorphisms. This raises the
question of whether multimorphisms alone are sufficient to characterise the expres-
sive power of valued constraints. Unfortunately, the answer is negative.

Theorem 3.5.2 (Dave Cohen). For every finite domain D, there is a cost func-
tion ¢p such that ¢p has a non-trivial unary fractional polymorphism, but the only
multimorphisms of ¢p are multi-projections.

Theorem 3.5.2 shows that multimorphisms are not strong enough to characterise
the expressive power of valued constraints. More concretely, ¢p cannot express all
cost functions because, by Remark 3.3.5, expressibility preserves fractional polymor-
phisms, and by Observation 3.4.4, the only fractional polymorphisms of all cost func-
tions are multi-projections. Hence there is a cost function v such that ¢ & ({¢p}), but
there is no separating multimorphism F such that F € Mul({¢p}) and F & Mul({¢}),
because ¢p does not have any multimorphisms except for multi-projections.

Example 3.5.3. An example of the cost function from Theorem 3.5.2 is the following
function defined on D = {1, 2, 3} as follows:

4

0 ifzx=1andy=2,
1 ifr=2andy=1,

o(z,y) © L7 (x=1landy=3)or (x=3and y =1),
19 if(r=2and y=3)or (xr=3and y = 2),
20 if x=y.

\

3Using the alternative definition of fractional polymorphisms from Remark 2.4.14, these would
be fractional projections, see [CCJ06] for more details.
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Martin Cooper has proved that the family of cost functions used in the proof
of Theorem 3.5.2 is NP-hard. More formally, for every ¢p used in the proof of
Theorem 3.5.2, the valued constraint language I' = {¢p} is intractable.

Given a valued constraint language I', Theorem 3.5.1 shows that if I' does not
have non-trivial fractional polymorphisms, then I' is intractable. Above-mentioned
results of Martin Cooper show that having a fractional polymorphism does not imply
tractability of a valued constraint language. We conjecture, on the other hand, that
having a multimorphism implies tractability of a valued constraint language.

Conjecture 3.5.4. A valued constraint language is tractable if, and only if, it has a
non-trivial multimorphism.

Remark 3.5.5. One direction of Conjecture 3.5.4 is very strong and difficult to prove:
showing that having a multimorphism implies tractability would imply the Dichotomy
Conjecture of Feder and Vardi [FV98|, mentioned in Remark 2.2.13.

However, we believe that the other direction is not as difficult. One needs to show
that if a valued constraint language I does not have any non-trivial multimorphisms,
then I' is intractable. This would mean that multimorphisms are a necessary condi-
tion for tractability of valued constraints similarly to the role of polymorphisms for
tractability of crisp constraints [JCG97].

3.6 Summary

We have investigated the expressive power of crisp and valued constraints. We have
presented a construction to determine whether a given cost function is expressible
over a given valued constraint language. We have also presented a construction to
determine whether a given fractional polymorphism belongs to a fractional clone. We
have linked questions regarding the expressive power of valued constraint to linear
programming.

Related work Schnoor and Schnoor have considered Galois connections for various
variants of the CSP [SS06].

Open problems There are several interesting open questions in this area. First, are
there any other algebraic operations, apart from fractional polymorphisms and fea-
sibility polymorphisms, that characterise the expressive power of valued constraints?
Second, what is the structure of fractional clones and what is the closure operator?
Next, do multimorphisms alone characterise the tractability of valued constraints? (In
other words, is Conjecture 3.5.4 true?) Or at least, are multimorphisms a necessary
condition for tractability?

Unary polymorphisms play an important role in the complexity of CSPs: they
can reduce the domain (so-called squashing) of the variables. It would be interesting
to find out whether unary fractional polymorphisms can be useful in a similar way.

Recall from Example 2.2.18 the language ['s, of constant constraints, which are
unary relations forcing their argument to take a fixed value. In the CSP, it has been
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shown that adding constant constraints to a tractable language which is a core does
not change the complexity; that is, CSP(I") is linear-time equivalent to CSP(I" U I'gy),
provided T is a core [BKJ05]. It is an open question whether this is true for valued
constraints. However, our recent results show that it is unlikely that VCSP(I") and
VCSP(T' U T,) are linear-time equivalent [ZJ09b).



CHAPTER 4

Expressive Power of Fixed-Arity Languages

I just wondered how things were put together.
Claude Shannon (1916-2001)

This chapter is based on the following papers:

[CJZ08] D.A. Cohen, P.G. Jeavons, and S. Zivny. The Expressive Power of
Valued Constraints: Hierarchies and Collapses. Theoretical Com-
puter Science, 409(1):137-153, 2008.
Earlier version in Proceedings of the 13th International Conference on
Principles and Practice of Contraint Programming (CP’07), volume
4741 of Lecture Notes in Computer Science, pages 798-805. Springer,
2007.

[ZZ09]  B. Zanuttini and S. Zivny. A Note on Some Collapse Results of
Valued Constraints. Information Processing Letters, 109(11):534—
538, 2009.

4.1 Introduction

In this chapter, we present our results on the expressive power of various classes of
valued constraints. Most of the results are of the following form: let C be a class of
valued constraints with cost functions of unbounded arities, then C can be expressed
by a subset of C consisting of valued constraints with cost functions of a fixed bounded
arity. The only known class for which this is not true is the class of finite-valued max-
closed cost functions of different arities.

This chapter is organised as follows. In Section 4.2, we define various classes of
cost functions, and present our results. In Sections 4.3, 4.4, and 4.5, we present our
results for crisp, finite-valued, and general cost functions, respectively. We present
both algebraic proofs of most results, which have been published in [CJZ08], and

52



CHAPTER 4. EXPRESSIVE POWER OF FIXED-ARITY LANGUAGES 53

also several alternative, non-algebraic proofs of some of the results, which have been
published in [ZZ09]. Finally, in Section 4.6, we present some more results on the
algebraic properties of finite-valued max-closed cost functions.

4.2 Results

First, we present our results on the expressive power of valued constraint languages
containing all cost functions up to some fixed arity over some fixed domain.
Recall that general cost functions can take both finite and infinite costs.

Definition 4.2.1. For every d > 2 we define the following:

e R, ,, denotes the set of all relations of arity at most m over a domain of size d,

def
and Rd = UmZORd,m-

e F,,, denotes the set of all finite-valued cost functions of arity at most m over

. . def
a domain of size d, and Fy = U,,>0F gm.

o G, denotes the set of all general cost functions of arity at most m over a

. . def
domain of size d, and Gy = Uy>0Gam.

We will prove the following Theorem showing that crisp cost functions of a fixed
arity can express crisp cost functions of arbitrary arities, and same holds for both
finite-valued and general cost functions.

Theorem 4.2.2. For all d > 3 and f > 2:

We will then consider important subsets of these languages defined for totally-
ordered domains, containing the so-called maz-closed cost functions, which are defined
below.

Recall that the function MAX denotes the standard binary function which returns
the larger of its two arguments.

Definition 4.2.3. A cost function ¢ is called maz-closed if {(2, MAX)} € fPol({¢}).
Observation 4.2.4. Equivalently, ¢ is max-closed if (MAX, MAX) € Mul({¢}).

Definition 4.2.5. For every d > 2 we define the following:
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e R7%* denotes the set of all max-closed relations of arity at most m over an

d,m
. . def
max 4d¢€l max
ordered domain of size d, and R, = Um>oRgm-
o F'" denotes the set of all finite-valued max-closed cost functions of arity at
. . def
most m over an ordered domain of size d, and F/** = U, Fy5.

e G denotes the set of all general max-closed cost functions of arity at most

d,m
def

m over an ordered domain of size d, and G = U,>0GJ

d,m*

We will show below that the following Theorem holds for these sets of max-closed
cost functions. Note that the result establishes an infinite hierarchy for finite-valued
max-closed cost functions.

Theorem 4.2.6. For all d > 3 and f > 2:

1 7) C (REY) = RY™,

(R
RyP) C (R = Ry™.

=

{

{

(F7) & (F7e9) & (Fr") & (Fpi) -
(G2 & (G & (Gay™) = G™.
(Gai") & (Gas™) = Gg™

In the rest of this chapter, we will prove Theorem 4.2.2 and Theorem 4.2.6. For
some results, we present both an algebraic and a non-algebraic proof. Quite often
the algebraic proofs are more involved. However, these proofs provide us with more
than a statement of the result; they show us the structure of the algebraic properties
of the corresponding class of cost functions. Moreover, for the separating result in
Theorem 4.2.6 (3), the algebraic properties play a crucial role. In Section 4.5, we
characterise the fractional clone of general max-closed cost functions. In Section 4.6,
we characterise the multi-clone and fractional clone of finite-valued max-closed cost
functions.

4.3 The expressive power of arbitrary relations and
max-closed relations

In this section, we consider the expressive power of valued constraint languages con-
taining only crisp cost functions, that is, relations.

We consider the languages containing all relations up to some fixed arity over
some fixed domain, and the languages containing all maz-closed relations up to some
fixed arity over some fixed totally-ordered domain. In both cases, we show that the
relations of a fixed arity can express all relations of arbitrary arities.

The class of crisp max-closed cost functions has been first introduced (as a class
of relations) in [JC95] and shown to be tractable. In other words, VCSP(T") is known
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to be polynomial-time solvable for any set I' consisting of max-closed relations over
any finite set D. A number of examples of max-closed relations are given in [JC95].

Remark 4.3.1. The max-closed property generalises the X-underbar property stud-
ied in the context of graph homomorphisms [HN04|, which applies only to binary
relations.

It is well known that any relation can be expressed as a propositional formula in
Conjunctive Normal Form (CNF), simply as a conjunction of clauses which disallow
tuples not in the relation. Hence we have the following characterisation of R ,.

Proposition 4.3.2. A relation R € Ry, if, and only if, there is some formula v
such that (vy,...,vy,) € R < ¥(v1,...,0,) and ¥ is a conjunction of clauses of the
form (v1 # a1) V ...V (U, # ap,) for some constants ay, ..., Q.

We also have a similar characterisation for Ry, adapted from Theorem 5.2

of [JC95]. (The same result has also been obtained in [GHSZ08].)

Theorem 4.3.3 ([JC95]). A relation R € Ry if, and only if, there is some formula

W such that (vy,...,vy) € R < ¥(v1,...,0,) and 1 is a conjunction of clauses of
the form (vy > a1) V...V (U > ap) V (v; < b;) for some constants ay, ..., ap,b;.

Note that in the special case of a Boolean domain (that is, when d = 2) this
restricted form of clauses is equivalent to a disjunction of literals with at most one
negated literal; clauses of this form are sometimes called anti-Horn clauses.

It is well known that for every d > 2, Pol(R,) is equal to the set of all possible
projection operations [DW02]. We now characterise the polymorphisms of RJ**.

Definition 4.3.4. Let D be a fixed totally-ordered set.

e The k-ary function on D which returns the largest of its £ arguments in the
given ordering of D is denoted MAXj.

e The k-ary function on D which returns the smallest of its & arguments in the
given ordering of D is denoted MINy.

e The k-ary function on D which returns the second largest of its k > 2 arguments
in the given ordering of D is denoted SECONDy.

The function MAXy will be denoted MAX and the function MIN, will be denoted
MIN.

Definition 4.3.5. Let I = {i1,...,4,} C {1,...,k} be a set of indices. Define the
k-ary function

def
MAX (21, ..., 7)) = MAX,(24,...,2;,).

For every k, there are exactly 2¥ — 1 functions of the form MaX; for § # I C

{1,.... k).
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Proposition 4.3.6. For all d > 2,
Pol(R;™) = {Max; |0 #A T C{l,...,k},k=1,2,... }.

Proof. When |I| = 1, the corresponding function MAX; is just a projection operation,
and every projection is a polymorphism of every relation (see Observation 2.4.4).

If MAX € Pol({R}), then MaX; € Pol({R}) for every ) # 1 C {1,...,k}. This is
because Pol({ R}) is closed under function composition and contains all projection op-
erations, and every MAX; can be obtained by function composition from the function
MAX and the projection operations.

We now prove that the operations of the form MAX; are the only polymorphisms
of RJ™. Suppose, for contradiction, that f is a k-ary polymorphism of R}*™* which
is different from MaX; for every O # I C {1,...,k}. It follows that, for each I such
that 0 # I C {1,...,k}, there is a k-tuple ¢;, such that f(t;) # MAX,(t;). Let n
be the total number of different tuples ¢;, that is, n = [{t; | 0 # T C {1,...,k}}| <
2¥ — 1 and denote these tuples by t1,...,t,. Now consider the n-ary relation R =
{t1l7],-- - tulj]) hi<j<k- Define Ry = R and R;y1 = R; U {MAX(u,v) | u,v € R;} for
every ¢ > 0. Clearly, R; C R;.; and since there is only a finite number of different
n-tuples, there is an [ such that R; = Ry, for every i > 0. Define R’ to be the closure
of R under MAX, that is, R’ = R,;. Clearly, R’ is max-closed and every tuple ¢t of R’
is of the form ¢ = MAX;(u,,,...,u;;) for some j > 1 and w,,...,u;; € R. We have
constructed R so that the application of f to the tuples of R results in a tuple ¢t which
is different from every tuple of this form, and hence t ¢ R'. Therefore, f & Pol({R'}),
which means that f ¢ Pol(R;™). O

We now consider the expressive power of Ry, and Ry

It is clear that binary relations have greater expressive power than unary relations,
so our first result is not unexpected, but it provides a simple illustration of the use
of the algebraic approach.

Proposition 4.3.7. For alld > 2, (Rg1) C (Ra2) and (R7T*) C (R5™).

Proof. Notice for example that MIN € Pol(Ry,1) and consequently MIN € Pol(Rg'}™)
but MIN ¢ Pol(Rgz2) and MIN ¢ Pol(Rg5*). The result then follows from Theo-
rem 2.4.0. O

4.3.1 Relations over a Boolean domain

As a first step, we now focus on the special case of relations over a Boolean domain,
that is, the case when d = 2. This special case has been studied in detail in [BRSV05].
Here, we give a brief independent derivation of the relevant results using the tech-
niques introduced above. We first show that the set of all ternary relations over a
Boolean domain has fewer polymorphisms than the set of all binary relations, and
hence has a greater expressive power. We also establish similar results for max-closed
relations over a Boolean domain.
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Proposition 4.3.8. MAJORITY € Pol(Ryz) and MAJORITY € Pol(Ry%5*), where
MAJORITY is the unique ternary function on a 2-element set which returns the argu-
ment value that occurs most often.

Proof. Let R be an arbitrary binary Boolean relation. Let a = (ay, as), b = (b1, bo)
and ¢ = (c1, ¢) be three pairs belonging to R. Note that since the domain size is 2,
the pair (MAJORITY(aq, by, ¢1), MAJORITY (ag, by, ¢2)) is equal to at least one of a, b,
¢, and hence belongs to R. O]

Proposition 4.3.9. MAJORITY ¢ Pol(Ry3) and MAJORITY ¢ Pol(Ry5").

Proof. Consider the ternary Boolean max-closed relation R consisting of all triples
except (0,0,0). To see that MAJORITY is not a polymorphism of R, consider the
triples (0,0, 1), (0,1,0) and (1,0,0). The application of MAJORITY to these tuples
results in the triple (0,0,0) which is not in R. ]

However, we now show that ternary Boolean relations have the same expressive
power as all Boolean relations. In other words, any Boolean relation of arbitrary
arity is expressible by relations of arity at most three. The same result also holds for
max-closed Boolean relations.

Proposition 4.3.10. Ry C (Ry3) and Ry™ C (Ry'5Y).

Proof. By Proposition 4.3.2, any Boolean relation R € R can be expressed as a CNF
formula v. By the standard SATISFIABILITY to 3-SATISFIABILITY reduction [GJ79],
there is a 3-CNF formula 1" expressing R such that v is satisfiable if, and only if, 1’
is satisfiable.

Since the standard SATISFIABILITY to 3-SATISFIABILITY reduction preserves the
anti-Horn form of clauses, the same result holds for max-closed Boolean relations. [J

Combining these results with Theorem 2.4.6, we obtain the following result.

Theorem 4.3.11.
1. <R2’1> C <R272> C <R273> - RQ.

= =

2. (Ra1") & (Ra5%) & (Rys™) = Ry™.

4.3.2 Relations over larger domains

For relations over a domain with 3 or more elements, similar results can be obtained.
In fact, in this case we show that any relation can be expressed using binary relations.

Proposition 4.3.12. For all d > 3, Ry C (Ry2).

Proof. Without loss of generality, assume that D = {0,..., M}, where M = d — 1.
Define the binary relation Ry by

Ry % {(0,0),(,0) | 0<i< MYU{(i,i+1)|1<i< M)}

It is known that the only polymorphisms of the relation R, are projection opera-
tions [Fea95]. Hence, by Theorem 2.4.6, ({R4}) = Rq. O
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We now present a non-algebraic proof.

Proof. (alternative proof of Proposition 4.3.12)

By Proposition 4.3.2, every relation is logically equivalent to some conjunction
of clauses. Therefore, Proposition 4.3.10 gives a weaker result that Ry C (Ryg3).
We need to show how to express a clause C' of length 3 (over the domain D, where
d = |D| > 3) as a conjunction of clauses of length 2. Let D = {1,...,d} and C =
(Ur(x1) V Us(x9) V Us(x3)) for some literals (unary relations) U;, 1 < i < 3. We claim
that C' is equivalent to JyC’ = (Uy(x1) V N1(y)) A (Us(z2) V No(y)) A (Us(xs) V N3(y))
where y is a new variable and N;(y) = D \ {1} (“not 17), Nao(y) = D \ {2} and
Ns(y) = {1,2}. It is not difficult to see that a satisfying assignment of C' can be
extended to a satisfying assignment of C” and conversely, a satisfying assignment of
C' gives a satisfying assignment of C'. O]

By investigating the polymorphisms of binary max-closed relations, we now show
that max-closed relations over non-Boolean domains can also be expressed using bi-
nary relations.

Theorem 4.3.13. For all d > 3, Ry™ C (Ry5™).

Proof. We will show that Pol(Rg5*) € Pol(R7™). The result then follows from
Theorem 2.4.6.

Without loss of generality, assume that D = {0,..., M} where M = d — 1. Let
f € Pol(Rg5¥) be an arbitrary k-ary polymorphism. By Proposition 4.3.6, it is enough
to show that f = MAaX; for some O # I C {1,...,k}.

First note that for any subset S C D, the binary relation R = {(a,a) | a € S} is

max-closed, so f(x1,...,2%) € {x1,...,2x}. In other words, f is conservative.

If f = MAX(, ) we are done. Otherwise, there exist ai,...,a; € D such that
a; = MAXg(a1,...,a;) and a; > f(ay,aq,...,a;) = a;. Without loss of generality,
in order to simplify our notation, assume that ¢ = 1 and 7 = 2, that is, a1 =
MaxXg(ay,...,a;) and a; > f(ay,a9,...,a;) = az. We will show that f does not
depend on its first parameter.

For any fixed xo, ...,z € D, we denote the tuple (zs, ..., x%) by Z, and we define

the binary max-closed relation

R: ¥ ({as,...,ap} x {29, ..., 2:) U ({ar} x D).

Now consider the function gz(r) = f(r,za,...,x). Note that gz(r) is a restriction of
f with all arguments except the first one fixed.

Claim 1. Vr € D, gz(r) € {xo,..., 2}

To establish this claim, note that for all » € D we have (a1, r) € Rz, and {(a;, ;) |
j=2,....k} C Rz Since f is a polymorphism of R; and f(ay,as,...,a;) = as, it
follows from the definition of R; that gz(r) € {za, ...,z }.

Now we show that if the largest element of the domain, M, is not among xs, . . ., xg,
then gz(r) is constant.
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Claim 2. M & {xs,...,xx} = Vr € D, g:(r) = g:(M).

To establish this claim, define the binary max-closed relation

By S ({M}x D) U{{zsa5) | =2, k}
For all » € D we have (M,r) € R, and {(xj,z;) | j =2,...,k} C R,. By Claim 1,
gz(M) = x; for some 2 < i < k. Since f is a polymorphism of R, it follows from the
definition of R; that gz(r) = x; = gz(M) for every r € D.

Next we generalise Claim 2 to show that gz(r) is constant whenever x,. .., xy
does not contain all elements of the domain D.

Claim 3. {zy,..., 2} # D = Vr € D, gz(r) = gz(M).

To establish this claim, we will show that for every p € D, if p & {za,..., 21},
then gz(r) = gz(M) for every r € D. Note that the case p = M is already proved
by Claim 2. For any p € D\ {M}, define the binary max-closed relation R, =
{(d,A,(d)) | d € D}, where

A () det )T if z <p,
P x—1 ifz>p.

For all » € D we have (r,Ay(r)) € R, and {(x;,Ay(z;)) | 7 = 2,...,k} C R,.
Since f is a polymorphism of R, it follows from the definition of R, that for every
r €D, gs(r) € A N9, (Ap(1))).

Since M € {A,(d) | d € D}, we know, by Claim 2, that ga,)(A,(r)) is constant.
Say ga, @) (Ap(r)) = ky. If ky # p, then |A (k)| = 1 and so gz is constant. Alterna-
tively, if k, = p, then A (k,) = {p,p + 1}. In this case if p & {x,..., 24}, then we
know, by Claim 1, that gz(r) # p, so gz is again constant. This completes the proof
of Claim 3.

Claim 4. gz(r) is constant.

To establish this claim, define the binary max-closed relations R, = {(d, A, (d)) |
de D} and R_ = {(d,A_(d)) | d € D}, where

def T lf.l’#]\f7
z—1 ifa=M

and

A_(x) def )T if x #0,
- z+1 ifx=0.

Define y = (Ai(za),...,Ay(zx)) and z = (A_(22),...,A_(zg)). Since M &
{Ai(d) | de D} and 0 ¢ {A_(d) | d € D}, we know, by Claim 3, that g; and g¢; are
both constant.

For every r € D, (r,A(r)) € Ry and for every i = 2,... k, (z;,Ai(x;)) € R
Since f is a polymorphism of R, , and g is constant, g; is either constant or for every
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r e D, gz(r) € {M,M — 1}. Similarly, for every r € D, (r,A_(r)) € R_ and for
every i = 2,...,k, (z;,A_(x;)) € R_. Since f is a polymorphism of R_, and g; is
constant, gz is either constant or for every r € D, gz(r) € {0,1}. Since |D| > 2 we
know! that [{M, M — 1} N {0,1}] < 1. Hence, in all cases g; is constant.

We have shown that if a; = max(as,...,ax) and f(ay,...,ax) < ay, then f does
not depend on its first parameter. Similarly, by repeating the same argument, we can
show that if f # MAXys  x), then f does not depend on its i-th parameter for some
7 such that 2 <1 < k. Moreover, further repeating the same argument shows that if
f does not depend on any parameter outside of I C {1,...,k} and f # MAX;, then
f does not depend on any of the parameters whose index is in I.

Therefore, either there is some set I C {1,...,k} for which f = MAX; or else f
is constant. However, since f is conservative, it cannot be constant. ]

Next we present a non-algebraic proof.

Proof. (alternative proof of Theorem 4.3.13)
It is enough to show that any clause of the form (x; > ay V --- V x, > a) or
(x1 > ay V- Vaxr > axVy < b), where ay,...,a, b are domain values, can be

expressed by a conjunction of anti-Horn clauses over at most two variables.
Let C be a clause in R;**:

C=(x1>a1Vay>ayV---Vag>a,Vy <b)

(the case without the y literal is even easier and can be handled similarly).

Forallt=1,...,k—1, let y; be a fresh variable. As d > 3, the domain of each y;
contains at least 3 different values, say 1,2 and 3 with the natural order. We define
the following conjunction of clauses ¥, where y; € {1,3} is used as a shorthand for
y; > 3Vy; <1 (possible values less than 1 or greater than 3 do not matter) as follows:

v Y (@ >V e{1,3) A (1 <2V >a) A
k=1 ( (yi-1 > 2Vy; € {1,3}) )
Niza A
A (Y <2V xig1 > aiq)

A (Y1 =2V y < D).

The intuition is given by reading the second clause as (y; > 3 — x2 > az) and
the third one as (y; <1 — yo € {1,3}). Since the first clause reads “either z; > a4
or y; > 3ory; <17, together with the above implications this gives “either z; > a4
or g > ag or yp € {1,3}”. Iterating this reasoning, one can see intuitively why the
construction works.

More formally, we show that C'is logically equivalent to Jy; ...yr_1%. First, let ¢
be a tuple satisfying 1. Then if ¢ satisfies x1 > a;, we are done. Otherwise, because
of the first clause in ¢, ¢ must satisfy (1) y1 > 3 or (2) y1 < 1. In case (1), because of
the second clause in 1, t must satisfy xo > ay and we are done. In case (2), because
of the third clause in v, t must satisfy y, > 3V 1, < 1, and we proceed by induction.

!This is the only place where we use the condition that |D| > 3.
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Conversely, let t be a tuple satisfying C'. We show that ¢ can be completed into a
model of ¢ by assignments to the y;’s.

Assume first that ¢ satisfies ;7 > a;. Then completing ¢ with ¢(y;) = 2 for all
1=1,...,k—1 yields a model of v» whatever the values assigned by ¢ to xo, ..., xg,y.
This can be seen by examining each clause in 1. Now assume that ¢ satisfies z;, > a;,
for some iy € {2,...,k}. Then completing ¢ with t(y;) = 1 for all i = 1,... i — 2,
t(yi,—1) = 3 and t(y;) = 2 for all i =g, ...,k — 1 again yields a model of ¢. Finally,
assume that ¢ satisfies y < b. Then completing t with t(y;) = 1foralli=1,...,k—1
yields a model of v, which finishes the proof.

Note that this proof makes clear why the same argument does not work for d = 2.
Indeed, the “hole” in literal y; € {1, 3} is necessary, since otherwise this literal would
be tautologous and thus, so would every second clause be in 9. And Theorem 4.3.11
indeed shows that in the Boolean case, ternary relations are both sufficient and nec-
essary. O

Combining these results we obtain the following result:
Theorem 4.3.14. For all d > 3,
1. (Rg1) € (Ra2) = Ry

2. (R C (RYSY) = Ry,

Figure 4.1 summarises the results from this section.

RQ Rd

max max
R; Ry

Figure 4.1: Summary of results from Section 4.3, for all d > 3.
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4.4 Finite-valued cost functions

In this section, we consider the expressive power of valued constraint languages con-
taining only finite-valued cost functions.

Cost functions from F, that is, finite-valued cost functions over a Boolean domain,
are also known as pseudo-Boolean functions [BH02, CH]. The class of max-closed
cost functions is discussed in more detail in [CCJKO06] and shown to be tractable. A
number of examples of max-closed cost functions are given in [CCJKO06].

First we show that the set of all finite-valued cost functions of a certain fixed arity
can express all finite-valued cost functions of arbitrary arities. On the other hand, we
show that the mazx-closed finite-valued cost functions of any fixed arity cannot express
all finite-valued max-closed cost functions of any larger arity. Hence we identify an
infinite hierarchy of finite-valued cost functions with ever-increasing expressive power.
Proposition 4.4.1. For alld > 2, (Fq1) C (Fa2) and (F3T*) € (F35%).

=g

Proof. Consider the binary weighted mapping F = {(1, MIN), (1, MAX) }. It is straight-
forward to verify that F € fPol(Fq;) and F € fPol(F77™).

Now consider the binary finite-valued max-closed cost function ¢ over any domain
containing {0, 1}, defined by ¢((0,0)) = 1 and ¢({(.,.)) = 0 otherwise. Note that ¢
is max-closed but F is not a fractional polymorphism of ¢. To see this, consider the
tuples (0,1) and (1,0) (see the tableau below).

0 1 o 0
1o o [x=0
MiIN 0 0 ¢ 1 -
Max 11 0 }Z =1
The result then follows from Theorem 2.4.19. OJ

Now we prove a collapse result for the set of all finite-valued cost functions over
an arbitrary finite domain. This result was previously known for the special case
when d = 2: as we remarked earlier, any Boolean finite-valued cost function can be
represented as a pseudo-Boolean function; using a well-known result from pseudo-
Boolean optimisation [BH02, CH], any such function can be expressed using binary
pseudo-Boolean functions.

Theorem 4.4.2. For alld > 2, (Fy9) = Fy.

Proof. As mentioned above, the case d = 2 follows from well-known results about
pseudo-Boolean functions (see Theorem 1 of [BH02]). Let ¢ € Fy,, for some d > 3
and m > 2. We will show how to express ¢ using only unary and binary finite-valued
cost functions. Without loss of generality, assume that all cost functions are defined
over the set D = {0,1,..., M}, where M = d — 1, and denote by D™ = {t,...,t,}
the set of all m-tuples over D. Clearly, n = d™. Let K € R, be a fixed constant
such that K > maxycpm ¢(t). For any e € D, let x¢ be the binary finite-valued cost
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function defined by

0 ifxr=eandy=0,
Xz, y) = 0 ifx#£eandy=1,
K otherwise.

For any r € Ry, let 1" be the unary finite-valued cost function defined by

7-( ) def r if z = O’
A g
a 0 otherwise.

We now start building the gadget for ¢. Let xi,...,x,, be the variables upon
which we wish to construct ¢, and let ¢; € D™ be an arbitrary fixed tuple. Figure 4.2
shows the part of the gadget for ¢ which ensures that the appropriate cost value is
assigned to the tuple of values t;. The complete gadget for ¢ consists of this part in
n copies: one copy on a new set of variables for every ¢t; € D™.

Define new variables 4, ...,y and z'. We apply cost functions on these variables
as shown in Figure 4.2. Note that each variable yé, 1 < 5 < m, indicates whether

th[l] Xti [2} e o o X i

M¢(tz‘)

Figure 4.2: A part of the gadget for expressing ¢ (Theorem 4.4.2).

or not x; is equal to ¢;[j]: in any minimum-cost assignment, (y; =0) © (z; = t;[j])-
It remains to define the constraints between the variables v, ...,v; and z'. These
will be chosen in such a way that any assignment of the values 0 or 1 to the variables
y; can be extended to an assignment to z' with a total cost equal to the same fixed
minimum value. Furthermore, in these extended assignments 2’ is assigned 0 if, and
only if, all the y§ are assigned 0. (We will achieve this by combining appropriate
binary finite-valued cost functions over these variables and other fresh variables as
described below.) Then, for every possible assignment of values t¢; to the variables
T1,...,Tn,, there is exactly one 2, 1 < i < n, which is assigned the value 0 in any
minimum-cost extension of this assignment. The unary constraint with cost function
u?®) on each 2* then ensures that the complete gadget expresses .
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To define the remaining constraints to complete the constraint in Figure 4.2, we
define two binary finite-valued cost functions as follows:

(0 ify=0and (z=0o0r z=1),
$(y,2) = <0 ify#0andz#0,

| K otherwise,

and
0 ify=0and (z=0o0rz=2),

Ga(y,2) = (0 ify#0andz#0),
K otherwise.

Let P = (V,D,C) where V. = {y1, 45,2} and C = {{(y1,2), ¢1), ((y2, 2), $2)}. (See
Figure 4.3.)
(=)

$1 b2
() @)

Figure 4.3: P expressing ory over non-Boolean domains (Theorem 4.4.2).

We define ory to be the cost function expressed by the gadget (P, (y1,ys, z)). The
cost function ory(y1, ¥z, 2) has the following properties:

e if both ¥y, yo are assigned the zero value, then the total cost is 0 if, and only
if, z is assigned the zero value, otherwise the total cost is either K (if z =1 or
z=2) or 2K (if z > 2);

e if y; is assigned the zero value and y, a non-zero value, then the total cost is 0
if, and only if, z is assigned 1, otherwise the total cost is K;

e if y; is assigned a non-zero value and y, the zero value, then the total cost is 0
if, and only if, z is assigned 2, otherwise the total cost is K;

e if both y; and ys are assigned non-zero values, then the total cost is 0 if, and
only if, z is assigned a non-zero value, otherwise the total cost is 2K.

All these properties of ory can be easily verified by examining the so-called microstruc-
ture [Jég93| of P, as shown in Figure 4.4: this is a graph where the vertices are
pairs (v,e) € V x D, and two vertices (v1,e;) and (v, e5) are connected by an edge
with weight w if, and only if, there is a valued constraint ((vq,vs),c) € C such that
c(e1,e2) = w. Circles represent particular assignments to particular variables, as in-
dicated in Figure 4.4, and edges are weighted by the cost of the corresponding pair
of assignments. Thin edges indicate zero weight, and bold edges indicate weight K.
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Figure 4.4: Microstructure of the instance P (Theorem 4.4.2).

We have shown that, in any minimum-cost assignment for P, the variable z takes
the value 0 if, and only if, both of the variables y; and y, take the value 0. Hence
the cost function ory can be viewed as a kind of 2-input “or-gate”, with inputs ¥
and y, and output z. By cascading m — 1 copies of this gadget we can express a cost
function or,,(y1, - - -, Ym, 2), with the following properties:

e if the arguments vy, s, ..., ¥y, are all assigned the zero value, then assigning
zero to z gives cost 0, but any non-zero assignment to z gives cost at least K;

e if not all the arguments ¥y, ys, . ..,y are assigned the zero value, then there is
a non-zero value e € D such that assigning e to z gives cost 0, but assigning
zero to z gives cost at least K.

Using this combined gadget on the variables yi, %, ...y’ and 2’ in Figure 4.2 com-
pletes the gadget for ¢, and hence establishes that ¢ € (Fga). m

In contrast to this result, the remaining results in this section establish an infinite
hierarchy of increasing expressive power for finite-valued max-closed cost functions.

Notation 4.4.3. We will say that an m-tuple u dominates an m-tuple v, denoted
u>w, if u[i] > vfi] for all 1 <i < m.

Proposition 4.4.4 (|CCJKO06]). An m-ary cost function ¢ : D™ — R is maz-closed
if, and only if, MAX € FPol({¢}) and ¢ is finitely antitone, that is, for all m-tuples
u,v with $(u), $(v) < 00, u < v => B(u) > H(v).

It follows that the finite-valued max-closed cost functions are simply the finite-
valued antitone functions, that is, those functions whose values can only decrease
as their arguments get larger. Note that for such functions the expressive power is
likely to be rather limited because in any construction the “hidden variables” that are
“projected out” can always be assigned the highest values in their domain in order
to minimise the cost. Hence, using such hidden variables only adds a constant value
to the total cost, and so does not allow more cost functions to be expressed.

We now extend the separation result shown in Proposition 4.4.1 and separate each
possible arity.
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00 ..001 0
00 01 0 0
N S =0
10 ...00 0 0|
Max,, 1 1 .. 111 0
. ¢Z
. . :1
MAX,, Ll 111 o (x
SECOND,, 0 0 0 00 1

Figure 4.5: {{(m — 1, MAX,,), (1, SECOND,,) } & fPol({¢}) for ¢ (Proposition 4.4.6).

Proposition 4.4.5. For all d > 2 and m > 2, {(m — 1, MAX,,), (1, SECOND,,)} €
fPoI(F?,zi(_l).

Proof. Let ¢ be an arbitrary (m — 1)-ary finite-valued max-closed cost function. Let
t1,...,tm be (m — 1)-tuples. We show that there is an i such that the tuple s =
SECOND,,(t1, . ..,t,) dominates t¢;, that is, s[j] > ¢[j] for 1 < j < m — 1. To
show this we count the number of tuples which can fail to be dominated by s. If
a tuple ¢, is not dominated by s, for some 1 < p < m, it means that there is a
position 1 < j < m — 1 such that ¢,[j] > s[j]. But since SECOND,, returns the
second biggest value, for every 1 < j < m — 1, there is at most one tuple which is
not dominated by s. Since there are m > 3 tuples, there must be an ¢ such that

t; is dominated by s. Moreover, MAX,,(t1,...,t,,) clearly dominates all t1,...,%,,.
By Proposition 4.4.4, ¢ is antitone and therefore {(m — 1, MAX,,), (1, SECOND,,,)} is
a fractional polymorphism of ¢, by Definition 2.4.10. [

Proposition 4.4.6. For alld > 2 and m > 2, {(m — 1, MAX,,), (1, SECOND,,)} ¢
FPol(F2)

Proof. Let ¢ be the m-ary finite-valued max-closed cost function, over any domain
containing {0, 1}, defined by ¢((0,...,0)) = 1 and ¢((.,...,.)) = 0 otherwise. To
show that {(m — 1, MAX,,), (1, SECOND,,)} is not a fractional polymorphism of ¢,
consider the m-tuples (0,...,0,1), (0,...,0,1,0),...,(1,0,...,0). Each of them is
assigned cost 0 by ¢. But applying the functions MAX,,, ((m—1) times) and SECOND,,,
coordinate-wise results in m — 1 tuples (1,..., 1), which are assigned cost 0 by ¢, and
one tuple (0,...,0), which is assigned cost 1 by ¢ (see Figure 4.5). ]

Theorem 4.4.7. For all d > 2, (Fg7) C (Fg5%) € (Fg5%) € (Fgi®) -
Proof. By Propositions 4.4.5 and 4.4.6 and Theorem 2.4.19. O

Figure 4.6 summarises the results from this section.
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Fy Fipiax

Figure 4.6: Summary of results from Section 4.4, for all d > 2.

4.5 General cost functions

In this section, we show that general cost functions of a fixed arity can express cost
functions of arbitrary arities. Comparing this result with the results of the previous
section provides a striking example of the way in which allowing infinite cost values in
a valued constraint language can drastically affect the expressibility of cost functions
over that language, including finite-valued cost functions.
The class of general max-closed cost functions is known to be tractable [CCJKO06].
Once again it is straightforward to establish a separation between unary and
binary general cost functions.
Proposition 4.5.1. (Gg1) € (Ggz2) and (G71) € (Gg5).

= =

Proof. Identical to the proof of Proposition 4.4.1. O

As with crisp cost functions, in the special case of a Boolean domain, we can show
a separation between binary and ternary general cost functions.

Proposition 4.5.2. (Gy;) C (Gas) and (G35") S (Gy5).

>=

Proof. By Proposition 4.3.8, MAJORITY € FPol(Gy ) and MAJORITY € FPol(G3y5™).
By Proposition 4.3.9, MAJORITY ¢ FPol(Gy3) and MAJORITY ¢ FPol(Gy'3*). The
result then follows by Theorem 2.4.19. O

Next we show a collapse result for general cost functions.

Theorem 4.5.3. For all d > 3, (Gg1) € (Ga2) = Gg. Moreover, (Ga1) € (Gag) C
<G2’3> = GQ.

Proof. Let ¢ € Gy, for some d > 3 and m > 2. It is easy to check that the same
construction as in the proof of Theorem 4.4.2 can be used to express ¢, with K = oo.
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Now let ¢ € Gy, for some m > 2. It is easy to check that a similar construction to
that used in the proof of Theorem 4.4.2 can be used to express ¢, where the instance
P is replaced by the ternary Boolean relation which expresses the truth table of a
2-input or-gate. 0

Note that the proof shows a slightly stronger result: Gy = (Ro3UF5 ), and for all
d >3, Gy = (Rg2UF41). In other words, all general cost functions can be expressed
using unary finite-valued cost functions together with ternary relations (in the case
d = 2), or binary relations (in the case d > 3).

By investigating feasibility polymorphisms and fractional polymorphisms, we will
now show a collapse result for general max-closed cost functions.

First we show that general max-closed cost functions of a fixed arity have the
same feasibility polymorphisms as max-closed cost functions of arbitrary arities.

Proposition 4.5.4. For alld > 3, FPol(Gg5*) = FPol(G™). Moreover, FPol(Gy3*) =
FPol(GE™).

Proof. Assume for contradiction, that there is an f € FPol(Gg5), such that f ¢
FPol(G}'*). By Definition 4.2.5, {Feas(¢) | ¢ € G;**} = R}™. Therefore, such an
f would contradict Theorem 4.3.14 since Pol(Ry5) = Pol(Ry™).

Similarly, assume that there is an f € FPol(G}5*) such that f ¢ FPol(G3™).
This would contradict Theorem 4.3.11 since Pol(Ry5*) = Pol(Ry™). O

We now prove that general max-closed cost functions of a fixed arity have the
same fractional polymorphisms as general max-closed cost functions of arbitrary ar-
ities. First we characterise the feasibility polymorphisms of general max-closed cost
functions.

Proposition 4.5.5. For all d > 2,
FPol(GJ™) = {Max; |0 #T C{l,...,k},k=1,2,... }.

Proof. 1t follows from Definition 4.2.5 that {Feas(¢) | ¢ € GJ**} = R;™*. Therefore,
FPol(G3™) = FPol(R™) and the result follows from Proposition 4.3.6. O

Next we characterise the fractional polymorphisms of general max-closed cost
functions.

Definition 4.5.6. Let F = {(r1, MAXg, ), ..., (rm, MAXg, ) } be a k-ary weighted map-
ping and S C {1,...,k}.
We define

def

suppr S = {i|SinS #0},

wtz(S) o Z T

i€suppz(S)

and

Theorem 4.5.7. Let F = {(r;, MAXg,), ..., (rn, MAXg, )} be a k-ary weighted map-
ping. The following are equivalent:
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1. F € fPol(GI).
2. F € fPol(GyTY).
3. For every subset S C {1,...,k}, wtx(S) > |5].

Proof. We first show that =(3) = —(2) = —(1).
First suppose that there exists an S C {1,...,k} such that wtz(S) < |S|. Let

{a,b} € D be the two biggest elements of D and a < b. Consider the unary cost
function ¢ where

0 if z = b,
def .
o) = 1 ifz=a,
oo otherwise.

Certainly ¢ € Gy7™
Now let
df b ifies,
T; =
a ifigs.
We have that

k
> (i) =k —1S|, and
i=1
D rigMAXs (21, z) = > mgla)+ Y ré(b)
j=1 jésuppr S jEsuppr S
=k— Wt]:(S)

> k —|S|, by assumption.

So F is not a fractional polymorphism of G;7*, and hence not a fractional poly-
morphism of G;**.

To complete the proof we will show that (3) = (1).

Suppose that, for every subset S C {1,...,k}, wtz(S) > |S|.

We will first show the existence of a set of non-negative values pj;; for j =1,...,n
and 7 =1,...,k, where

k
E Pji =Ty,
i=1

E Dji = 1 and
=1

Consider the network in Figure 4.7. The capacity from the source to any node z;
is one. The capacity from node y; to the sink is ;. There is an arc from node z; to
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node y; precisely when 7 € S;, and the capacity of these arcs is infinite. We show
that the flow from z; to y; in a maximum flow is the value of pj;
We will use the (s,?)-MIN-CUT MAX-FLOW Theorem to generate the pj;.

source sink

Yn

Figure 4.7: Network for p;;’s in the proof of Theorem 4.5.7.

Suppose that we have a minimum cut of this network. Let A be those arcs in this
cut from the source to any node z;. Let S ={1,...,k} —{i | x; € A}. Since we have
a cut we must (at least) cut every arc from the nodes {y; | j € supp#(5)} to the
sink. By assumption wt£(S) > |S| and so this cut has total cost at least k. Certainly
there is a cut of cost exactly k (cut all arcs from the source), and so the max-flow
through this network is precisely k. Such a flow can only be achieved if each arc from
the source and each arc to the sink is filled to its capacity. The flow along the arc
from z; to y; then gives the required value for pj;.

Now we will use these values pj; to show that F is indeed a fractional polymor-
phism of GJ**.

Let t1,... % be m-ary tuples and ¢ € G be an m-ary cost function. We have
to show the following:

D o(t) =D rid(Maxs, (t, ... 1) (4.1)

i=1 j=1

If any ¢(t;) is infinite, then this inequality clearly holds.
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By Proposition 4.5.5, all MAXg,, 1 < j < n, are feasibility polymorphisms of
G Therefore, if all ¢(t;) are finite, then all ¢(MAXg, (t1,...,1x)) are finite as well.
By definition of p;; and using that p;; = 0 whenever ¢ ¢ S; we have that

D rip(MAXg, (tr, - te) = DY pud(MAXg, (tr, ..., 1)),

j=1 Jj=11ieS;

Now, since ¢ is antitone, we have

DY pid(Maxg (fr, . 1) < D> pud(ts)

j=1i€s; j=11i€eS8;

Since pj; = 0 whenever ¢ ¢ S; we have that

Z iji¢<ti> = Z ZP;’@(E’)

Jj=11ieS; j=1 i=1
Finally, since Z;‘:l pji = 1 we have established Inequality (4.1). O

Theorem 4.5.8. For all d > 3, fPol(Gg5*) = fPol(G3™). Moreover, fPol(G35*) =
fPol(Gmx)

Proof. By Proposition 4.5.4, G75* and G7** have the same feasibility polymorphisms.
Also, Gy’3* and Gy™* have the same feasibility polymorphisms. By Proposition 4.5.5,
these feasibility polymorphisms are of the form “max-on-a-subset”. Clearly, each com-
ponent function of a fractional polymorphism has to be a feasibility polymorphism,
by Observation 2.4.16. Therefore, the result follows from Theorem 4.5.7. m

Theorem 4.5.9. For all d > 3, (G77*) C (G35%) = G7™. Moreover, (Gy7) C
(G257) & (Ga3™) = G

Proof. The separation results were obtained in Propositions 4.5.1 and 4.5.2, by show-
ing that the valued constraint languages involved have different feasibility polymor-

phisms.
For all d > 2, m > 1 and ¢ € Ry, G}7; is closed under scaling by c. Therefore,
using Theorem 2.4.19, the collapses follow from Proposition 4.5.4 and Theorem 4.5.8.
O

We now present a non-algebraic proof of the collapse results from Theorem 4.5.9.
In fact, we prove a slightly stronger result: for all d > 3, Gg™* = (Rg5* U Fy'{™),
and Gy = (Ry3* UF,'1™). However, the following proof requires that cost functions

take integer values.

Proof. (alternative proof of Theorem 4.5.9)
Let ¢ be an m-ary general max-closed cost function, and write x4, ..., z,, for
the variables. Let yi,...,yx be variables (with d values, say 1,...,d), where K =
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max{¢(x)|p(x) < oo} is the biggest finite cost in the range of ¢. Intuitively, a cost
of k for a tuple will be encoded by i, ...,y assigned the value 1 (and the other
variables assigned the value 0).

We first encode infinite costs. Let ¢r = Feas(¢) be the relation containing tuples
u such that ¢(u) < co. It turns out that this relation is max-closed. Indeed, for all
u,v € ¢pr we have ¢(u), ¢(v) < oo by definition of ¢g. Since ¢ is max-closed we have
20(MAX(u,v)) < ¢(u)+¢d(v) < 00, so p(MAX(u,v)) < oo and thus, MAX(u,v) € @r.
So ¢r is max-closed, that is, ¢ € R .

We now encode finite costs. For an m-tuple ¢t with ¢(t) < oo, write k; for ¢(t).
We let ¢ be the anti-Horn formula /\ft=1((\/111 x; > t[i]) Vy; < 1). Observe that this
formula reads x <t —y; <1TA--- Ay, < 1.

Finally, we define the anti-Horn formula ¢ to be ¢gr A \,cpm ¥4, Where g is
an anti-Horn formula equivalent to ¢r. By Proposition 4.3.10, this formula can be
expressed over Rg%™.

The formula 1 encodes the cost of every tuple as a number of y;’s assigned the
value 1. We thus add, to every variable y;, j = 1,..., K, the cost function p defined
by p(1) = 1 and p(2) = -+ = u(d) = 0. Clearly, this function is max-closed and
therefore in Fy'1™.

We now show that the gadget (v, (z1,...,2,,)) expresses ¢. Let t be an m-ary
tuple. Assume first that k; = ¢(t) is finite. Then 1) contains the subformula

ki m

A zi > tli]) vy <1).

j=1 i=1

Since obviously ¢[i] > ¢[i] holds for no i, every assignment which satisfies ¢ sets

variables yi,...,yk, to 1 and thus, has a cost of at least k;. Now let s; be the
assignment which is equal to ¢t over z1, ..., z,, and which assigns 1 to y1,...,yx, and
2 t0 Yg41,---,Yx. We show that s; satisfies ¢, which gives an assignment of cost at
most k;.

First let 1)y € 1, and recall that ¢y reads x <t — yy < IA---Aygey < L Ift <,
then since ¢ is max-closed and both costs are finite (by definition of 1), we have
é(t) > ¢(t') by Proposition 4.4.4. It follows that {y1,...,ysu} S {¥1,-- -, Yk}, 50 S
assigns 1 to y1, ..., ysw) and thus satisfies ¢, Otherwise, if ¢ £ ¢/, then t[i] > ¢'[i] for
some i and thus s; satisfies ¥y (it does not satisfy its premises). Finally, s; satisfies
Wy for all t'.

Now s; satisfies g by definition of ¢g, since s; equals t over zq,...,x,, and
¢(t) < oo by our assumption. We finally have that for all ¢ with finite cost under ¢,
s; satisfies 1 and thus, the projection of ¥ assigns a cost of at most k; to . Since the
cost is at least k; as shown above, we are done.

Now if ¢ has infinite cost under ¢, then by definition of ¢z we have that ¢t does not
satisfy ¢ and thus, has infinite cost. Therefore, for all d > 3, Gg™* = (Ry5* UF'T"),

In the case of a Boolean domain, v is a relation over the Boolean domain, and
therefore ¢» can be expressed, by Proposition 4.3.10, over Ry'3*. Therefore, G5™* =
(Ry5* UFLTY). O
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Figure 4.8 summarises the results from this section.

Go

(Gap2)

@ Q
o

max max
Go lel;

Figure 4.9: P;, an instance of VCSP(G3'5™) expressing ¢ (Example 4.5.10).

Example 4.5.10. Consider the ternary finite-valued max-closed cost function ¢ over
D ={0,1,2} which is defined by

s {1 if + = (0,0,0),

0 otherwise.

By Proposition 4.4.6, ¢ ¢ (F3%5*). In other words, ¢ is not expressible using only
finite-valued max-closed cost functions of arity at most 2. However, by Theorem 4.5.9,
¢ € (G3z5%). We now show how ¢ can be expressed using general max-closed cost
functions of arity at most 2.
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Let ¢y be the binary finite-valued max-closed cost function defined as follows:

solt) {1 if t = (0,0),

0 otherwise.

Next, define two binary crisp? max-closed cost functions

61(4) def {OO if t = (0, 1),

0 otherwise,

and

dof {oo if + = (0,2),

t p—
@a(t) 0 otherwise.
Let P, = (V, D,C) where V = {x,y, z,u,v} and

C= {((x,u), ¢1>7 <<y7u>7¢2>7 <<y7v>7¢1>7 <<27U>7 ¢2>7 <<u,v>, ¢0>}

We claim that (Py, (7,y,z)) is a gadget for expressing ¢ over Gz%5*. (See Fig-
ure 4.9.) If any of x, y, z is non-zero, then at least one of the variables u, v can be
assigned a non-zero value and the cost of such an assignment is 0. Conversely, if z, y
and z are all assigned zero, then the minimum-cost assignment must also assign zero
to both u and v, and hence has cost 1.

We now show another gadget for expressing ¢, using only crisp max-closed cost
functions of arity at most 2 and finite-valued max-closed cost functions of arity at
most 1.

Let p be the unary finite-valued max-closed cost function defined by

(z) def |1 ifx=0,
xr g
a 0 otherwise.

Let Py = (V/, D,C’) where V/ = {x,y, z,u,v,w} and

C= {((x,u>, ¢1>7 <<y7u>7¢2>7 <<y7v>7¢1>7 <<Z7U>7 ¢2>7 <<u’w>7¢1>7 <<U7w>v ¢2>7 <waﬂ>}'

See Figure 4.10. Similarly to the argument above, (Ps, (z,y, 2)) is a gadget for
expressing ¢. This can be verified by examining the microstructure of Py (see Fig-
ure 4.11): circles represent particular assignments to particular variables, as indicated,
and edges are weighted by the cost of the corresponding pair of assignments. Thin
edges indicate zero weight, bold edges indicate infinite weight, and assigning 0 to
variable w gives cost 1.

ZNote that a “finite variant” of ¢;, defined as ¢;((0,1)) = K for some finite K < oo and
¢1({.,.)) = 0 otherwise, is not max-closed. The infinite cost is necessary.
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Figure 4.10: Py, an instance of VCSP(R3%* U F3'1™) expressing ¢ (Example 4.5.10).

LIRN
7 T ¥
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cfofolciolo
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Figure 4.11: Microstructure of the instance Py (Example 4.5.10).
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Example 4.5.11. Recall Example 2.3.9 which showed how to express ¢ = (#0)?
using cost functions ¢g, ¢1, ¢o and u. All three binary crisp cost functions ¢q, ¢1,
and ¢, are max-closed. Moreover, the unary finite-valued cost function p is max-
closed as well.

4.6 Characterisation of Mul(F7**) and fPol(F;*)

In section 4.4, we have seen that showing fPol(F}7, ;) € fPol(F}) implies an infinite
hierarchy of cost functions with ever-increasing expressive power. In section 4.5, we
have characterised the fractional clone of general max-closed cost functions. In this
section, we characterise the multi-clone and fractional clone of finite-valued max-
closed cost functions.

Notation 4.6.1. Recall from Notation 4.4.3 that we say that an m-tuple u dominates
an m-tuple v, denoted u > v, if uli] > v[i] for all 1 < i < m. We say that u strictly
dominates v if ufi] > v[i] for all 1 < i < m. If s > ¢ (s > t respectively), we also
write t < s (t < s respectively).

Notation 4.6.2. For a graph G = (V| E) and a set of vertices V' C V| we define
the set of neighbours of V' as N(V') = {v € V|(I' € V) [(v,v') € E)]}. We say a
graph G = (V, E) is bipartite if V = VyUV; and E C V, x V;. For a bipartite graph
G = (Vo, V1, E), a matching is a set of edges £ C F such that no two edges from
E’ share a vertex, and the size of such a matching is |E’|. A perfect matching is a
matching of size |V;].

Theorem 4.6.3 (Hall (1935)). A bipartite graph G = (Vy, Vi, E) has a perfect match-
ing if, and only if, (VV' C Vy) [|[N(V")| > |V'|].

We denote by D a fixed finite totally-ordered domain set with |D| = d.
We now characterise the multimorphisms of F};***, the valued constraint language
containing all finite-valued max-closed cost functions.

Theorem 4.6.4. Let F = (f1,..., fi), where each f; : D¥ — D, and let S; = {j |
filur, ... ug) > u;}, 1 <i<k. Then the following are equivalent:

1. F € Mul(F3).

2. For every fixed collection of k tuples uy,...,ux € D™,

(VI C {1, k) IS = 1)

il

3. For every fized collection of k tuples uy,...,u, € D™, there exists a bijective
mapping ¢ : {1,...,k} — {1,...,k} such that

(V1 <i < k) [fi(ur, .. ur) > up)]-
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Proof. First we show (1) = (2).
Let I C {1,...,k} and assume for contradiction that |U;c; S;| < |I|. Define a cost
function ¢ on D™ as

det |1 if < fi(ug,...,u) for some i € I,
0 otherwise.

We show that ¢ is max-closed. Let u and v be two m-tuples. If ¢(u) = ¢(v) = 1,
then the multimorphism inequality, as given in Definition 2.4.11, is satisfied easily
as ¢ takes only costs 0 and 1. If either ¢(u) = 0 or ¢(v) = 0 (or both), then
d(MaxX(u,v)) = 0 from the definition of ¢, and the multimorphism inequality is
satisfied again. Hence ¢ is max-closed.

The following holds from the definition of ¢:

k

Y odw) = [USil < 1 < Y o(filurs-. - up)).

=1 el %

Therefore, F is not a multimorphism of ¢ which is a contradiction as ¢ is a
finite-valued max-closed cost function.

Now we show (2) = (3).

Consider a bipartite graph G = (V, Vi, E), where

Vb :{0} X {fl(ul, e ,Uk), .. .,fk(ul, Ce ,Uk)},
Vi ={1} x {uq, ..., us},

and
(<0,f7;(u1, . ,uk)>, <1,Uj>) el & (j € SZ)

(Since {uy,...,ux} and {fi(u1,...,ug),..., fu(ui,...,ux)} are not necessarily dis-
joint, we have to distinguish between the same tuples in these two sets.) We have
that for any V' C Vi, N(V') = Ugijo.fi(ur,....un)yevySi- Therefore, (2) is equivalent
to Hall’s Condition and by Hall’s Theorem 4.6.3, G has a perfect matching. This
matching clearly defines the wanted bijective mapping .

Finally, we show (3) = (1).

This is clear as finite-valued max-closed cost functions are finitely antitone by
Proposition 4.4.4, and therefore the multimorphism inequality, as given in Defini-
tion 2.4.11, is satisfied. [

In other words, a function F : D¥ — DF is a multimorphism of F5** if, and only
if, for every collection of source k tuples, there is a bijective mapping which maps the
k source tuples to the k target tuples in a dominance-preserving way. Note that the
same proof characterises the multimorphisms of Fj* for every m > 1.

Corollary 4.6.5. F € Mul(Fy7Y) if, and only if, for every collection of k tuples
Uy, ...,uy € D™ there is a bijective mapping ¢ : {1,... .k} — {1,... k} such that
(V1 <i<k) [filur, ..., up) > g
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Proof. Notice that ¢ from the proof of Theorem 4.6.4 is of arity m. Therefore,
¢ € F;'2* and the same proof works. H

d,m

The next theorem shows that for a given F € Mul(F;™), there is a uniform
bijective mapping from Theorem 4.6.4 (3); that is, a bijective mapping that works for
every possible collection of tuples.

Theorem 4.6.6. For a given F = (f1,..., fx) € Mul(F3*), where each f; : D* — D,
1 <i <k, there is a bijective mapping ¢ : {1,...,k} — {1,...,k} such that for every
collection of k tuples uy, ..., ux € D™, (V1 <i < k) [fi(ur, ..., up) > upp)).

Proof. By Theorem 4.6.4, for every collection of k tuples uy,...,ur € D™, there is a

bijective mapping with the required properties. Assume for contradiction that there

is no single mapping which preserves dominance for every collection of £ m-tuples.
Define a finite-valued max-closed cost function of arity md™ as

d(x) = Y@y, Tm) F V(@ Tom) o V(T gmhtymg1s - Tamb)

for some ¢ € F7". Let u and v be two tuples of arity md™*. Since 1) is max-closed,
if u < v, then ¢(u) > ¢(v). Hence ¢ is a max-closed cost function. Therefore, F is
a multimorphism of ¢. By Theorem 4.6.4, there is a bijective dominance-preserving
mapping for a collection of k (md™)-tuples which correspond to every possible col-

lection of k& m-tuples. O
In a similar way, we can characterise the fractional polymorphisms of F;“*.

Theorem 4.6.7. Let F = {(r1, f1),...,(rn, fn)}, where each r; is a positive rational
number such that Y ., r; =k and each f; : D*¥ — D. Let S; = {j | fi(uy,...,ux) >
u;}, 1 <i < k. Then the following are equivalent:

1. F € fPol(Fm™).

2. For every fized collection of k tuples uy,...,u, € D™,

VIC{L,....n}) [[JSiI =D ri

i€l icl

Proof. First we show (1) = (2).
Let I C{1,...,n} and assume for contradiction that | U;c; S;| < >
a cost function ¢ on D™ as

r;. Define

ier T
0 otherwise.

of |1 ifx < filur,...,up) f €1,
é(z) def { if © < fi(uy uy,) for some i €

We show that ¢ is max-closed. Let u and v be two m-tuples. If ¢(u) = ¢(v) = 1,
then the multimorphism inequality, as given in Definition 2.4.11, is satisfied. If either
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¢(u) =0 or ¢(v) =0 (or both), then p(MAX(u,v)) = 0 from the definition of ¢, and
the multimorphism inequality is satisfied again. Hence ¢ is max-closed.
The following holds from the definition of ¢:

k

k
ZM%) = USi < Zﬁ' < anb(fi(ul,...,uk)).

i=1 i€l i€l

Therefore, F is not a fractional polymorphism of ¢ which is a contradiction as ¢
is a finite-valued max-closed cost function.

Now we show (2) = (1). Let uy,...,ur € D™ be a fixed collection of k tuples.
We want to show that if (2) holds, then

k n
> p(u) = rid(filua, ... up)). (4.2)
i=1 i=1

Since all 7;, 1 < i < n, are rational numbers, we have r; = p;/q;. Let ¢ =
lem(qi, ..., qs).2 Then for every 1 <i < n, r; = ((piq)/a)(1/q) = ki(1/q), where k; is
a natural number.

For every 1 <i < n, we replace the tuple f;(uy,...,ux), which has weight r;, with
k; copies of the same tuple where each new tuple has weight 1/q. Since > " | r; = k,
we have kq new tuples and we denote them v, ... ,v;q. Clearly,

n kq

S T r(filur, ) =Y (1/q)d(v)).

i=1 i=1

For every 1 <i < k, we replace the tuple u;, which has (implicit) weight 1, with ¢
copies of the same tuple where each new tuple has weight 1/¢q. We denote these new
tuples uj, ..., u,. Clearly,

Zcb(ui) = Z(l/q)¢(u;>-

Similarly to the proof of Theorem 4.6.4, consider a bipartite graph G = (Vy, V4, E),
where Vo = {v},..., v}, Vi = {u},.. ., u,}, and (v}, u)) € E < vj, replaced some
filui, ..., ug), and u), replaced some u; and j € S;.

Clearly, (2) implies Hall’s Condition on G. By Theorem 4.6.3, G has a perfect
matching. As edges in G preserve dominance on tuples, and every finite-valued max-

closed cost function is antitone by Proposition 4.4.4, Inequality (4.2) is satisfied.
Therefore, F € fPol(F;**). O

3least common multiple
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4.7 Summary

We have investigated the expressive power of valued constraints in general and max-
closed valued constraints in particular.

In the case of relations, we built on previously known results about the express-
ibility of an arbitrary relation in terms of binary or ternary relations. We were able to
prove, in a similar way, that an arbitrary max-closed relation can be expressed using
binary or ternary max-closed relations. The results about the collapse of the set of all
relations and all max-closed relations contrast sharply with the case of finite-valued
cost functions, where we showed an infinite hierarchy for max-closed cost functions.
This shows that the VCSP is not just a minor generalisation of the CSP — finite-
valued max-closed cost functions behave very differently from crisp max-closed cost
functions with respect to expressive power. We also showed the collapse of general
cost functions, by characterising the feasibility polymorphisms and fractional poly-
morphisms of general max-closed cost functions. This shows that allowing infinite
costs in max-closed cost functions increases their expressive power substantially, and
sometimes allows more finite-valued functions to be expressed.

We remark that all of our results about max-closed cost functions obviously have
equivalent versions for min-closed cost functions, that is, those which have the frac-
tional polymorphism {(2, MIN)}. In the Boolean crisp case these are precisely the
relations that can be expressed by a conjunction of Horn clauses.

One of the reasons why understanding the expressive power of valued constraints
is important, is for the investigation of submodular functions. A cost function ¢ is
called submodular if it has the fractional polymorphism {(1, MIN), (1, MAX)}. Hence
submodular valued constraints can be characterised as min-max-closed valued con-
straints. Understanding the expressive power of max-closed valued constraints is a
natural first step towards understanding of the expressive power of submodular valued
constraints. And indeed, we will study the expressive power of submodular valued
constraints in the next two chapters.

Related work We remark on the relationship between our results and some pre-
vious work on the VCSP. Larrosa and Dechter have shown [LD00] that both the
so-called dual representation [DP89] and the hidden variable representation [Dec90],
which transform any CSP instance into a binary CSP instance, can be generalised to
the VCSP framework. However, these representations involve an exponential blow-
up (in the arity of the constraints) of the domain size (that is, the set of possible
values for each variable). The notion of expressibility that we are using in this thesis
always preserves the domain size. Our results clarify which cost functions can be
expressed using a given valued constraint language over the same domain, by intro-
ducing additional (hidden) variables and constraints; the number of these that are
required is fixed for any given cost function.

The class of relations which can be made max-closed by permuting domains of all
variables is called renamable, permutable, or switchable anti-Horn. Testing whether a
given VCSP instance consists of renamable max-closed cost functions can be done in
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polynomial time for Boolean domains [Lew78|, but is NP-complete for non-Boolean
domains [GCO08].

Open problems It would be interesting to know expressive power of various other
classes of cost functions of different arities.



CHAPTER b

Expressive Power of Submodular Functions

We can only see a short distance ahead,

but we can see plenty there that needs to be done.
Alan Turing (1912-1954)

This chapter is based on the following paper:

[ZJ09a] S. Zivny and P.G. Jeavons, Classes of Submodular Constraints Ex-
pressible by Graph Cuts. To appear in Constraints, 2009.
Earlier version in Proceedings of the 1jth International Conference on
Principles and Practice of Contraint Programming (CP’08), volume
5202 of Lecture Notes in Computer Science, pages 112-127. Springer,
2008.

5.1 Introduction

In this chapter, we study the expressive power of binary submodular functions. Our
results present known and new classes of submodular functions which are expressible
by binary submodular functions.

Recall that SFM, is the minimisation problem for locally-defined submodular
functions. There is a close relationship between the expressive power of binary sub-
modular functions and solving the SF'M,, problem via (s,t)-MIN-CUT: showing that
a class C of submodular functions is expressible by binary submodular functions is
equivalent to showing that the SFM, problem for functions from C can be solved via
(s,t)-MIN-CUT.

As SFM, is equivalent to VCSP instances with bounded-arity submodular con-
straints, our results have important consequences for submodular VCSP instances.
We will present our results primarily in the language of pseudo-Boolean optimisation.
However, in Chapter 6, we will mention the consequences of our results for constraint
satisfaction problems and certain optimisation problems arising in computer vision.

82
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5.2 Results

Recall from Section 2.5 that an instance of the SFM problem can be minimised
in polynomial time. The time complexity of the fastest known general algorithm for
SFM, and therefore for VCSP instances with submodular constraints, is O(n®+n°L),
where n is the number of variables and L is the look-up time (needed to evaluate the
cost of an assignment to all variables) [Orl09].

As discussed in more detail in Section 5.3, we will only deal with Boolean instances
of SFM,. Therefore, an instance of SFM,; with n variables will be represented as
a polynomial in n Boolean variables, of some fixed bounded degree. The problem
of expressing Boolean submodular functions by binary submodular functions is then
equivalent to expressing Boolean submodular polynomials by binary submodular poly-
nomials.

A general algorithm for SFM can always be used for the more restricted SEM,,
but the special features of this more restricted problem sometimes allow more efficient
special-purpose algorithms to be used. (Note that we are focusing on ezact algorithms
which find an optimal solution. See [CCJKO05] for approximation algorithms for the
Max-CSP, which is a special case of the VCSP, and [FMV(7| for approximation
algorithms for the SFM.) In particular, it has been shown that certain cases can
be solved much more efficiently by reducing to the (s, ?)-MIN-CUT problem; that is,
the problem of finding a minimum cut in a directed graph which includes a given
source vertex and excludes a given target vertex. For example, it has been known
since 1965 that the minimisation of quadratic submodular polynomials is equivalent
to finding a minimum cut in a corresponding directed graph [Ham65, BH02, CH].
Hence quadratic submodular polynomials can be minimised in O(n?) time, where n
is the number of variables.

A Boolean polynomial in at most 2 variables has degree at most 2, so any sum of
binary Boolean polynomials has degree at most 2; in other words, it is quadratic. It
follows that an efficient algorithm, based on reduction to (s,t)-MIN-CUT, can be used
to minimise any class of functions that can be written as a sum of binary submodular
polynomials. We will say that a polynomial that can be written in this way, perhaps
with additional variables to be minimised over, is expressible by binary submodular
polynomials (see Section 5.3). The following classes of functions have all been shown
to be expressible by binary submodular polynomials in this way:!

e polynomials where all terms of degree 2 or more have negative coefficients (also
known as negative-positive polynomials) [Rhy70];

e cubic submodular polynomials [BM85];

e {0, 1}-valued submodular functions (also known as 2-monotone functions) [CKS01,
CCIK05);

1n fact, it is known that all Boolean polynomials (of arbitrary degree) are expressible by binary
polynomials [Ros75, BH02|, but the general construction does not preserve submodularity; that is,
the resulting binary polynomials are not necessarily submodular.
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All these classes of functions have been shown to be expressible by binary sub-
modular polynomials and hence minimisable in cubic time (in the total number of
variables). Moreover, several classes of submodular functions over non-Boolean do-
mains have also been shown to be expressible by binary submodular functions and
hence minimisable in cubic time [BKR96, CCJK04, CCJKO05].

Our results are twofold. First, we provide alternative, and often much simpler,
proofs of the expressibility results for the above classes of functions. Second, we
present a new class of submodular functions of arbitrary arities expressible by binary
submodular polynomials, and hence minimisable in cubic time (in the total number
of variables).

This chapter is organised as follows. Section 5.3 provides necessary information
on submodular functions. In Section 5.4, we show equivalence between the (s,t)-
MiIN-CuT problem and the minimisation problem for quadratic submodular polyno-
mials. In Section 5.5, we present alternative proofs of known expressibility results
for so-called negative-positive, {0, 1}-valued and ternary submodular functions. In
Section 5.6, we present a new class of submodular functions of arbitrary arities ex-
pressible by binary submodular functions.

5.3 Preliminaries

Recall that a cost function of arity n is just a mapping from D™ to R for some
fixed finite set D. Cost functions can be added and multiplied by arbitrary positive
real values, hence for any given set of cost functions, I', we define the convex cone
generated by I', as follows.

Definition 5.3.1 (Cone). For any set of cost functions I', the cone generated by T,
denoted Cone(I'), is defined by:

Cone(F) déf {a1¢1+"'+@r¢r | r > 17 ¢17"'7¢7" EF, Qpy ..., Qp ZO}
Note that Definition 2.3.1 of expressibility can be stated equivalently as follows:

Definition 5.3.2 (Expressibility). A cost function ¢ of arity n is said to be expressible
by a set of cost functions I' if ¢ = miny, ., &' (21,...,20,91,...,y;), for some ¢’ €

.....

Cone(I'). The variables y,...,y; are called extra (or hidden) variables, and ¢’ is
called a gadget for ¢ over I'.

Remark 5.3.3. Recall from Definition 2.4.1 and Theorem 2.4.19 that we care about
expressibility up to additive and multiplicative constants.

Lemma 5.3.4 ([CCJKO06]). Let D be a finite lattice-ordered set. A cost function
¢ : D™ — R is submodular if, and only if, the following two conditions are satisfied:

1. ¢ satisfies that for all m-tuples u,v with ¢(u), p(v) < oo,

¢(MIN(u, v)) + ¢(Max(u,v)) < ¢(u) + ¢(v).
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2. MIN, MaX € FPol({¢}).

The second condition in Lemma 5.3.4 implies that the set of m-tuples on which
¢ is finite is a sublattice of the set of all m-tuples, where the lattice operations are
the operations MIN and MAX. Theorem 49.2 of [Sch03] proves that any real-valued
submodular function defined on such a sublattice can be extended to a submodular
function defined on the full lattice.? Hence, by Lemma 5.3.4, any submodular function
¢ can be expressed as the sum of a finite-valued submodular function ¢g,, and a
submodular relation ¢ = Feas(¢), that is, ¢ = ¢fin + Orel-

It is known that all submodular relations are binary decomposable (that is, equal
to the sum of their binary projections) [JCCI8|, and hence expressible using only
binary submodular relations. Therefore, when considering which cost functions are
expressible by binary submodular cost functions, we can restrict our attention to
finite-valued cost functions without any loss of generality.

Remark 5.3.5. We discuss more the restriction to finite-valued submodular cost
functions. Given a finite lattice-ordered set D, let ¢ be a submodular cost function
defined on a sublattice D’ of D. The goal is to change the definition of f to the whole
of D so that the resulting cost function is submodular, and the minimisation problem
is not affected by these changes. In other words, we would like to find a finite-valued
submodular f such that f = f on D’, min f = min f, and the minimum is achieved
on D'

Schrijver has shown [Sch03] that for a given ¢ as above, there is an a € Ry such
that f(u) = (@) +a|uAul is a finite-valued submodular cost function, where  is the
smallest element above u such that f(u) < oo, and u A w is the symmetric difference
between the sets corresponding to % and u in the 0-1 representation of D. Clearly,
the same holds for every o/ > «a. For example, in a VCSP instance with submodular
valued constraints over n variables, it is sufficient to choose o/ > nM, where M is
the maximum finite cost of all cost functions.

We have shown that when dealing with the expressibility problem for submodular
cost functions, we can restrict ourselves to only finite-valued cost functions without
any loss of generality. Now we show that we can restrict ourselves to only Boolean
finite-valued cost functions.

Remark 5.3.6. Note that any variable over a non-Boolean domain D = {0, 1,...,d—
1} of size d can be encoded by d — 1 Boolean variables. This process is known as
Booleanisation. One such encoding is the following: en(i) = 09-"'1¢%. Using this
encoding function we can replace each variable with d — 1 new Boolean variables and
impose a (submodular) relation on these new variables which ensures that they only
take values in the range of the encoding function en. Note that en(max(a,b)) =

2Note that this result is not obvious because simply changing the infinite cost to some big, but
finite constant M does not work: for ¢; < ¢o, 00+ ¢1 > 00+ ¢, but M +c¢; < M + ¢o. For instance,
consider the submodular cost function ¢ defined as follows: ¢(0,0) = ¢(1,0) = oo, ¢(0,1) = 1
and ¢(1,1) = 2. Changing ¢(0,0) = ¢(1,0) = M for any finite number M would violate the
submodularity condition.
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max(en(a), en(b)) and en(min(a, b)) = min(en(a),en(b)), so this encoding preserves
submodularity. Therefore, in this chapter, we will focus on problems over Boolean
domains, that is, where D = {0, 1}.

Remark 5.3.7. Because every chain in a lattice-ordered set has to be mapped to a
chain, and different chains have to be mapped to different chains, any submodularity-
preserving encoding of a non-Boolean variable over a d-element domain by Boolean
variables needs at least d variables. However, for practical purposes, certain subclasses
of non-Boolean submodular functions which can be encoded by Boolean submodular
functions with fewer variables have been studied, as well as approximation algorithms
for these problems [RKAT08, KLT09].

Any cost function of arity m can be represented as a table of values of size D™.
Moreover, a finite-valued cost function ¢ : D™ — R on a Boolean domain D = {0, 1}
can also be represented as a polynomial in m (Boolean) variables with coefficients
from R, and the degree of this polynomial is at most m (such functions are sometimes
called pseudo-Boolean functions [BH02, CH]). Over a Boolean domain we have z* =
x, so the degree of any variable in any term can be restricted to 0 or 1, and this
polynomial representation is then unique. Hence, in what follows, we will often refer
to a finite-valued cost function on a Boolean domain and its corresponding polynomial
interchangeably.

For polynomials over Boolean variables there is a standard way to define deriva-
tives of each order (see [BH02, CHJ). For example, the second-order derivative of
a polynomial p, with respect to the first two indices, denoted 012(x), is defined as
p(1,1,x) —p(1,0,x) — p(0,1,%x) + p(0,0,x). Derivatives for other pairs of indices are
defined analogously. Tt has been shown in [NWF78] that a polynomial p(zy, ..., z,)
over Boolean variables 1, ..., x, represents a submodular cost function if, and only
if, its second-order derivatives 0;;(x) are non-positive for all 1 < i < j < n and
all x € D" 2. An immediate corollary is that a quadratic polynomial represents a
submodular cost function if, and only if, the coefficients of all quadratic terms are
non-positive.

Remark 5.3.8. Note that a cost function is called supermodular if all its second-
order derivatives are non-negative. Clearly, f is submodular if, and only if, —f is
supermodular, so it is straightforward to translate results about supermodular func-
tions, such as those given in [CCJKO05] and [PY05], into similar results for submodular
functions, and we will use this observation several times below. Cost functions which
are both submodular and supermodular (in other words, all second-order derivatives
are equal to zero) are called modular, and polynomials corresponding to modular cost
functions are linear [BH02, CH].

Example 5.3.9. For any set of indices I = {i1,...,in} C {1,...,n} we can define a
cost function ¢; in n variables as follows:

—1 if (Vie I)(z;=1),

0 otherwise.

Or(ze, ... xy) def {
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The polynomial representation of ¢; is p(x1,...,2,) = —x; ... x;,, which is a poly-
nomial of degree m. By checking the second-order derivatives of p, it follows that ¢;
is submodular.

However, the function ¢; is also expressible by binary polynomials, using a single
extra variable, y, as follows:

or(zy, ..., x,) = min y(m—1— le)

y€{0,1} pye

We remark that this is a special case of the expressibility result for negative-positive
polynomials first obtained in [Rhy70).

Definition 5.3.10. We denote by I'sp the set of all finite-valued submodular cost

functions of arity at most k on a Boolean domain D, and we set I'g,p, def Uy Tsub k-

5.4 Reduction to (s,t)-MIN-CUT

In this section, we show equivalence between the minimisation problem for quadratic
submodular polynomials and the (s,t)-MIN-CUT problem.

Theorem 5.4.1 ([Ham65|). (s,t)-MIN-CUT and the minimisation problem of poly-
nomials over I'syp 2 are polynomial-time equivalent.

Proof. First we show that any instance (G = (V, E), w, s,t), where w : E — R, and
s,t € V, of (s,t)-MIN-CUT is reducible to the minimisation problem for quadratic
submodular polynomials:

e every vertex from V is represented by a single Boolean variable;

e by adding a linear term M s, for large M, we impose a unary constraint on s to
take the value 0;

e similarly, by adding a linear term M (1 — t), we impose a unary constraint on ¢
to take the value 1;

e for every edge (u,v) € E, we add a submodular quadratic term av — auv, where
a = w((u,v)) is the weight of the edge (u,v) in G' (note that av — auv returns
a if, and only if, v = 0 and v = 1, and 0 otherwise).

There is equivalence between (s, t)-cuts in G, that is, subsets of vertices including
s but excluding ¢, and assignments of zeros and ones to variables in the corresponding
polynomial which set s to 0 and ¢ to 1. (Value 0 corresponds to vertices in the cut.)

On the other hand, we show now that any submodular quadratic polynomial can
be minimised by reducing to (s,¢)-MIN-CUT.

Let p be an arbitrary submodular quadratic polynomial, that is,

n
p(l‘l, Ce ,.Tn) = ag + g a;x; + E Qi T,
=1

1<i<j<n
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where a;; <0 for all 1 <¢ < j <n. Then,

p=ay+ Za;xi + Za;(l — ;) + Z ag; (1 — x);,
icP jEN 1<i<j<n
where PONN =0, PUN = {1,2,...,n}, aj; = —ay;, and aj,a},aj; > 0. (This is
known as a posiform [BH02, CHJ.)
Now p can be easily minimised by reducing to (s,?)-MIN-CUT:

1. vertices of the graph are xy,...,x, and two extra vertices s and t;

/.

2. there is an edge going from z; to x; with weight a;;;

3. for every i € P, there is an edge going from s to x; with weight a};
4. for every j € N, there is an edge going from x; to ¢ with weight a’;.

Again, there is equivalence between (s,t)-cuts in the constructed graph and assign-
ments (which set s to 0 and ¢ to 1) of zeros and ones to the posiform representation
of p. O

Corollary 5.4.2. A quadratic submodular polynomial in n Boolean variables can be
minimised in O(n?) time.

Proof. By Theorem 5.4.1, and using some standard cubic-time algorithm for (s,t)-
MiN-CuTt [GT88]. O

Example 5.4.3. Consider the following quadratic submodular polynomial:

P = 8+ 12l’1+7l‘2+ 11.I3 —5.7,‘4 —71’5

— X1Ty — Tx1X4 — 3T9x3 — 4T324 — DT3T5 — T4Ts.
We can rewrite p as in the proof of Theorem 5.4.1 as follows:

p=8+4 12z 4+ Ty + 11x3 — S24 — T35
+ (1 =z — 2o+ 7(1 — z1)xy — Tog + 3(1 — 29)x3 — 323
+4(1 — z3)xy — 4ws + 5(1 — z3)x5 — ds + (1 — x4)x5 — 25
= —21+ 1221 + 622 + 8xs + 16(1 — x4) + 13(1 — x5)
+ (1 —z)xe + 7(1 —x1)xg + 3(1 — 29)x3 + 4(1 — 23)x4 + 5(1 — 23) w5 + (1 — 24)25.

We can now build a graph G with 5 vertices corresponding to variables x; through
x5 and two extra vertices s and ¢ and add edges accordingly (see Figure 5.1).

For every assignment v of values 0 and 1 to variables xy, ..., x5, p(v(xy),...,v(zs5))
is equal to the size of the (s,t)-cut in G given by v minus 21 (for the constant term
in the posiform representation of p). The minimum cut in G, with value 16, is the
set {s,x1,x9,23}. Therefore, the assignment x; = 25 = x3 = 0 and x4 = 25 = 1
minimises the polynomial p with total value 16 — 21 = —5.
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Figure 5.1: Graph G corresponding to polynomial p (Example 5.4.3).

5.5 Known classes of expressible functions

In this section, we present new and simpler proofs for some known expressibility
results. We will focus on three classes of cost function on a Boolean domain: sub-
modular cost functions whose corresponding polynomials have negative coefficients
for all terms of degree > 2; {0, 1}-valued submodular cost functions; and ternary
submodular cost functions. We show that cost functions from these three classes are
expressible over I'gyp 9.

Definition 5.5.1. Define I'eg 1 to be the set of all cost functions over a Boolean do-
main, of arity at most k£, whose corresponding polynomials have negative coefficients

for all terms of degree greater than or equal to 2. Set I'yeq def U Treg -

It is well known that these cost functions, sometimes called negative-positive, are
submodular [BH02|. The minimisation of cost functions chosen from I'ne, using min-
cuts was first studied in [Rhy70], but we give a simplified proof.

Theorem 5.5.2 ([Rhy70]). I'neg € (Tsub2)-

Proof. We use the gadget we have already seen in Example 5.3.9: Given any polyno-
mial p representing a cost function from I',eg, We can replace each term —ax;, ... x;,
of p of degree k > 3, where a > 0, by

—azy ...z, = min {a(—y+y Z (1 =)}
velon ek}

In this way, we introduce a new variable for every term of degree > 3. O]

Corollary 5.5.3. A polynomial p in n Boolean variables over I'neg can be minimised
in O((n +1)3) time, where r is the number of terms of degree 3 or greater in p.

Next we consider the class of cost functions over a Boolean domain which take
only the cost values 0 and 1. (Such constraints can be used to model optimisation
problems such as MAX-CSP, see [CCJKO05].)
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Definition 5.5.4. Define I'g 13 1 to be the set of all {0, 1}-valued submodular cost

functions over a Boolean domain, of arity at most k, and set I'(g 1 dof Ukl (0,1} k-
The minimisation of submodular cost functions from I'to;; has been studied

in [CKSO1], where they have been called 2-monotone functions. The equivalence

of 2-monotone and submodular cost functions and a generalisation of 2-monotone
functions to non-Boolean domains® has been shown in [CCJKO05].

Definition 5.5.5. A cost function ¢ is called 2-monotone if there exist two sets
A, B C {l,...,n} such that ¢(x) = 0if A C x or x C B and ¢(x) = 1 otherwise
(where A C x means Vi € A, x; = 1 and x C B means Vi ¢ B, z; = 0).

Using the notion of expressive power we are able to give a very simple proof of
the following result:

Theorem 5.5.6 ([CKS01]). I'to13 € (T'suby2)-

Proof. Any 2-monotone cost function ¢ can be expressed over I'gy2 using 2 extra
variables, 1, yo:

o(x)= min {(1—y)ya+y1 > (1—z)+(1—y2) Y i}

2€{0,1
y1y2€{0,1} icA iZB

]

Corollary 5.5.7. A polynomial p in n Boolean variables over I'g 1y can be minimised
in O((n+r)3) time, where r is the number of 2-monotone cost functions represented
m p.

Finally, we consider the class I'qyp 3 of ternary submodular cost functions over a
Boolean domain. This class has been studied in [BMS85], from where we obtain the
following useful characterisation of cubic submodular polynomials.

Lemma 5.5.8 ([BM85]). A cubic polynomial p(xq,...,x,) over Boolean variables
represents a submodular cost function if, and only if, it can be written as

p(r1,...,2n) = ap + E a;T; — E a;T; — E Qi TiT 5

{iyect {iyecy {i,j}ECy

+ E Qi jRTTjTy — E AT XXy,

{i,j.k}eCT {i.j.k}eCy

where Cy denotes the set of quadratic terms, and C;* (C;) denotes the set of terms
of degree i with positive (negative) coefficients, for i =1,3, and

1. Qs Qgj, Aijk > 0 ({Z} € C’IJr U C;,{Z,]} € C27{i7j7 k} S C?jr UC;)7 and

3In |CCJKO5], 2-monotone cost functions are defined over lattice-ordered sets and called gener-
alised 2-monotone cost functions. In [KLO08|, these are called just 2-monotone cost functions.
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2. V{Z,j} € CQ, Qg5 + Zk\{i,j,k}ec’;’ g5k S 0.

This characterisation, together with the notion of expressive power, allows us to
obtain a very simple proof of the following result:

Theorem 5.5.9 ([BMS85]). I'sub3 € (Fsub2)-

Proof. Let p be a polynomial representing an arbitrary cost function in I'gp3. By
submodularity, all quadratic terms in p are non-positive. We already know how to
express a negative cubic term using a gadget over I'syp2 (Theorem 5.5.2). To express
a positive cubic term, consider the following identity:

T — Tilj — TiTp — TjTp = yg&iﬂ}{(l — X — T, — )Y}

Hence, we can replace a positive cubic term a;j,7;7;x) in p with

min {aijk(l — X — T — :z:k)y + aijk(l};l’j + x;x1 + l'jl'k)}
ye{0,1}
It remains to check that all quadratic coefficients of the resulting polynomial are non-
positive. However, this is ensured by the second condition from Lemma 5.5.8. O

Corollary 5.5.10. A cubic submodular polynomial p in n Boolean variables can be
minimised in O((n +r)3), where r is the number of cubic terms in p.

Remark 5.5.11. We remark that the proof of Theorem 5.5.9 given in [BM85] was
obtained using a different approach based on the so-called conflict graphs of a super-
modular polynomial (see [BH02, CH|). Such graphs have been shown to be bipartite,
and therefore the problem of finding a maximum weight stable set can be reduced to
a flow problem. However, the resulting time complexity is the same.

5.6 New classes of expressible functions

In this section, we present new classes of submodular cost functions which can be
expressed by binary submodular cost functions. First, we derive a necessary condition
for a 4-ary cost function over a Boolean domain to be submodular. We also present
some sufficient conditions, which give rise to new classes of submodular cost functions
which can be expressed over I'g,p2, and hence minimised efficiently. We prove the
sufficient conditions first for 4-ary submodular cost functions and then generalise
them to k-ary submodular cost functions for every k£ > 4.

We start with submodular cost functions of arity 4. One might hope to obtain
a simple characterisation of 4-ary submodular cost functions over a Boolean domain
similar to Lemma 5.5.8. However, it has been shown that testing whether a given
quartic Boolean polynomial is submodular is co-NP-complete [Cra89, (GS88]. Hence,
one is unlikely to find a polynomial-time checkable characterisation, as this would
prove that P=NP. However, we obtain the following necessary condition.
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Lemma 5.6.1. If a quartic polynomial p(z1, ..., x,) over Boolean variables represents
a submodular cost function, then it can be written such that, for all {i,j} € Cy:

1. a;; <0, and

2. Qi + Zk\{i,j,k:}eqj Qijk + Zk,l|{z’7j7k7l}eoj Qijkl + EJ S O, where

Fi; = E Qijk + E Aijkis

k|{i.j,k}eCy Nijk,. yeCf k{5, k1 YeCT A{ig.k, }.{ing,l, }ECT

Csy denotes the set of quadratic terms, and C;~ (C;”) denotes the set of terms of degree
i with positive (negative) coefficients, for i = 3, 4.

Proof. Let p be a quartic submodular polynomial and let ¢ and j be given, then
8ij (X1, .o i1, Tty - oo Tj1, Tjs1, - - -, Tp), the second-order derivative of p with re-
spect to the ¢th and jth variable, is equal to

0ij = a;j + E Qi Tk + E ikl TRT]

k|{i.j,k}eCs ke l|{i,g, k1Y CT

- E Qi Tl — E Akl T -

k|{i.j,k}eCy k,{i,d,k 1 eCy

Consider an assignment which sets x;, = 1 if k =4 or kK = j, and xp = 0 otherwise.
From submodularity, a;; < 0, which proves the first condition. By setting x; = 1 for
all k such that {4, 7, k} € Cy and xy = x; = 1 for all k, [ such that {i, j, k,1} € CJ, we
get the second condition. We set to 1 all variables which occur in some positive cubic
or quartic term. The second condition then says that the sum of all these positive
coefficients minus those which are forced, by our setting of variables, to be 1 (F};), is
at most 0. (Note that this also proves Lemma 5.5.8.) O

Next we show a useful example of a 4-ary submodular cost function which can be
expressed over the binary submodular cost functions using one extra variable.

Example 5.6.2. Let ¢ be the 4-ary cost function defined as follows: ¢(x) = min{2k, 5},
where k is the number of Os in x € {0,1}*. The corresponding quartic polynomial
representing ¢ is

p(xla T2, X3, 954) =D + X1 XT3y — T1Tg — T1T3 — T1Tg — TaTg — Taly — T3T4.

By considering second-order derivatives of p, it can be checked that p is submodular.
For instance, d12(z3,x4), the second-order derivative of p with respect to the first
two variables, is equal to zjxox3zy — 1. Clearly, d12(z3,24) < 0. It can be shown
by a simple case analysis that p cannot be expressed as a quadratic polynomial with
non-positive quadratic coefficients (from the definition of p, the polynomial would
have to be 5 — z129 — X103 — T124 — X223 — T4 — X324 Which is not equal to p on
Ty =Ty =123 =1x4=1).
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However, p can be expressed over I'y,,s using just one extra variable, via the
following gadget:

p(x1, T2, 23, 24) = min {5+ (3 — 221 — 229 — 223 — 224)y}.
ye{0,1}
Definition 5.6.3. Using the same notation as in Lemma 5.6.1, define I'y¢ 4 to be the
set of all 4-ary submodular cost functions over a Boolean domain whose corresponding
quartic polynomials satisfy, for every 7 < j,

Qi + Z Qi + Z Akl < 0. (51)

k|{i.jk}eCs k| {i.g kY eCT
Theorem 5.6.4. Iyra C (Dayb2)-

Proof. Let ¢ € I'sysa and let p be the corresponding polynomial which represents
¢. First, replace all negative cubic and quartic terms using the construction in The-
orem 5.5.2. As in the proof of Theorem 5.5.9, replace every positive cubic term
@ik T;T; %) i p with

min {a;jx(1 — x; — x; — )y + ay(vix; + Tz + xj28) )
ye{0,1}
Using the same construction as in Example 5.6.2, replace every positive quartic term
@10 T With

in {agm(3 — 22, — 2, — 21, — 2
yg%(lﬁ}{a i ( x; — 225 — 2x) — 271)Y

+ ijr(Tir; + Tz + 1wy + o+ Tr 4 TR b

It only remains to check that all quadratic coefficients in the resulting polynomial are
non-positive. However, this is ensured by the definition of I'g, 4 and by the choice of
the gadgets. O

Our next example shows that I'syga © Isyp 4.

Example 5.6.5. Define a 4-ary submodular cost function ¢ as follows: ¢(x) =
min(3k,7) + 2y + z, where k is the number of 0s in x € {0,1}*; y = 1 if, and only
if, x = (1,1,1,0) (and 0 otherwise), and z = 1 if, and only if, x = (1,1,0,0) (and 0
otherwise). The corresponding polynomial representing ¢ is

p($1, X2, T3, $4) =T+ 2212903%4 — 2217974 — T1T3%4 — T2X3T4

— 13 — X114 — T2X3 — L2y — T3X4.

By considering the second-order derivatives of p, it can easily be checked that ¢ is
submodular. However, ¢ & I, 4: for i =1 and j = 2, the expression in Equation 5.1
on page 93 gives 2. Hence Theorem 5.6.4 does not apply to ¢.

As in Example 5.6.2, by a simple case analysis (system of equations), it can be
shown that ¢ cannot be expressed over I'y,, 2 without extra variables or with just one
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extra variable. However, the following gadget shows that ¢ is in fact expressible over
['sub2 using just two extra variables:

P(T1, T2, T3, %) =T — T1T4 — ToXy — T3y
+ min {2y + 3y2 — y1ye — y1(x1 + 2 + 273) — ya(x1 + 22 + 224) }
y1,y2€{0,1}

We now generalise the expressibility result of submodular cost functions from
Isur 1 to subclasses of submodular cost functions of arbitrary arities.

Definition 5.6.6. We define 'y, ;. to be the set of all k-ary submodular cost functions
over a Boolean domain whose corresponding polynomials satisfy, for every 1 < i <

J <k,
k—2
ay+ Y > Wiir,is =0,

=1 {iiin,enis}€CT,
where C; denotes the set of terms of degree i with positive coefficients.

In other words, for any 1 <i < j <k, the sum of a;; and all positive coefficients
of cubic and higher-degree terms which include z; and x; is non-positive.

Theorem 5.6.7. For every k > 4, Ugyirr € (Dsub2) -

Proof. First we show how to uniformly generate gadgets over I'y,, o for polynomials
of the following type:

k
pk(xl,...,:rk) :HQSZ— Z .fl?i.ij.
i=1

1<i<j<k

Note that py(x) = —(”21), where m is the number of 1s in x, and (g) = (;) = 0, unless
m =k (x consists of 1s only), in which case p(x) = —(7) + 1.

We claim, that for any k£ > 4, the following, denoted by P, is a gadget for py:

k k—4 k

Pe(T1, .., xp) = min {y0(3—22xi)+2yj(2+j—Zazi)}.
Y0, Yk—1€{0,1} i1 = i1

Notice that in the case of k = 4, the gadget corresponds to the gadget used in the proof

of Theorem 5.6.4, and therefore the base case is proved. We proceed by induction on

k. Assume that P; is a gadget for p; for every ¢ < k. We prove that Py, is a gadget

for pr1.

Firstly, take the gadget Py for pi, and replace every sum Zle x; with Zfill x;.
We denote the new gadget P’. By the inductive hypothesis, it is not difficult to see
that P’ is a valid gadget for pp,; on all assignments with at most & — 1 1s. Also,
on any assignment with exactly & 1s, P’ returns —(g) + 1. On the assignment with
k +1 1s, P’ returns: —(g) +1—2—1(k —4). This can be simplified as follows:

~BY+1-2-k+d4=-O+1-k+2=-(O)+ " +1+2=-(") +1+2.
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Hence P’ is almost a gadget for p,y1: we only need to subtract 1 on an assignment
which has exactly k 1s, and subtract 2 on the assignment consisting of 1s only. But
this is exactly what min,, ,cqo13{yr—3(2+ (k —3) — Zf;l z;)} does. Therefore, we
have established that Py is a gadget for pyi; over I'yyp 2 with & — 3 extra variables.

Given a cost function ¢ € T'grx, let p be the corresponding polynomial which
represents ¢. By the construction in Theorem 5.5.2;, we can replace all negative terms
of degree > 3. By the constructions in Theorem 5.5.9 and Theorem 5.6.4, we can
replace all positive cubic and quartic terms. Now for any positive term of degree d,
5 < d < k, we replace the term with the gadget P; and add Zl§i<j§k x;x; back in.
This construction works if all quadratic coefficients of the resulting polynomial are
non-positive. However, this is ensured by the definition of I'qy  and by the choice of
the gadgets. O]

Corollary 5.6.8. A polynomial p in n Boolean variables over U's, can be minimised
in O((n + 1)3) time, where v is the number of cost functions of arity 3 or greater
represented in p.

5.7 Summary

We have studied the expressive power of binary Boolean submodular functions. In the
pseudo-Boolean optimisation language, we studied classes of submodular functions
whose polynomial representation can be decomposed into a sum of binary submodular
polynomials, over a possibly larger set of variables.

We have shown new and simpler proofs of known results for a range of special
classes. Moreover, we have shown a new class of submodular functions of arbitrary
arities which can be expressed by binary submodular functions. Consequently, we
have shown in a uniform way that all these classes of submodular functions can be
minimised efficiently by reducing to the (s,¢)-MIN-CUT problem. The same new
class of functions has recently been obtained independently by Zalesky [Zal08] using
different gadgets.

Chapter 6 studies the question of which submodular functions are expressible by
binary submodular functions in more depth, obtains a more general class of expressible
functions and also discusses applications of these results to VCSP instances with
submodular constraints.

Related work There has been a lot of research on subclasses of pseudo-Boolean
functions which can be minimised* using (s, #)-MIN-CUT or reduced to this problem
by switching a subset of variables (see [BH02] for a recent survey). Note that switching
a subset of variables does not preserve submodularity.

In Section 5.5, we discussed the class of negative-positive (also known as almost-
positive) functions. This class has been studied in [Bal70, Rhy70, PR75, PQ&2].

“Most papers on pseudo-Boolean optimisation deal with the maximisation problem, and therefore
talk about supermodular functions, rather than submodular functions. However, the maximisation
problem of supermodular functions is equivalent to the minimisation problem of submodular func-
tions.
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Functions which can be made negative-positive by switching a subset of variables are
called unate functions. The class of unate functions has been studied and shown to
be recognisable in polynomial time in [SAWC90]. Note that unate functions are not
in general submodular.

The class of cost function which can be made submodular by permuting the do-
mains of all variables is called renamable, permutable, or switchable submodular.
Testing whether a given binary VCSP instance consists of renamable submodular
cost functions can be done in polynomial time for any finite domain [Sch07].



CHAPTER 6

Non-Expressibility of Submodular Functions

A man should look for what is, and not for what he thinks should be.
Albert Einstein (1879-1955)

This chapter is based on the following paper:

[ZCJ09] S. Zivny, D.A. Cohen, and P.G. Jeavons. The Expressive Power

of Binary Submodular Functions. Discrete Applied Mathematics,
157(15):3347-3358, 20009.
Earlier version in Proceedings of the 34th International Symposium
on Mathematical Foundations of Computer Science (MFCS’09), vol-
ume 5734 of Lecture Notes in Computer Science, pages 744-T757.
Springer, 2009.

6.1 Introduction

In Chapter 5, we studied the expressive power of binary submodular functions. We
have seen that showing that a class C of submodular functions is expressible by binary
submodular functions is equivalent to showing that functions from C can be minimised
via (s,t)-MIN-CuUT. Furthermore, showing that a class C of submodular functions
is not expressible by binary submodular functions is equivalent to showing that the
SFM, problem for functions from C cannot be reduced to the (s, t)-MIN-CUT problem
via the expressibility reduction.

It has previously been an open problem whether all Boolean submodular functions
can be decomposed into a sum of binary submodular functions over a possibly larger
set of variables. This problem has been considered within several different contexts
in computer science, including computer vision, artificial intelligence, and pseudo-
Boolean optimisation. Using the connection between the expressive power of valued

97
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constraints and certain algebraic properties of functions described in earlier chapters,
we answer this question negatively.

6.2 Results

The series of positive expressibility results in Chapter 5 naturally raises the following
question:

Problem 6.2.1. Are all submodular polynomials expressible by binary submodular
polynomials, over a possibly larger set of variables?

Each of the above expressibility results was obtained by an ad-hoc construction,
and no general technique! has previously been proposed which is sufficiently powerful
to address Problem 6.2.1.

Using the algebraic approach to characterising the expressive power of valued con-
straint developed by Cohen et al. in [CCJ06] and discussed in Chapter 3, we are able
to give a negative answer to Problem 6.2.1: we show that there exist submodular
polynomials of arity 4 that cannot be expressed by binary submodular polynomi-
als. More precisely, we characterise exactly which submodular polynomials of arity
4 are expressible by binary submodular polynomials and which are not. In addition,
we show that any submodular polynomial of arity 4 is either expressible by binary
submodular polynomials with only a small number of extra variables, or it is not
expressible at all.

On the way to establishing these results we show that two broad families of sub-
modular functions, known as upper fans and lower fans, are all expressible by binary
submodular functions. This provides a large new class of submodular polynomi-
als of all arities that are expressible by binary submodular polynomials and hence
are solvable efficiently by reduction to (s,t)-MIN-CuT. We use the expressibility
of this family, and the existence of non-expressible functions, to refute a conjecture
from [PY05] on the structure of the extreme rays of the cone of Boolean submodular
functions, and suggest a more refined conjecture of our own.

The rest of this chapter is organised as follows. In Section 6.3, we show some new
classes of submodular functions to be expressible by binary submodular functions.
In particular, we show that all upper fans and lower fans of arbitrary arities are ex-
pressible by binary submodular functions. In Section 6.4, we characterise precisely
the multimorphisms of all binary submodular functions. Moreover, we characterise
the fractional clone of all binary submodular functions, and we present a sufficient
condition for a mapping to belong to the multi-clone of all submodular functions.
The characterisation of the multi-clone of binary submodular functions helps us to
prove, in Section 6.5, the main result of this chapter: there are submodular functions
which are not expressible by binary submodular functions. Moreover, we charac-
terise precisely which submodular functions of arity 4 can be expressed by binary

'For example, standard combinatorial counting techniques cannot resolve this question because
we allow arbitrary real-valued coefficients in submodular polynomials. We also allow an arbitrary
number of additional variables.
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submodular functions. Our results imply limitations on the expressibility reduction
and establish for the first time that it cannot be used in general to minimise arbitrary
submodular functions. Finally, we refute a conjecture of Promislow and Young [PY05]
on the structure of the extreme rays of the cone of Boolean submodular functions.
In Section 6.6, we present some results on the recognition problem for submodular
functions. Section 6.7 summarises this chapter and comments on related work.

6.3 Expressibility of upper fans and lower fans

We begin by defining some particular families of submodular cost functions, first
described in [PY05], which will turn out to play a central role in our analysis.

Definition 6.3.1. Let L be a lattice. We define the following cost functions on L:

e For any set A of pairwise incomparable elements {as,...,a,,} C L, such that
each pair of distinct elements (a;, a;) has the same least upper bound, \/ A, the
following cost function is called an upper fan:

-2 ifz >\ A,
da(z) O e # VA, but = > a; for some i,
0 otherwise.
e For any set B of pairwise incomparable elements {ay,...,a,} C L, such that

each pair of distinct elements (a;, a;) has the same greatest lower bound, A B,
the following cost function is called a lower fan:

-2 itx < AB,
op(x) © if x £ A\ B, but z < a; for some i,

0 otherwise.

We call a cost function a fan if it is either an upper fan or a lower fan. Note
that our definition of fans is slightly more general than the definition in [PY05]. In
particular, we allow the set A to be empty, in which case the corresponding upper fan
¢4 is a constant function. It is not hard to show that all fans are submodular [PY05].

Note that when D = {0, 1}, the set D™ with the product ordering is isomorphic
to the lattice of all subsets of an n-element set ordered by inclusion. Hence, a cost
function on a Boolean domain can be viewed as a cost function defined on a lattice
of subsets, and we can apply Definition 6.3.1 to identify certain Boolean functions as
upper fans or lower fans, as the following example indicates.

Example 6.3.2. Let A = {[},..., 1.} be a set of subsets of {1,2,...,n} such that
for all i # j we have I;  I; and I; U I; = |J A.
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By Definition 6.3.1, the corresponding upper fan function ¢4 has the following
polynomial representation:

p(z1,...,x,) = (r—2) H xi_Hxi_'”_HIi‘

ieJ A iel i€l

Remark 6.3.3. We remark that any permutation of a set D gives rise to an au-
tomorphism of cost functions over D. In particular, for any cost function f on a
Boolean domain D, the dual of f is the corresponding cost function which results
from exchanging the values 0 and 1 for all variables. In other words, if p is the poly-
nomial representation of f, then the dual of f is the cost function whose polynomial
representation is obtained from p by replacing all variables = with 1 — xz. Observe
that, due to symmetry, taking the dual preserves submodularity and expressibility by
binary submodular cost functions.

It follows from Definition 6.3.1 that upper fans are duals of lower fans and vice
versa.

Definition 6.3.4. We denote by I't,ps i the set of all fans of arity at most k£ on a

. def
Boolean domain D, and we set I'ans = |y, ans -

Our next result shows that I'tans € (sub2); that is, fans of all arities are expressible
by binary submodular functions.

Theorem 6.3.5. Any fan on a Boolean domain D is expressible by binary submodular
functions on D using at most 1 + |m/2| extra variables, where m is the degree of its
polynomial representation.

Proof. Since upper fans are dual to lower fans, it is sufficient to establish the result
for upper fans only.

Let A = {I,...,1.} be a set of subsets of {1,2,...,n} such that for all i # j
we have I; € I; and [; U I; = |[JA, and let ¢4 be the corresponding upper fan, as
specified by Definition 6.3.1. The polynomial representation of ¢4, p(x1,...,x,), is
given in Example 6.3.2.

The degree of p is equal to the total number of variables occurring in it, which
will be denoted m. Note that m = | J A|.

If r =0, then ¢4 is constant, so the result holds trivially. If r = 1, we have A =
{I}, where I = {i1,...,i,} and the polynomial representation of ¢4 is —2x;, 2, - - - x;, .-
In this case, it was shown in Example 5.3.9 that ¢4 can be expressed by quadratic
functions using one extra variable, as follows:

—2x;, Ty -y, = min 2y((m —1) — ;) }.
i (2u((m = 1) = 3 )}

For the case when r > 1, we first note that any i € J A must belong to all the
elements of A except for at most one (otherwise there would be two elements of A,
say I; and I;, such that I; U I; # |J A, which contradicts the choice of A).
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We will say that two elements of | J A are equivalent if they occur in exactly the
same elements of A; that is, 41,72 € (J A are equivalent if i1 € [; & iy € I; for all
j € {i,...,r}. Equivalent elements i; and iy of | J A can be merged by replacing them
with a single new element. In the polynomial representation of ¢4 this corresponds
to replacing the variables z;, and z;, with a single new variable, z, corresponding to
their product. Note that the number of equivalence classes of size two or greater is
at most |m/2].

After completing all such merging, we obtain a new set A" = {I],...,I’,} with the

property that |I/| = m/' — 1 for every i, where m’ = || J A’| is the size of the common
join of any [}, I; € A". This set has a corresponding new upper fan, ¢4/, over the new

merged variables.

To complete the proof we will construct a simple gadget for expressing ¢4/, and
show how to use this to obtain a gadget for expressing the original upper fan ¢ 4.

Note that the sets I] are subsets of | J A, each of size m’ — 1. Any such subset
is uniquely determined by its single missing element. We denote by K the set of
elements occurring in all sets I} and by L the set of elements which are missing from
one of these subsets. Clearly, | K|+ |L| = m/. We claim that the following polynomial
is a gadget for expressing ¢/;:

Pz z) = min {y(2(m' = 1) = |L| =) 2 -2 z)}

€fo,1
ve{0.1} icl ieK

To establish this claim, we will compute the value of p’, for each possible assignment
to the variables zq,..., 2, . Denote by ky the number of Os assigned to variables in
K, and by [y the number of Os assigned to variables in L. Then we have:

P (21, s 2py) = min y(2m' —2 —|L| — ZZZ — QZ’Z’)

vel0.1} il i€K
= min y(2m' —2—|L| — (|L] —lo) — 2(m’ — |L| — ko))
ye{0,1}
= min y(2m' —2 —2|L| + lo — 2m' + 2|L| + 2ko)
ye{0,1}
= yg%(l)%} Y(—2 + 2ko + lp).
Hence if kg = Iy = 0, then p’ takes the value -2. If kg = 0 and [y = 1, then p’ takes
the value -1. In all other cases (that is, kg > 0 or [y > 1), p’ takes the value 0. By
Definition 6.3.1, this means that p’ is the (unique) polynomial representation for ¢ 4.
Note that p’ uses just one extra variable, y.

Finally, we show how to obtain a gadget for the original upper fan ¢4, from
the polynomial p’. Each variable in p’ represents an equivalence class of elements
of |JA, so it can be replaced by a term consisting of the product of the variables
in this equivalence class. In this way we obtain a new polynomial over the origi-
nal variables containing linear and negative quadratic terms together with negative
higher-order terms (cubic or above) corresponding to every equivalence class with 2 or
more elements. However, each of these higher-order terms can itself be expressed by
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a quadratic submodular polynomial, by introducing a single extra variable, as shown
in the case when r = 1, above. Therefore, combining each of these polynomials, the
total number of new variables introduced is at most 1+ [m/2]. ]

All of the expressibility results from Chapter 5 can be obtained as simple corol-
laries of Theorem 6.3.5, as the following examples indicate. In other words, Theo-
rem 6.3.5 generalises all previously known classes of submodular functions which can
be expressed by binary submodular functions.

Example 6.3.6. Any negative monomial —z1xy - x,, is a positive multiple of an
upper fan, and the positive linear monomial x; is equal to —(1 — z1) + 1, so it
is a positive multiple of a lower fan, plus a constant. Hence all negative-positive
submodular polynomials are contained in Cone(I'tns), and by Theorem 6.3.5, they
are expressible by binary submodular polynomials, as originally shown in [Rhy70],
and also in Theorem 5.5.2.

Example 6.3.7. Any cubic submodular polynomial can be expressed as a positive
sum of upper fans [PY05]. Hence, by Theorem 6.3.5, all cubic submodular polynomi-
als are expressible by binary submodular polynomials, as originally shown in [BMS85],
and also in Theorem 5.5.9.

Example 6.3.8. Recall from Definition 5.5.5 that a Boolean cost function ¢ is called
2-monotone [CKSO01] if there exist two sets R, S C {1,...,n} such that ¢(x) = 0 if
R CxorxC S and ¢(x) =1 otherwise (where R C x means Vi € R, z[i] = 1 and
x C S means Vi ¢ S, z[i] = 0). It was shown in [CCJKO05, Proposition 2.9] that a
2-valued Boolean cost function is 2-monotone if, and only if, it is submodular.

For any 2-monotone cost function defined by the sets of indices R and S, it is
straightforward to check that ¢ = minycgo13 y(1 + ¢4/2) + (1 — y)(1 + ¢5/2) where
¢4 is the upper fan defined by A = {R} and ¢p is the lower fan defined by B = {S}.
Note that the function y¢4 is an upper fan, and the function (1 — y)¢p is a lower
fan. Hence, by Theorem 6.3.5, all 2-monotone polynomials are expressible by binary
submodular polynomials, and solvable by reduction to (s,t)-MIN-CUT, as originally
shown in [CKSO01], and also in Theorem 5.5.6.

Example 6.3.9. A much studied subclass of submodular functions which can be min-
imised via (s,t)-MIN-CUT is the class of polar (also known as homogeneous [BM85))
functions [Cra89]. Polar functions are functions which have a posiform representation
(this means that all coefficients except the constant one are non-negative) such that
all monomials consists of only variables or negated variables [BM85].

More formally, a polynomial is called polar if it can be expressed as a sum of terms
of the form axyzy ...z or a(l — z1)(1 — x2) ... (1 — x) with positive coefficients a,
together with a constant term. It was observed in [BM85] that all polar polynomials
are supermodular. Hence in our context it makes sense to talk about negated polar
polynomials, which are required to have all coefficients except the constant one non-
positive. It follows from results in [BMS85] that all negated polar polynomials are
submodular.
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It is known that for binary and ternary functions, negated polar functions are
precisely submodular functions [Cra89]. Moreover, it is known that for functions
of arity 4, negated polar functions are strictly included in the class of submodular
functions of arity 4 [BM85].

As every negated term —axixs...xy, is a positive multiple of an upper fan, and
every negated term —a(1—z1)(1—x2)...(1—xy), is a positive multiple of a lower fan,
by Theorem 6.3.5, all cost functions which are the negations of polar polynomials are
expressible by binary submodular polynomials, and solvable by reduction to (s,t)-
MIiIN-CuT, as originally shown in [BMS85].

However, Theorem 6.3.5 also provides many new functions of all arities which have
not previously been shown to be expressible by binary submodular functions, as the
following example indicates.

Example 6.3.10. The function 221 x9x304— 212903 — 1Ty —T1T3L4— o314 belongs
to D'fans,4, but does not belong to any class of submodular functions which has previ-
ously been shown to be expressible by binary submodular functions. In particular, it
does not belong to the class [y, identified in Chapter 5 (see Definition 5.6.3).

6.4 Characterisation of Mul(I'y2) and fPol(I'yp )

Since we have seen that a cost function can only be expressed by a given set of cost
functions if it has the same multimorphisms, we now investigate the multimorphisms
and fractional polymorphisms of I's,p 9.

Notation 6.4.1. A function F : D¥ — DF is called conservative if, for each possible
choice of z1,...,z, the tuple F(xy,...,x) is a permutation of xy,...,x; (though
different inputs may be permuted in different ways).

Lemma 6.4.2. Let I' be a valued constraint language including all unary cost func-
tions. Then any multimorphism F of I'; F € Mul(T"), is conservative.

Proof. Recall from Example 2.1.15 that for any d € D and ¢ € R,, we define the
unary cost function u? as follows:

af |c ifx=d,
pa(x) = .
0 ifx#d.

Let F : D¥ — DF be a non-conservative function. In that case, there are
ULy .oy Ug, UL, 0 € D such that F(uq,...,ur) = (v1,...,v;) and there is i such
that v; occurs more often in (vy,...,v;) than in (uy,...,ug). But then F is not
a multimorphism of the unary cost function uj". Hence any F € Mul(I') must be
conservative.

]

Notation 6.4.3. For any two tuples x = (z1,...,2%) and y = (y1,...,yx) over D,
we denote by H(x,y) the Hamming distance between x and y, which is the number
of positions at which the corresponding values are different.
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Definition 6.4.4. We denote by I'g;, , the set of binary submodular cost functions
taking finite or infinite costs.

Theorem 6.4.5. For any Boolean domain D, and any F : D* — DF, the following
are equivalent:

1. F € Mul(Tgup2)-
2. F e Mul(l'gg, 5)-
3. F 1is conservative and Hamming distance non-increasing.

Proof. First we consider unary cost functions. All unary cost functions on a Boolean
domain are easily shown to be submodular. Hence, by Lemma 6.4.2, all multimor-
phisms of I'sup2 and I'g), 5 are conservative. On the other hand, any conservative
function F : D¥ — DF is clearly a multimorphism of any unary cost function, since
it merely permutes its arguments.

For any ¢ € R, define the binary cost functions A, and y. as follows:

def {c if x £y,

df Jc Hzx=0andy=1,
)\c(m7 y) - { XC(J:’ y) - O otherwise

0 otherwise.

(We have seen A, in Example 2.1.15.) Note that y.(z,y) = (A(z,y) + Ac(y, x)) /2.

By a simple case analysis, it is straightforward to check that any binary submod-
ular cost function on a Boolean domain can be expressed by binary functions of the
form )., with ¢ > 0 together with unary cost functions of the form .

We observe that when ¢ < oo, A\:(2,y) = (xe(z,y) + p2(x) + pui(y) — ¢)/2, so
Ae can be expressed by functions of the form y. together with unary cost functions
of the form pd. Hence, since expressibility preserves multimorphisms, Mul(Tsyp2) =
Mul({x. | c € Ry,c>0}) NMul({u? | c € Ry,d € D}).

Now let u,v € D¥, and consider the multimorphism inequality, as given in Defini-
tion 2.4.11, for the case where t; = (u[é], v[i]), for i = 1,... k. By Definition 2.4.11,
for any ¢ > 0, F is a multimorphism of y. if, and only if, the following holds for all
choices of u and v:

H(u,v) > H(F(u), F(v)).

This proves that the multimorphisms of I, 2 are precisely the conservative functions
which are also Hamming distance non-increasing.

Since T'sup2 € gy 0, We know that Mul(T'gS, 5) € Mul(I'sup2). Therefore, in order
to complete the proof it is enough to show that every conservative and Hamming
distance non-increasing function F is a multimorphism of A\, and y.. However, as
Xoo 18 expressible by A, because Yoo (7, y) = Ao(Z,Y) + Aoo(y, ), and expressibility
preserves multimorphisms, it is enough to show that every conservative and Hamming
distance non-increasing function F is a multimorphism of A\.

For any u,v € {0,1}*, the Hamming distance H(u, V) is equal to the symmetric
difference of the sets of positions where u and v take the value 1. Hence, for tuples
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u and v containing some fixed number of 1s, the minimum Hamming distance occurs
precisely when one of these sets of positions is contained in the other.

Now consider again the multimorphism inequality, as given in Definition 2.4.11,
for the case where t; = (uli], v[i]), for i = 1,... k. If there is any position ¢ where
ufi] = 0 and v[i] = 1, then A (¢;) = 00, so the multimorphism inequality is trivially
satisfied. If there is no such position, then the set of positions where v takes the value
1 is contained in the set of positions where u takes the value 1, so H(u,v) takes its
minimum possible value over all reorderings of u and v. Hence if F is conservative,
then H(u,v) < H(F(u),F(v)), and if F is Hamming distance non-increasing, we
have H(u,v) = H(F(u),F(v)). But this implies that the set of positions where
F(v) takes the value 1 is contained in the set of positions where F(u) takes the value
1. By definition of A\, this implies that both sides of the multimorphism inequality
are zero, so F is a multimorphism of \. O

Remark 6.4.6. In recent work with Dave Cohen [CZ09], we have obtained an al-
ternative characterisation of Mul(I's,p2) as those functions which are strictly subset
preserving.

We now show that fractional polymorphisms of binary submodular cost functions
have to be fractionally conservative.

Notation 6.4.7. Let F = {(r1, f1), ..., (", fn) } be a k-ary weighted mapping, where
each r; is a positive rational number such that Z?Zl r; = k and each f; is a distinct
function from D* to D. Then F is called fractionally conservative if for each possible
choice of z1,...,x; and every 1 <17 < k,

> r;=1. (6.1)
{91f;(@1,.wp )=}

Lemma 6.4.8. Let I' be a valued constraint language including all unary cost func-
tions. Then any fractional polymorphism F of I', F € fPol("), is fractionally conser-
vative.

Proof. Recall from Example 2.1.15 and from the proof of Lemma 6.4.2 that for any
d € D and ¢ € Ry, we define the unary cost function u? as follows:

of c ifxr=d,
pi(a) = {

0 ifx#d.
First notice that for every xy,...,zx and 1 < i <n, fi(xy,...,zx) € {z1,..., 21}
(This is a weaker condition than F being conservative.) Otherwise, F cannot be a

fractional polymorphisms of the unary cost function u{"(“""’w’“).

Now assume that there is an 1 < ¢ < k such that Z{j|fj(xlv---$k):$i} ry > 1.
Then clearly F cannot be a fractional polymorphism of the unary cost function pj".
Therefore, for all 7, Z{j\fj( r; < 1.

Il,...,xk)zﬁfi}
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Equality 6.1 now follows from the fact that for every x, ..., zy,

n k
ZTZ':Z Z Tj:k.
=1

=1 {j|fj(:v1,,$k):$7,}
[

We now prove an extension of Theorem 6.4.5 to fractional polymorphisms, and
hence characterise the fractional clone of binary submodular cost functions.

Notation 6.4.9. For any two tuples x = (zq,...,2%) and y = (y1,...,yx) over D,
and a weight vector w = (wy, ..., wy), we denote by H(x,y,w) the weighted Hamming
distance between x and y, which is the sum of all w; such that x; # y;.

Theorem 6.4.10. For any Boolean domain D, and any k-ary weighted mapping
F = {{r, f1),- -, (rn, fn)}, where each r; is a positive rational number such that
St itk = k and each f; is a distinct function from D* to D, the following are
equivalent:

1. F e fPOl(Fsub,g).
2. F € fPol(T'%, ).

3. F s fractionally conservative and weighted Hamming distance non-increasing;
that is, for any x and 'y, H(x,y) > H(F(x),F(y),w), where w = (ry,...,ry).

Proof. Similar to the proof of Theorem 6.4.5. First we consider unary cost functions.
All unary cost functions on a Boolean domain are easily shown to be submodular.
By Lemma 6.4.8, all fractional polymorphisms of I's;p2 and 'y, , are fractionally
conservative. On the other hand, any fractionally conservative weighted mapping F
is clearly a fractional polymorphism of any unary cost function.

Recall from the proof of Theorem 6.4.5 the definition of the cost functions A.
and y. for any ¢ € R,. We have seen in the proof of Theorem 6.4.5 that y.(z,y) =
(Ae(z,y)+Ac(y, ))/2, and also that any binary submodular cost function on a Boolean
domain can be expressed by binary functions of the form )., with ¢ € R, together
with unary cost functions of the form p.

For ¢ < 00, Ao(z,y) = (xe(m,y) + 18(z) + pul(y) — ¢)/2, so A, can be expressed by
functions of the form . together with unary cost functions of the form pd. Hence,
since expressibility preserves fractional polymorphisms, fPol(I'syp2) = fPol({x. | ¢ €
Ry, c>0})NfPol({ud | ceRy,d e D}).

Now let u,v € D*, and consider the fractional polymorphism Inequality 2.1, as
given in Definition 2.4.10, for the case where t; = (uli], v[i]), for i = 1,... k. Let
p= H(u,v), and let ¢ = H(u,v,w), where w = (rq,...,r,). By Definition 2.4.10, F
is a fractional polymorphism of y. if, and only if, p > q.

This proves that the fractional polymorphisms of I'y,, 2 are precisely the frac-
tionally conservative weighted mappings which are weighted Hamming distance non-
increasing.
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Since Tgup2 € T'g, o, We know that fPoI(F;‘J’b,Q) C fPol(Igub2). Similarly to the
argument in the proof of Theorem 6.4.5, in order to complete the proof it is enough
to show that every weighted mapping which is fractionally conservative and weighted
Hamming distance non-increasing is a fractional polymorphism of ..

Let u,v € DF. We denote t; = (uli],v[i]), for i = 1,...,k, and we denote
t: = (F(u)li], F(v)[i]), for i = 1,... n. If there is any position i where ufi] = 0 and
v([i] = 1, then A\ (t;) = 0o, and the fractional polymorphism Inequality 2.1, as given
in Definition 2.4.10, is trivially satisfied. Hence we can assume that there is no such
position. We denote by zgo the number of (0,0) tuples among ¢;, 1 < ¢ < k, and
similarly for xo;, 19, and z1;. (Note that by our assumption, zg; = 0.) We denote
by wpo the sum of weights w; where ¢, = (0,0), and similarly for wg, wyg, and wy;.

Since F is fractionally conservative, we get the following:

Too = Wop + Wo1

Too +T19 = Woo + Wig
Moreover, since F is weighted Hamming distance non-increasing, we get the following:
Ty > Wop + Wig (6.4)
Equation 6.3 and Inequality 6.4 give
Woo — Too = Wol (6.5)
Equation 6.2 with Inequality 6.5 give

0 > Wo1 (66)

But this means that there are no (0,1) tuples among t;, 1 < ¢ < k. By definition
of A, this implies that both sides of the fractional polymorphism Inequality 2.1, as
given in Definition 2.4.10, are zero, so F is a fractional polymorphism of .. O]

We have just characterised the multi-clone of binary Boolean submodular cost
functions Mul(Igp2), and also the fractional clone of binary Boolean submodular
cost functions fPol(I'gp.2).

We present some results on the multi-clone of all Boolean submodular cost func-
tions Mul(I'gyp). By Lemma 6.4.2, we know that all multimorphisms of I'y,, are
conservative. Similarly, by Lemma 6.4.8, we know that all fractional polymorphisms
of I's,p are fractional conservative. We now show a simple sufficient condition for a
mapping to be a multimorphism of I'g,p,.

Proposition 6.4.11. If F can be expressed as a sequence of (MIN, MAX), then F €
MU'(Fsub).

Proof. From the definition of [y, (MIN, MAX) € Mul(T'gp). If F can be expressed
as a sequence of (MIN, MAX) (in other words, as a composition of functions which are

permuted extensions of (MIN, MAX) as specified in Definition 3.4.12, 3.4.13 and 3.4.14),
then F € Mul(T',p) by Observation 3.4.15. O
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Remark 6.4.12. One could expect that any F € Mul(Ts,,) can be expressed as
a sequence of (MIN, MAX). However, this is not true. Recent work with Dave Co-
hen [CZOQJ has identified multimorphisms of I'g,, which provably cannot be expressed
as a sequence of (MIN, MAX). In more detail, we have shown a class of mappings
Fi, k > 4, such that Fj cannot be expressed as a sequence of (MIN, MAX), but
(MIN, MAX) € [Fi]m for every k > 4. Moreover, using Theorem 3.4.6, we have shown
that f47f5 S [<1\/,[IN7 MAX)]m, that is, f4,f5 c MU|(FSUb>.

6.5 Non-expressibility of I'sy, over 'y 2

Theorem 6.4.5 characterises the multimorphisms of I'gyp 2, and hence enables us to sys-
tematically search (for example, using MATHEMATICA) for multimorphisms of I'gyp 2
which are not multimorphisms of I'syp. In this way, we have identified the function
Fiep : {0,1}° — {0,1}° defined in Figure 6.1. We will show in this section that this
function has the remarkable property that it can be used to characterise all the sub-
modular functions of arity 4 which are expressible by binary submodular functions
on a Boolean domain. Using this result, we show that some submodular functions
are not expressible in this way, because they do not have F,., as a multimorphism.

ooooooooo00000001111111111111111
o0ooooo00111111110000000011111111
X 0ooo0o1111000011110000111100001111
00110011001100110011001100110011
01010101010101010101010101010101
00000000000000000001000100010001
00000000000001010000000000000111
Foep(x){00000011000100110000011111111111
ooo1ro0101111111111111111111111111
grrrriirrio1riiiiiiorri1iriiriorriiiilil

Figure 6.1: Definition of Fp.

Proposition 6.5.1. F,., is conservative and Hamming distance non-increasing.
Proof. Straightforward exhaustive verification. m
Theorem 6.5.2. For any function f € sy, 4 the following are equivalent:

1. f € (Laub2)-

2. Fsep € Mul({f}).

3. f € Cone(Ttansa)-
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Proof. First, we show (1) = (2). Proposition 6.5.1 and Theorem 6.4.5 imply that Fg.,
is a multimorphism of any binary submodular function on a Boolean domain. Hence
having F,., as a multimorphism is a necessary condition for any submodular cost
function on a Boolean domain to be expressible by binary submodular cost functions.

Next, we show (2) = (3). Consider the complete set of inequalities on the values
of a 4-ary cost function resulting from having the multimorphism F.,, as specified
in Definition 2.4.11. A routine calculation in MATHEMATICA shows that, out of
16° such inequalities, there are 4635 which are distinct. After removing from these
all those which are equal to the sum of two others, we obtain a system of just 30
inequalities which must be satisfied by any 4-ary submodular cost function which has
the multimorphism Fy.,. Using the double description method [MRTT53],? we obtain
from these 30 inequalities an equivalent set of 31 extreme rays which generate the
same polyhedral cone of cost functions. These extreme rays all correspond to fans or
sums of fans.

Finally, we show (3) = (1). By Theorem 6.3.5, all fans are expressible over gy .
It follows that any cost function in this cone of functions is also expressible over
Fs;ub,2- O

Next we show that there are indeed 4-ary submodular cost functions which do not
have Fi., as a multimorphism and therefore are not expressible by binary submodular
cost functions.

Definition 6.5.3. For any Boolean tuple t of arity 4 containing exactly 2 ones and
2 zeros, we define the 4-ary cost function 6; as follows:

-1 if (1’1,1'2,1'3,564) = (1,1,1,1) or (0,0,0,0),
et('xtha €3, :L‘4) d:ef ]- 1f (I1,$27.T3, x4> - t?

0 otherwise.

Cost functions of the form 6; have been introduced in [PY05], where they are
called quasi-indecomposable functions.

Definition 6.5.4. We denote by I'gi, the set of all (six) quasi-indecomposable cost
functions of arity 4.

It is straightforward to check that all cost functions from I'g;, are submodular, but
the next result shows that they are not expressible by binary submodular functions.

Proposition 6.5.5. For all § € U'qin, Fsep € Mul({60}).

Proof. The tableau in Figure 6.2 shows that Fy., & Mul({01,1,0,0)}). Permuting the
columns appropriately establishes the result for all other 6 € I'g,. O

Corollary 6.5.6. For all 0 € T'yin, 0 € (Usub2)-

2As implemented by the program SKELETON available from
http://www.uic.nnov.ru/~zny/skeleton/
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1010 0 )
L0011 0
0101 =5 03 =0
0110 0
0011 0
0010 0)
0001 , 0

Fup 1100 27 1 35 =1
1011 0
0111 0

Figure 6.2: Fy., & Mul({6(1,100)})-

Proof. By Theorem 6.5.2 and Proposition 6.5.5. O]

Are there any other 4-ary submodular cost functions which are not expressible
over I'qyp2? Promislow and Young characterised the extreme rays of the cone of all
4-ary submodular cost functions and established that I'syp 4 = Cone(I'tansa UL 'qin) — see
Theorem 5.2 of [PY05]. Hence the results in this section characterise the expressibility
of all 4-ary submodular functions.

Promislow and Young conjectured that for £ # 4, all extreme rays of I'qy, 1, are
fans [PY05]; that is, they conjectured that for all k # 4, I'yyp;, = Cone(I'ans ;). How-
ever, if this conjecture were true it would imply that all submodular functions of arity
5 and above were expressible by binary submodular functions, by Theorem 6.3.5. This
is clearly not the case, because inexpressible cost functions such as those identified
in Corollary 6.5.6 can be extended to larger arities (for instance, by adding dummy
arguments) and remain inexpressible. Hence our results refute this conjecture for all
k > 5. However, we suggest that this conjecture can be refined to a similar state-
ment concerning just those submodular functions which are expressible by binary
submodular functions, as follows:

Conjecture 6.5.7. For all k, I'syp x N (Tsupb2) = Cone(eans k) -

This conjecture was previously known to be true for £ < 3 [PY05]; Theorem 6.3.5
shows that Cone(I'tans ) C Isubr N (sub2) for all k, and Theorem 6.5.2 confirms that
equality holds for k£ = 4.

Remark 6.5.8. We have seen in Chapter 4 that in the case of max-closed cost func-
tions there is a difference between finite-valued and general cost functions. Adding
infinity makes the hierarchy collapse. By contrast, in the case of submodular cost
functions, there is no difference between finite-valued and general cost functions.
There are finite-valued submodular cost functions which are not expressible, namely
cost functions from I'y;,, but even adding infinite costs to the hidden variables would
not help to make these cost functions expressible: by Theorem 2.4.19, expressive
power is characterised by fractional polymorphisms; by Theorem 6.4.10, finite-valued
and general submodular cost functions have the same fractional polymorphisms.
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6.6 The complexity of recognising expressible func-
tions

Finally, we show that we can test efficiently whether a submodular polynomial of
arity 4 is expressible by binary submodular polynomials.

Definition 6.6.1. Let p(z1,xs,x3,x4) be the polynomial representation of a 4-ary
submodular cost function f. We denote by a; the coefficient of the term [, ., x;. We

say that f satisfies condition Sep if for each {i,j},{k, ¢} C {1,2,3,4}, with i, 5, k, ¢
distinct, we have ay; ;3 + agn + agijry + agige < 0.

Theorem 6.6.2. For any f € I'syp4, the following are equivalent:

1. f c <Fsub,2>~
2. f satisfies condition Sep.

Proof. As in the proof of Theorem 6.5.2, we construct a set of 30 inequalities corre-
sponding to the multimorphism F.,. Each of these inequalities on the values of a cost
function can be translated into inequalities on the coefficients of the corresponding
polynomial representation by a straightforward linear transformation. This calcula-
tion shows that 24 of the resulting inequalities impose the condition of submodularity,
and the remaining 6 impose condition Sep. Hence a submodular cost function of arity
4 has the multimorphism F,., if, and only if, its polynomial representation satisfies
condition Sep. The result then follows from Theorem 6.5.2. O]

Using Theorem 6.6.2, we can test whether optimisation problems given as a sum
of submodular functions of arity 4 can be reduced to the (s,¢)-MIN-CUT problem
via the expressibility reduction. (These problems arise in Computer Vision and in
Valued Constraint Satisfaction Problems and will be mentioned in Section 6.7.)

Furthermore, by Theorem 6.3.5, the number of extra variables needed in this
reduction is rather small compared to the theoretical upper bound given in Proposi-
tion 3.3.1.

It is known that the problem of recognising whether an arbitrary degree-4 polyno-
mial is submodular is co-NP-complete [Cra89, GS88|. One might hope that the more
restricted class of submodular polynomials expressible by binary submodular polyno-
mials would be recognisable in polynomial time. At the moment, the complexity of
the recognition problem for submodular polynomials of degree 4 that are expressible
by binary submodular polynomials is open.

Remark 6.6.3. Multimorphism F, could be used to test whether a given polyno-
mial p of degree 4 is expressible by binary submodular polynomials (and therefore
submodular). However, the only known way of testing whether F., is a multimor-
phisms of a given polynomial p (in n variables) is via testing all possible tableaux;
this would take exponential time in n.
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Remark 6.6.4. Martin Cooper noticed that an easier problem of testing whether a
polynomial (in n variables) of degree 4 can be written as the sum of 4-ary submodular
polynomials (that is, without any extra variables) can be done in polynomial time
just by solving a system of linear equations.

Consequently, assuming P # co-NP, there are submodular polynomials of degree
4 which cannot be written as the sum of 4-ary submodular polynomials, and hence
need extra variables to be expressible. However, this is not surprising: we have seen
an example of such a polynomial in Example 5.6.2.

6.7 Summary

In this section, we have extended our study of the expressive power of binary submod-
ular cost functions. We showed a new class of submodular cost functions, the so-called
fans, which are expressible by binary submodular cost functions. We also showed that
there are submodular cost functions which are not expressible by binary submodular
cost functions, and hence are not minimisable by reducing to (s,t)-MIN-CUT via the
expressibility reduction. Moreover, we characterised precisely which submodular cost
functions of arity 4 can be expressed by binary submodular cost functions. We also
presented results on the recognition problem, and some more results on the algebraic
properties of submodular cost functions. We finish this chapter with applications of
our results, and remarks on related work.

Applications to artificial intelligence As mentioned in Chapter 5, any Boolean
cost function of arity k£ can be represented uniquely as a Boolean polynomial. More-
over, if I' is a set of cost functions on a Boolean domain, with arity at most &, then
any instance of VCSP(I") with n variables can be uniquely represented as a polyno-
mial p in n Boolean variables, of degree at most k. Conversely, any such polynomial
represents an n-ary cost function which can be expressed over a set of cost functions
on a Boolean domain, with arity at most k. Note also that over a Boolean domain we
have that 22 = z, so p has at most 2" terms: these correspond to subsets of variables.

Example 6.7.1. Any unary cost function ¢ on a Boolean domain can be expressed
as the polynomial p(x;) = ¢(0) + (¢(1) — ¢(0))x;. Similarly, any binary cost function
¢ can be expressed as

p($1, 1‘2) = ¢(07 0)

Consider the valued constraint language I' from Example 2.2.3. It is easy to
check that all of the cost functions in I' are submodular: unary cost functions are
submodular by definition; each binary ¢ € T' satisfies ¢(0,0) + ¢(1,1) < ¢(0,1) +
®(1,0). Hence the instance P from Example 2.2.3 is an instance of VCSP(I'syp2). The



CHAPTER 6. NON-EXPRESSIBILITY OF SUBMODULAR FUNCTIONS 113

corresponding polynomial is

p(1,...,x5) =3+ 021 — 29 — T129

+ 0+ 22 + 42y — 2174
4+ 0+ 029 4+ 23 — 273
4+ 9 — 23 — 224 — Dx3T4
+ 3+ x3 + 225 — 22375
+4 — 2x4 — x5 + 0x425
4+ 0+ 529

+ 4 — 2x5,

which can be simplified to give

p(1, ..., x5) = 23 + 221 + 4xo + T3 — X5

— T1X9 — T1T4 — X2T3 — 51‘3174 - 2[E3CL’5.

The fact that P is an instance of VCSP(I'yyp2) can be easily seen from the polyno-
mial representation: the polynomial p has all quadratic coefficients non-positive, and
hence is submodular.

We can rewrite p as in the proof of Theorem 5.4.1 as follows:

p(1, ..., x5) = 23+ 221 + 4as + 3 — 5
+ (1 =z — 2o+ (1 —x1)xy — 24+ (1 — 20)x3 — T3
+5(1 — x3)xy — 5xy + 2(1 — x3) 25 — 205
= 234 2x1 + 319 — 624 — 375
+ (1 —z)xe + (1 —x1)zs + (1 — z2)xs + 5(1 — x3)xg + 2(1 — 23)75
=144 2x; + 329 + 6(1 — x4) + 3(1 — x5)
+ (1 —z)xe + (1 —x1)zg + (1 — 22)xs3 + 5(1 — x3)24 + 2(1 — 23)T5.

We can now build a graph G with 5 vertices corresponding to variables x; through
x5 and two extra vertices s and ¢ and add edges accordingly (see Figure 6.3).

For every assignment v of values 0 and 1 to variables x1, ..., 25, p(v(xy),...,v(zs))
is equal to the size of the (s,t)-cut in G given by v plus 14 (for the constant term in
the posiform representation of p). The minimum cut in G, with value 2, is the set
{s,x1,x2}. Therefore, the assignment r; = o = 0 and =3 = x4 = x5 = 1 minimises
the polynomial p with total value 16.

Using the same method as in Example 6.7.1, we obtain:

Corollary 6.7.2 (of Theorem 6.3.5). For any fized k > 4, any VCSP(I'fans ) instance
with n variables and p; constraints of arity i, 3 < i < k, is solvable in O((n + p)?)

time, where p= 3", pi(1+ |i/2]).

Moreover, as shown above,VCSP (I'tans 4) is the mazimal class in VCSP(I'gyp 4) which
can be solved by reduction to (s,#)-MIN-CUT in this way.
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Figure 6.3: Graph G corresponding to polynomial p (Example 6.7.1).

Cohen et al. have shown [CCJ06| that if a cost function ¢ of arity k is expressible
by some set of cost functions over I', then ¢ is expressible by I" using at most 22" extra
variables (Proposition 3.3.1). Theorem 6.3.5 shows that only O(k) extra variables are
needed to express any cost function from I'gns i by I'sup2. Therefore, instances of
VCSP(T'ans) needs fewer extra variables than the theoretical upper bound given by
Proposition 3.3.1. In particular, an instance of VCSP(Igp4) is either reducible to
(s,t)-MIN-CUT with only linearly many extra variables,® or is not reducible at all.

Applications to computer vision In computer vision, many problems can be
naturally formulated in terms of energy minimisation where the energy function,
over a set of variables {x, },cv, has the following form:

E(x) = co—l—ch(xv)—i— Z Cup (T, Ty) + . -

veV (u,v) eV XV

Set V' usually corresponds to pixels, x, denotes the label of pixel v € V which
must belong to some finite domain D. The constant term of the energy is ¢y, the
unary terms ¢,(-) encode data penalty functions, the pairwise and higher-order terms
cuw(+,+) and so on are interaction potentials. Functions of arity 3 and above are
known as higher-order energy functions, or higher-order cliques. This energy is often
derived in the context of MARKOV RANDOM FIELDS (also CONDITIONAL RANDOM
FIELD) [GG84, Bes86]: a minimum of E corresponds to a mazimum a-posteriori
(MAP) labelling x [Lau96, WJ0S|.

As discussed above, there is a direct translation between VCSP instances and
pseudo-Boolean polynomials. Hence it is clear that the above mentioned framework
of energy optimisation is equivalent to the VCSP. (See [Wer(7] for a survey on the
connection between computer vision and constraint satisfaction problems, although
with a strong emphasis on a linear programming approach.) Therefore, for energy
minimisation over Boolean variables we get the following:

3Optimal (in the number of extra variables) gadgets for all cost functions from Ifans 4 have been
identified in [Z.J08|.
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Corollary 6.7.3 (of Theorem 6.3.5). Energy minimisation, where each energy func-
tion belongs to Ttans, is solvable in O((n—+p)?) time, where n is the number of variables
(pixels), p; is the number of energy functions of arity i and p = Zf:?) pi(l+ |i/2]).

Higher-order energy functions have the ability to encode high-level structural de-
pendencies between pixels, which have been shown to be extremely powerful for im-
age labelling problems. They have long been used to model image textures [PLIS,
RBO05, LRHBO06], image denoising and restoration [RB05], and also texture segmenta-
tion [KKTO07]. Their use, however, is severely hampered in practice by the intractable
complexity of representing and minimising such functions [RKFJ09]. Our results en-
large the class of higher-order energy functions which can be (exactly) minimised
efficiently using graphs cuts. Moreover, despite the theoretical double-exponential
upper bound on the number of extra variables (Proposition 3.3.1), the proof of Theo-
rem 6.3.5 shows that any function from I't,,s needs only linearly many (in the arity of
the function) extra variables. Hence functions from I'g,s could be used, for instance,
in image processing for efficient recognition of images or Bayesian estimation.

Related work We describe an alternative approach to the question of expressibility
of submodular cost functions. Cohen et al. have shown that a VCSP instance with
binary submodular constraints over a totally-ordered domain can be minimised via
(s,t)-MIN-CUT in cubic time [CCJKO04|. Furthermore, Cohen et al. have shown that a
VCSP instance with so-called 2-monotone constraints over a lattice-ordered domain,
which form a subclass of submodular constraints, can be solved via (s,t)-MIN-CUT
in cubic time. Given a submodular Boolean VCSP instance P with constraints of
arity at most r, one could try to use the dual representation [DP89, LDO00|, which
transforms P into a binary VCSP instance with an exponential blow-up (in r) of the
domain size. One could hope to combine these two results and obtain an algorithm
for submodular Boolean VCSPs using the (s, t)-MIN-CUT problem. An obvious way
to complete the above-mentioned construction would be to prove that every binary
submodular cost function over a lattice-ordered set can be expressed by 2-monotone
cost functions. However, this is not possible as Corollary 6.5.6 gives an example of
a binary submodular cost function defined over a lattice-ordered set (in fact, in this
case the lattice is distributive) which is not expressible by binary submodular cost
functions (and hence not by 2-monotone cost functions).

Open problems Functions which can be made polar by switching a subset of vari-
ables are called unimodular. The class of unimodular functions was studied in [HS86],
and shown to be polynomial-time recognisable in [Cra89]. Note that unimodular func-
tions are not in general submodular. It would be nice to know the precise relationship
between submodular cost functions which are expressible by binary submodular cost
functions and unimodular cost functions which are submodular. Moreover, what is
the biggest subclass of submodular cost functions which is polynomial-time recognis-
able?

Another interesting open question is the following: is there an infinite hierarchy
of submodular cost functions of increasing expressive power (like finite-valued max-
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closed cost functions, see Chapter 4) or are all submodular cost functions expressible
by a subset of submodular cost functions of a fixed arity?

Is there any characterisation of all separating multimorphisms of expressible sub-
modular cost functions of arity 4 (we have shown just one such multimorphism,
namely Fi.,), or more generally of submodular cost functions of arbitrary arities?

Is Conjecture 6.5.7 true? What is the precise boundary between expressible and
non-expressible submodular cost functions?

What is the complexity of the recognition problem for submodular polynomials
which are expressible by binary submodular polynomials?

Is there any connection between fans and the general polynomial-time algorithm
for the SFM problem by Iwata and Orlin [I009]?

We have just recently discovered a technical report [SBK00] which uses a computer
program to generate all extreme rays of the cone of submodular cost functions of
arity 5. Out of 1319 extreme rays, 1172 are not expressible as they do not have
Fsep as @ multimorphism. This leaves 147 extreme rays. We have not studied yet the
expressibility of these cost functions, but these numbers suggest that most submodular
cost functions are not expressible by binary submodular cost functions. An immediate
question is then: what are the separating multimorphisms for 5-ary submodular cost
functions?

Our work deals with Boolean submodular cost functions only. Is there any kind
of norm which characterises the algebraic properties of non-Boolean submodular cost
functions as Hamming distance does in the case of Boolean submodular cost func-
tions? We have shown that there are non-expressible submodular cost functions of
arity 4 over Boolean domains. These results clearly extend to non-Boolean domains.
We also know that all ternary submodular cost functions over Boolean domains are
expressible by binary submodular cost functions. The only remaining question is
whether all ternary submodular cost functions are expressible over 3-element domains.
Dave Cohen and Martin Cooper have observed that so-called 3-2-2 submodular cost

functions* are expressible by binary submodular cost functions.

4A 3-2-2 cost function is a ternary cost function whose first argument ranges over a 3-element
domain and whose other two arguments range over a 2-element domain.
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Summary and Open Problems

In mathematics the art of proposing a question
must be held of higher value than solving it.
Georg Cantor (1845-1918)

7.1 Summary

This thesis has given a detailed examination of the expressive power of valued con-
straints and related complexity questions. First, we introduced the VALUED CON-
STRAINT SATISFACTION problem (VCSP), and provided a long list of many studied
optimisation problems that can be naturally described in this framework.

Chapter 3 presented in more detail known results on the expressive power of crisp
and valued constraints. We extended these results by showing a new connection be-
tween algebraic operations that characterise the expressive power of valued constraints
and linear programming. We also started to study systematically the so-called frac-
tional clone theory, and proved a decidability result for the question of whether a
given operation belongs to a particular fractional clone.

Chapter 4 considered various classes of valued constraints and the associated cost
functions with respect to the question of which of these classes can be expressed using
only cost functions of bounded arities. We presented a full classification of various
classes of constraints with respect to this problem. We identified the first known
example of an infinite chain of classes of constraints with strictly increasing expressive
power. Moreover, we characterised the fractional clones of general max-closed cost
functions and finite-valued cost functions.

Submodular functions play a key role in combinatorial optimisation and are often
considered to be a discrete analogue of convex functions. Both Chapter 5 and Chap-
ter 6 were devoted to investigating the expressive power of binary submodular cost
functions.

117
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Chapter 5 presented a new way of looking at the expressibility question of sub-
modular cost functions by binary submodular cost functions. Using our framework,
we proved many previously known results in a simple way, and also identified a new
class of submodular cost functions of arbitrary arities which can be expressed by bi-
nary submodular cost functions. We also explained how the question of expressibility
by binary submodular cost functions relates to the (s,#)-MIN-CUT problem.

Chapter 6 considered a previously open problem whether all Boolean submodular
cost functions can be decomposed into a sum of binary submodular cost functions over
a possibly larger set of variables. This problem has been considered within several
different contexts in computer science, including computer vision, artificial intelli-
gence, and pseudo-Boolean optimisation. Using a connection between the expressive
power of valued constraints and certain algebraic properties of cost functions, we
answered this question negatively. Furthermore, we characterised the multi-clone of
Boolean binary submodular cost functions and the fractional clone of Boolean binary
submodular cost functions.

Our results in Chapter 6 had several corollaries. First, we characterised precisely
which submodular polynomials of arity 4 can be expressed by binary submodular
polynomials. Next, we identified a novel class of submodular cost functions of arbi-
trary arities that can be expressed by binary submodular cost functions, and therefore
minimised efficiently using a so-called expressibility reduction to the (s,¢)-MIN-CUT
problem. This class generalised all previously known examples. More importantly,
our results implied limitations on this kind of reduction and established for the first
time that it cannot be used in general to minimise arbitrary submodular cost func-
tions. Moreover, we refuted a conjecture of Promislow and Young on the structure of
the extreme rays of the cone of Boolean submodular cost functions. Finally, we also
translated our results to other frameworks, namely pseudo-Boolean polynomials and
energy minimisation problems from computer vision.

7.2 Open problems

At the end of each chapter, we mentioned related work and open problems. Here,
we give a brief list of the most interesting open problems. Some of the problems are
related to each other and an answer to one of them could lead to an answer to another
one. Problems 1-4 are from Chapter 3, and Problems 5-12 are from Chapter 6.

1. What algebraic operations characterise the expressive power of valued con-
straints and give rise to a Galois connection between the set of cost functions
and the set of operations?

2. What is the structure of fractional clones? What is the closure operator in the
set of fractional polymorphisms?

3. Do multimorphisms alone characterise tractability of valued constraints (Con-
jecture 3.5.4)7 Are multimorphisms at least a necessary condition for tractabil-
ity of valued constraints?
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10.

11.

12.

Can constant constraints increase the complexity of a valued constraint lan-
guage? Can adding a constant constraint to a tractable valued constraint lan-
guage make it intractable?

Characterisation of separating multimorphisms of submodular cost functions of
arity 4 expressible by binary submodular cost functions.

Is there an infinite hierarchy of submodular cost functions of increasing ex-
pressive power or are all submodular cost functions expressible by a subset of
submodular cost functions of a fixed arity?

. What is the precise boundary between expressible and non-expressible submod-

ular cost functions? Are expressible exactly those cost functions which lie in
the cone of fans (Conjecture 6.5.7)7

. What is the complexity of the recognition problem for submodular polynomials

which are expressible by binary submodular polynomials?

Characterisation of the multi-clone of all Boolean submodular cost functions
and the fractional clone of all Boolean submodular cost functions.

Characterisation of the multi-clone of submodular cost functions and the frac-
tional clone of submodular cost functions over non-Boolean domains.

Are all ternary submodular cost functions over 3-element domains expressible
by binary submodular cost functions? (And in fact, are all 3-3-2 submodular
cost functions expressible by binary submodular cost functions?)

Is there any connection between fans and general algorithms for the minimisa-
tion problem of submodular functions?
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