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Abstract. The connection between the complexity of constraint lan-
guages and clone theory, discovered by Cohen and Jeavons in a series
of papers, has been a fruitful line of research on the complexity of
CSPs. In a recent result, Cohen et al. [14] have established a Galois
connection between the complexity of valued constraint languages and
so-called weighted clones. In this paper, we initiate the study of weighted
clones. Firstly, we prove an analogue of Rosenberg’s classification of min-
imal clones for weighted clones. Secondly, we show minimality of several
weighted clones whose support clone is generated by a single minimal
operation. Finally, we classify all Boolean weighted clones. This classi-
fication implies a complexity classification of Boolean valued constraint
languages obtained by Cohen et al. [13]

1 Introduction

The general constraint satisfaction problem (CSP) is NP-hard, and so is unlikely
to have a polynomial-time algorithm. However, there has been much success
in finding tractable fragments of the CSP by restricting the types of relation
allowed in the constraints. A set of allowed relations has been called a con-
straint language [20]. For some constraint languages the associated constraint
satisfaction problems with constraints chosen from that language are solvable in
polynomial-time, whilst for other constraint languages this class of problems is
NP-hard [21,20,19]; these are referred to as tractable languages and NP-hard lan-
guages, respectively. Dichotomy theorems, which classify each possible constraint
language as either tractable or NP-hard, have been established for constraint
languages over 2-element domains [27], 3-element domains [8], for conservative
constraint languages [10,3], and maximal constraint languages [6,7].

The general valued constraint satisfaction problem (VCSP) is also NP-hard,
but again we can try to identify tractable fragments by restricting the types of
allowed cost functions that can be used to define the valued constraints. A set of
allowed cost functions has been called a valued constraint language [13]. Much
less is known about the complexity of the optimisation problems associated with
different valued constraint languages, although some results have been obtained
for certain special cases. In particular, a complete characterisation of complexity
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has been obtained for valued constraint languages over a 2-element domain with
real-valued or infinite costs [13]. This result generalises a number of earlier results
for particular optimisation problems such as Max-Sat [15] and Min-Ones [16].
Recently, the complete classification of conservative valued languages has been
obtained for finite-valued [22] and general-valued languages [23].

In the classical CSP framework it has been shown that the complexity of any
constraint language over any finite domain is determined by certain algebraic
properties known as polymorphisms [21,20]. This result has reduced the problem
of the identification of tractable constraint languages to that of the identification
of suitable sets of polymorphisms. The set of polymorphisms of a constraint
language forms a clone of operations and a tight (one to one) correspondence
has been shown to exist between clones and constraint languages (closed under
expressibility). In other words, we can study properties of constraint languages
by studying properties of clones. This algebraic approach has been laid out
in detail in [9] and has already proved fruitful in classifying the complexity
of constraint languages over finite domains of arbitrary size [19,9,2,4,1,5]. In
particular, by considering the set of minimal clones, it has been possible to
classify the complexity of all maximal constraint languages on a finite domain
D [6,7] (these are the constraint languages which can express all relations over
D if we add a single new type of constraint).

Recently, it has been shown that the complexity of valued constraint lan-
guages can be determined by studying properties known as weighted polymor-
phisms3 [11,14]. The set of weighted polymorphisms of any valued constraint
language form an object called a weighted clone and is has been shown that
there exists a tight (one to one) connection between weighted clones and valued
constraint languages (closed under expressibility) [14]. Previously, a special type
of weighted polymorphism, called a multimorphism, has been used to analyse the
complexity of certain valued constraint languages [13]. In particular, multimor-
phisms have been used to show that there are precisely eight maximal tractable
valued constraint languages over a 2-element domain with real-valued or infinite
costs, and each of these is characterised by having a particular form of multi-
morphism [13]. Furthermore, it was shown that many known maximal tractable
valued constraint languages over larger finite domains are precisely characterised
by a single multimorphism and that key NP-hard examples have (essentially) no
multimorphisms [13,12].

Contributions In this paper, we initiate the study of weighted clones. In partic-
ular, we focus on minimal weighted clones, which define maximal valued con-
straint languages. As the main contribution, we demonstrate that the theory
developed by Cohen et al. [14] can be used for answering non-trivial questions
concerning the complexity of valued constraint languages. We see this paper as
a first step towards using the theory of weighted clones in the study of the com-
plexity of valued constraint languages. We believe that the techniques from this
paper can be used for other problems as well.

3 In [11] these were called fractional polymorphisms.



On the technical side, we prove a Rosenberg-type classification for mini-
mal weighted clones. Furthermore, we prove minimality of several interesting
weighted clones, which correspond to well-studied maximal valued constraint
languages. Finally, for Boolean domains, we provide a complete classification
of weighted clones. This implies a complexity classification of Boolean valued
constraint languages.

Paper organisation The rest of the paper is organised as follows. In Section 2,
we define valued constraint satisfaction problems (VCSPs), the notion of ex-
pressibility, weighted operations and weighted clones. In Section 3 we prove an
analogue of Rosenberg’s Classification Theorem [26] for weighted clones, which
establishes certain properties minimal weighted clones must satisfy. Then, in Sec-
tion 4 we give several examples of minimal weighted clones. Finally, in Section 5
we show how the results of the preceding sections can be used to obtain the
Boolean classification of [13]. Although this paper does not identify any novel
tractable valued constraint languages, we believe the tools described herein will
prove invaluable in future efforts to identify the tractable cases of the VCSP.

2 Preliminaries

2.1 VCSP

We will use [k] to denote the set {1, . . . , k} for any positive integer k. We shall
denote by Q+ the set of all non-negative rational numbers. We define Q+ =
Q+∪{∞} with the standard addition operation extended so that for all a ∈ Q+,
a+∞ =∞. Members of Q+ are called costs. Throughout the paper, we denote
by D any fixed finite set, called a domain, consisting of values.

A function φ from Dr to Q+ will be called a cost function on D of arity r.
If the range of φ lies entirely within Q+, then φ is called a finite-valued cost
function. If the range of φ is {0,∞}, then φ is called a crisp cost function. A
language is a set of cost functions with the same domain D. Language Γ is called
finite-valued (crisp) if all cost functions in Γ are finite-valued (crisp). A language
Γ is Boolean if |D| = 2.

Definition 1. An instance of the valued constraint satisfaction problem,
(VCSP), is a 3-tuple P = 〈V,D,C〉 where V is a finite set of variables; D is
a set of possible values; C is a multi-set of constraints. Each element of C
is a pair c = 〈σ, φ〉 where σ is a tuple of variables called the scope of c, and
φ : D|σ| → Q+ is a |σ|-ary cost function on D. An assignment for P is a
mapping s : V → D. The cost of an assignment s, denoted CostP (s), is given
by the sum of the costs for the restrictions of s onto each constraint scope, that
is,

CostP (s) def=
∑

〈〈v1,v2,...,vm〉,φ〉∈C

φ(s(v1), s(v2), . . . , s(vm)).

A solution to P is an assignment with minimal cost, and the question is to find
a solution.



We define VCSP(Γ ) to be the set of all VCSP instances in which all cost functions
belong to Γ . A valued constraint language Γ is called tractable if, for every finite
subset Γf ⊆ Γ , there exists an algorithm solving any instance P ∈ VCSP(Γf ) in
polynomial time. Conversely, Γ is called NP-hard if there is some finite subset
Γf ⊆ Γ for which VCSP(Γf ) is NP-hard.

2.2 Weighted Relational Clones

We denote by ΦD the set of cost functions on D taking values in Q+ and by
Φ(r)
D the r-ary cost functions in ΦD. Any cost function φ : Dr → Q+ has

an associated cost function which takes only the values 0 and ∞, known as its
feasibility relation, denoted Feas(φ), which is defined as Feas(φ)(x1, . . . , xr) =
0 if φ(x1, . . . , xr) <∞, and Feas(φ)(x1, . . . , xr) =∞ otherwise.

We say φ, φ′ ∈ ΦD are cost-equivalent, denoted by φ ∼ φ′, if there exist
α, β ∈ Q+ with α > 0 such that φ = αφ′ + β. We denote by Γ∼ the smallest set
of cost functions containing Γ which is closed under cost-equivalence.

We now define a closure operator on cost functions, which adds to a set of
cost functions all other cost functions which can be obtained from that set by
minimising over a subset of variables:

Definition 2. For any VCSP instance P = 〈V,D,C〉, and any list L = 〈v1, . . . , vr〉
of variables of P, the projection of P onto L, denoted πL(P), is the r-ary cost
function defined as follows:

πL(P)(x1, . . . , xr)
def= min

{s:V→D | 〈s(v1),...,s(vr)〉=〈x1,...,xr〉}
CostP (s) .

We say that a cost function φ is expressible over a constraint language Γ if
there exists a VCSP instance P ∈ VCSP(Γ ) and a list L of variables of P such
that πL(P) = φ. We define Express(Γ ) to be the expressive power of Γ ; that
is, the set of all cost functions expressible over Γ .

Note that the list of variables L may contain repeated entries, and we define the
minimum over an empty set of costs to be ∞.

Example 1. Let P be the VCSP instance with a single variable v and no con-
straints, and let L = 〈v, v〉. Then, by Definition 2,

πL(P)(x, y) =
{

0 if x = y
∞ otherwise .

Hence for any valued constraint language Γ , over any set D, Express(Γ ) contains
this binary cost function, which will be called the equality cost function.

Definition 3. We say a set Γ ⊆ ΦD is a weighted relational clone if it con-
tains the equality cost function and is closed under cost-equivalence and feasibil-
ity, rearrangement of arguments, addition of cost functions, and expressibility.
For each Γ ⊆ ΦD we define wRelClone(Γ ) to be the smallest weighted relational
clone containing Γ .



It is known that for any Γ ⊆ ΦD, Express(Γ∪Feas(Γ ))∼ = wRelClone(Γ ) [14].
Moreover, it follows from [11] that Γ is tractable if and only if wRelClone(Γ )
is tractable. Hence, the search for tractable valued constraint languages corre-
sponds to a search for suitable weighted relational clones.

2.3 Weighted Clones

First we recall some basic terminology from clone theory [18]. A function f :
Dk → D is called a k-ary operation on D. We denote by OD the set of all
finitary operations on D and by O(k)

D the k-ary operations in OD. The k-ary
projections on D, defined for i = 1, . . . , k, are the operations e(k)

i (a1, . . . , ak) =
ai. (We drop the superscript (k) if it is clear from the context.) Let f ∈ O(k)

D and
g1, . . . , gk ∈ O(l)

D . The superposition of f and g1, . . . , gk is the l-ary operation
f [g1, . . . , gk](x1, . . . , xl) = f(g1(x1, . . . , xl), . . . , gk(x1 . . . , xl)).

A set F ⊆ OD is called a clone of operations if it contains all the projections
on D and is closed under superposition.

For each F ⊆ OD we define Clone(F ) to be the smallest clone containing
F . For any clone C, we use C(k) to denote the k-ary terms in C. We say a
clone C is minimal if any non-trivial operation in C generates C, i.e. for all
f ∈ C other than the projections, we have C = Clone({f}). An operation f in a
minimal clone C is called minimal if f has smallest arity among the non-trivial
operations in C.

It has been shown [21] that crisp constraint languages are in one to one
correspondence with clones. Recently, Cohen et al. [14] have shown that a similar
correspondence exists between valued constraint languages and objects called
weighted clones. We will now briefly describe their results.

Definition 4. We define a k-ary weighted operation on a set D to be a func-
tion ω : O(k)

D → Q such that ω(f) < 0 only if f is a projection and∑
f∈dom(ω)

ω(f) = 0 .

The domain of ω, denoted dom(ω), is the subset of O(k)
D on which ω is defined.

We denote by ar(ω) = k the arity of ω.

We denote by WD the finitary weighted operations on D and by W(k)
D the k-ary

weighted operations in WD.

Definition 5. Let C be a clone of operations on D. We define the k-ary zero
weighted operation supported by C to be the k-ary weighted operation which
satisfies ω(f) = 0 for all f ∈ C(k).

Definition 6. Let C be a clone of operations on D. A weighted clone sup-
ported by C is a set of weighted operations that contains all zero-weighted op-
erations whose domains are subsets of C and is closed under:



proper translation Given a k-ary weighted operation ω : C(k) → Q and t =
〈g1, . . . , gk〉, where g1, . . . , gk ∈ C(`), we define the translation of ω by
g1, . . . , gk, denoted as ω[g1, . . . , gk] or simply ω[t], to be the function ω′ :
C(`) → Q satisfying

ω′(f ′) =
∑

f∈C(k):f ′=f [g1,...,gk]

ω(f) ,

for each f ′ ∈ C(`). A translation is called a proper translation if ω′ is a
weighted operation.

addition Given a pair of k-ary weighted operations ω1, ω2 : C(k) → Q, we define
the addition ω1 + ω2 to be the weighted operation ω′ satisfying

ω′(f) = ω1(f) + ω2(f) ,

for each f ∈ C(k).
scaling Let ω be a k-ary weighted operation supported by C and let α > 0. We

define the α-scaling of ω, αω, to be the weighted operation ω′ satisfying

ω′(f) = αω(f) ,

for each f ∈ C(k).

Example 2. Let ω be the 4-ary weighted operation on D given by

ω(f) =
{
−1 if f is a projection
+1 if f ∈ {max(x1, x2),min(x1, x2),max(x3, x4),min(x3, x4)} ,

and let
〈g1, g2, g3, g4〉 =

〈
e

(3)
1 , e

(3)
2 , e

(3)
3 ,max(x1, x2)

〉
.

Then, by Definition 6, the translation of ω by 〈g1, g2, g2, g3〉 is:

ω[g1, g2, g3, g4](f) =

−1 if f is a projection
+1 if f ∈ {max(x1, x2, x3),min(x1, x2),min(x3,max(x1, x2))}
0 if f = max(x1, x2)

.

Note that ω[g1, g2, g3, g4] satisfies the conditions of Definition 4 and hence is a
weighted operation. Hence the translation is proper.

For each W ⊆WD we define wClone(W ) to be the smallest weighted clone con-
tainingW . In particular, we write wClone(ω) for the smallest weighted clone con-
taining weighted operation ω. Note that the support of wClone(W ) is the clone
generated by the domains of the elements of W ; i.e. the support of wClone(W )
is given by Clone(∪ω∈W dom(ω)). The following is a direct consequence of the
definition of weighted clones.

Proposition 1. Let ω be a weighted operation supported by a clone C. Then
every k-ary element of wClone(ω) can be obtained as a weighted sum of transla-
tions of ω by tuples of terms from C(k).



Proposition 1 can be used to decide whether µ ∈ wClone(ω), where µ ∈ W(`)
D

and ω ∈ W(k)
D are weighted operations. We define the translation matrix of

ω to be the matrix Aω whose columns correspond to the translations of ω by
g1, . . . , gk where g1, . . . , gk ∈ C(`). By Proposition 1, µ ∈ wClone(ω) if and only
if we can find a non-negative solution to the system of equations Aωx = µ.

Definition 7. Let φ ∈ Φ(r)
D and let ω ∈ W(k)

D . We say that ω is a weighted
polymorphism of φ if, for any x1, x2, . . . , xk ∈ Dr such that φ(xi) < ∞ for
i = 1, . . . , k, we have ∑

f∈dom(ω)

ω(f)φ(f(x1, x2, . . . , xk)) ≤ 0 . (1)

If ω is a weighted polymorphism of φ we say φ is improved by ω.

Note that, because a∞ = ∞ for any value a ∈ Q+ (in particular, 0∞ = ∞), if
inequality (1) holds we must have φ(f(x1, . . . , xk)) < ∞, for all f ∈ dom(ω),
i.e., each f ∈ dom(ω) is a polymorphism of φ [14].

Example 3. Consider the class of submodular set functions [24]. These are pre-
cisely the cost functions on {0, 1} satisfying

φ(min(x1, x2)) + φ(max(x1, x2))− φ(x)− φ(y) ≤ 0 .

In other words, the set of submodular functions are defined as the set of cost
functions on {0, 1} with the 2-ary weighted polymorphism

ω(f) =
{
−1 if f ∈ {e(2)

1 , e(2)
2 }

+1 if f ∈ {min(x1, x2),max(x1, x2)}
.

This shows that weighted polymorphisms capture an important class of sub-
modular functions, which have been studied within various contexts in computer
science [29].

3 Weighted Rosenberg

Rosenberg’s Classification Theorem [26], given below, gives certain conditions
that minimal clones must satisfy. This has been a major tool in the efforts to
identify all tractable maximal constraint languages [6,7] and, furthermore, in
efforts to classify all tractable constraint languages [8,10].

For a unary operation we define f1 = f and f i(x) = f(f i−1(x)). A unary op-
eration f is a retraction if f2(x) = f(x) for all x ∈ D, and a cyclic permutation
of prime order if fp(x) = x for some prime p and all x ∈ D.

An operation f is idempotent if f(x, . . . , x) = x for all x ∈ D. A k-
ary, k ≥ 3, operation f is a semiprojection if there is 1 ≤ i ≤ k such that
f(x1, . . . , xk) = e(k)

i = xi for all x1, . . . , xk ∈ D such that x1, . . . , xk are not
pairwise distinct. A ternary operation f is a majority operation (denoted by



Mjrty) if f(x, x, y) = f(x, y, x) = f(y, x, x) = x for all x, y ∈ D. A ternary oper-
ation f is a minority operation (denoted by Mnrty) if f(x, x, y) = f(x, y, x) =
f(y, x, x) = y for all x, y ∈ D. A ternary operation f is a Pixley operation if
f(y, y, x) = f(x, y, x) = f(y, x, x) = y for all x, y ∈ D (up to permutations of
inputs). We say a k-ary operation f is sharp if f is not a projection but the op-
eration obtained by equating any two inputs in f is a projection. The following
lemma shows that the only sharp operations of arity k ≥ 4 are semiprojections.

Lemma 1 (Świerczkowski’s Lemma [30]). Given an operation of arity ≥ 4,
if every operation arising from the identification of two variables is a projection,
then these projections coincide.

Świerczkowski’s Lemma can be used to prove Rosenberg’s Classification Theo-
rem [26], stated below.

Theorem 1 (Rosenberg). If C is a minimal clone on D, then C must contain
an operation f satisfying one of the following conditions:

1. f is a retraction or a cyclic permutation of prime order.
2. f is binary and idempotent.
3. f is a ternary minority operation of the form f(x, y, z) = x − y + z, where

addition is over some elementary 2-group4.
4. f is a ternary majority operation.
5. f is a n-ary semiprojection, n ≥ 3.

In this section, we define minimal weighted clones, and give some necessary
conditions for a weighted operation to generate a minimal weighted clone. These
results can be viewed as an analogue to Rosenberg’s Classification Theorem for
weighted clones.

Definition 8. Let W be a weighted clone. We say W is minimal if every non-
zero ω ∈W generates W , i.e., for all non-zero ω ∈W , W = wClone(ω).

For a minimal weighted clone W , we say ω ∈ W is a minimal weighted
operation if ω has smallest arity amongst non-zero elements ofW and ω assigns
weight −1 to each projection.

The following lemma shows that every minimal weighted clone is generated
by a minimal weighted operation.

Lemma 2. Let ω be a non-zero weighted operation. There exists some ω′ ∈
wClone(ω) of equal arity which assigns weight −1 to each projection.

Proof. Suppose ω a is non-zero weighted operation of arity k. Let Cycle(k) de-
note the set of cyclic permutations of [k]. For each permutation σ ∈ Cycle(k),
let tσ =

〈
e(k)
σ(1), . . . , e

(k)
σ(k)

〉
. Then, the weighted operation

∑
σ∈Cycle(k) ω[tσ] as-

signs equal weight to each projection. Thus, by a suitable scaling we can obtain
a k-ary weighted operation ω′ ∈ wClone(ω) satisfying ω′(e(k)

i ) = −1 for each
i ∈ [k]. ut
4 An elementary 2-group is an Abelian group of order 2, i.e. for every element x of the
group, x + x = 0



We will use the following shorthand for candidate minimal weighted operations
(weighted operations which assign weight −1 to each projection):

{(ω(f), f) : ω(f) > 0} .

We can now give our classification theorem for minimal weighted opera-
tions. The format, and indeed the proof, follow directly from Rosenberg [26],
see also [17]. Our result is slightly weaker, because we cannot rule out the pos-
sibility of sharp, but non-minimal, operations occurring with negative weight in
a minimal weighted operation.

Theorem 2. The set of operations assigned positive weight by a minimal weighted
operation is one of the following four types:

1. A set of unary operations.
2. A set of binary idempotent operations.
3. A set consisting of sharp ternary operations, i.e. majority operations, mi-

nority operations, Pixley operations and semiprojections.
4. A set of k-ary semiprojections (k > 3).

Proof. Suppose ω is a minimal weighted operation of arity at least two. Then,
every f with ω(f) > 0 must be idempotent since otherwise translating by
〈e1, . . . , e1〉 would yield a non-zero unary weighted operation µ. If wClone(µ) =
wClone(ω), then since ω has bigger arity than µ we get a contradiction with ω
being a minimal weighted operation; if wClone(µ) 6= wClone(ω), then wClone(ω)
is not a minimal weighted clone.

Next, suppose that ω is a ternary minimal weighted operation. We can-
not have any f with ω(f) > 0 for which identifying two variables gives a
non-projection operation, since otherwise ω would generate a minimal binary
weighted operation. There are precisely 8 types of sharp ternary operations,
given in Table 1. The first and last correspond to majority and minority respec-

Input 1 2 3 4 5 6 7 8
(x,x,y) x x x x y y y y
(x,y,x) x x y y x x y y
(y,x,x) x y x y x y x y

Table 1. Sharp ternary operations

tively. The second, third and fifth correspond to semiprojections, and the other
three correspond to Pixley operations.

Finally, suppose ω is a minimal weighted operation of arity 4 or greater.
Every f with ω(f) > 0 must become a projection when we identify any two
variables. Thus, by the Świerczkowski Lemma (Lemma 1) each such f must be
a semiprojection. ut



4 Simple Weighted Clones

In classical clone theory, every minimal clone is generated by a single opera-
tion. Rosenberg’s classification of minimal operations [26] gives unary opera-
tions (retractions and cyclic permutations of prime orders), binary idempotent
operations, majority operations, minority operations, and semiprojections.

Definition 9. For any k-ary operation f we define the canonical weighted
operation of f , ωf , to be {(k, f)}.

In other words, ωf assigns weight k to f , and weight −1 to each projection.
In the rest of this section we prove that for some minimal operations f , the

canonical weighted operation ωf is a minimal weighted operation. In particular,
we prove this for retractions, certain binary operations, majority operations, and
minority operations.

Theorem 3. If f is a retraction, then ωf is a minimal weighted operation.

Proof. Let f be a minimal unary operation which is a retraction; i.e. f(f(x)) =
f(x) for all x ∈ D. Let ωf be the canonical weighted operation of f . Since f
is a retraction, it is the only non-trivial operation in Clone(f). Hence, given
any µ ∈ wClone(k)(ωf ), translating by

〈
e(k)
1 , . . . , e(k)

k

〉
and applying a suitable

scaling yields ωf . ut

Theorem 4. If f is a binary operation, then ωf is minimal whenever f is a
semilattice operation or a conservative commutative operation.

Proof. Whenever f is a conservative commutative operation or a semilattice
operation, we have that f is the only non-trivial binary operation in Clone(f).
Thus, given any µ ∈ Clone(k)(ωf ) we can find some tuple of binary projections
t satisfying g[t] = f(x1, x2), for some g with µ(g) > 0. That is, µ′ = µ[t] is a
binary weighted operation with µ′(f) > 0. Finally, since f is commutative, the
weighted operation obtained from µ′ by Lemma 2 must be equal to ωf . ut

Theorem 5. If f is a majority operation, then ωf is a minimal weighted oper-
ation.

Proof. It is well known that any ternary operation generated by f is a majority
operation since f is a majority operation. (This can be proved by induction on
the number of occurrences of f .) We want to show that ωf is minimal; that is,
given µ ∈ wClone(ωf ), we need to show that ωf ∈ wClone(µ).

Let µ be a k-ary weighted operation from wClone(ωf ) such that µ(g) > 0
for some non-projection g, where g ∈ Clone(k)(f). From the argument above,
there exists some k-tuple of ternary projections, t, such that g[t] is a majority
operation. Let µ′ = µ[t]. If µ′ = cωf for some c > 0 then we are done. Otherwise,
by Lemma 2, there is ternary µ′ ∈ wClone(µ) such that µ′ assigns weight -1 to
projections and positive weight to some (possibly different) majority operations
g1, . . . , gk ∈ Clone(3)(f).



Translating µ′ by 〈xj , xj , f〉, for j ∈ [3], gives the weighted operation 2ωj,f ,
where

ωj,f (g) =

−1 g = ej
+1 g = f

0 otherwise
. (2)

Since ωf = ω1,f + ω2,f + ω3,f , we have proved that ωf ∈ wClone(µ). ut

Theorem 6. If f is a minimal minority operation, then ωf is a minimal weighted
operation.

Proof. Recall that a minority operation f : D3 → D is minimal if and only
if f(x, y, z) = x − y + z, where addition is taken over an elementary 2-group
〈D,+〉. An elementary 2-group 〈D,+〉 satisfies 2x = 0 for all x ∈ D. Thus, we
can conclude that f is the only ternary operation in Clone(f). Now, given any
µ ∈ wClone(k)(ωf ), we can find some k-tuple of ternary projections t such that
µ[t](f) > 0. Then, using Lemma 2, we can obtain a ternary weighted operation
µ′ ∈ wClone(µ) which satisfies µ′(ei) = 1 for i = 1, 2, 3. Since f is the only
ternary operation in Clone(f) then, necessarily, µ′ = ωf . ut

Due to space constraints, we only state the following result:

Proposition 2. Let f be the ternary semiprojection on D = {0, 1, 2} which
returns 0 on every input with all values distinct, and the value of the first input
otherwise. The weighted clone wClone(ωf ) is not minimal.

Proposition 2 tells us that not all minimal operations have canonical mini-
mal weighted operations. It is known that the constraint languages preserved by
semiprojections are not tractable, so the weighted clones supported by semipro-
jection clones are of less interest to us.

An operation f is tractable if the set of cost functions invariant under f ,
denote by Inv(f), is a tractable valued constraint language; see [14] for more de-
tails. Having proved minimality of weighted clones corresponding to well-known
tractable operations, we finish this section with a conjecture.

Conjecture 1. If f is a minimal tractable operation, then ωf is a minimal weighted
operation.

5 Boolean Classification

In this section, we consider minimal weighted clones on Boolean domain D =
{0, 1}. Since there are no semiprojections on a Boolean domain, we only need
to consider the first three cases of Theorem 2. Moreover, for the third case, we
need only consider weighted operations assigning negative weight to Mnrty and
Mjrty. Post [25] has classified the minimal clones on a Boolean domain.

Theorem 7. Every minimal clone on a Boolean domain is generated by one of
the following operations:



1. f0(x) = 0
2. f1(x) = 1
3. f(x) = 1− x
4. min(x1, x2) returns the minimum of the two arguments
5. max(x1, x2) returns the maximum of the two arguments
6. Mnrty(x1, x2, x3) returns the minority of the three arguments
7. Mjrty(x1, x2, x3) returns the majority of the three arguments

First, we show that the canonical weighted operations corresponding to the
minimal operations given in Theorem 7 are minimal.

Theorem 8. For each minimal Boolean operation f , the weighted operation ωf
is minimal.

Proof. Let f(x) = 1−x. Notice that f2(x) = x; that is, f is a cyclic permutation
of order 2. Therefore, the only non-trivial unary operation in Clone(f) is f .
Moreover, for any k > 1, the only non-trivial operations in Clone(k)(f) are
of the form g(x) = 1 − xi for some i ∈ [k]. Translating an operation of this
form by the k-tuple of unary projections will yield f . Thus, given any non-zero
µ ∈ wClone(k)(ωf ), we can translate by the k-tuple of unary projections and
apply a suitable scaling to obtain ωf . Hence, wf is minimal. All other cases
follow from Theorems 3, 4, 5, and 6. ut

Next, we show that there are precisely two other minimal weighted operations
on a Boolean domain.

Theorem 9. On a Boolean domain, there are precisely two minimal weighted
operations other than the 7 canonical weighted operations arising from the min-
imal operations. These are the binary weighted operations {(1,min), (1,max)}
and {(1,Mnrty), (2,Mjrty)}.

Proof. We first consider the binary case. Every binary minimal operation other
than ωmin and ωmax must be of the form ωa = {(a,min), (2− a,max)} (0 < a <
2). We will show that ωa is minimal if and only if a = 1.

First, suppose a = 1. Let ω = ω1. It is easy to check that the only non-
zero translation is ω[e1, e2]. Thus, by Proposition 1, every non-zero weighted
operation in wClone(2)(ω) is equal to cω, for some c > 0.

There is precisely one sharp operation of arity ≥ 3 in Clone(min,max): the
majority operation Mjrty. Since {(3,Mjrty)} /∈ wClone(ω) (we can check this
using Proposition 1), it follows that any non-zero µ ∈ wClone(k)(ω) must assign
weight to an operation of the form min(xi, xj) or max(xi, xj), or a non-sharp
operation of arity k, for any k > 2. We can translate any such µ by a k-tuple
of binary projections to obtain some non-zero µ′ ∈ wClone(2)(µ). Since µ′ must
necessarily be contained in wClone(ω), and since every binary weighted operation
in wClone(ω) is equal to cω, for some constant c > 0, it follows that ω ∈
wClone(µ). Hence, ω is minimal.

Now, suppose a < 1 (the other case is symmetric). Consider the weighted
operations µi = ωa + a

1−aωa[ei,min] (i = 1, 2), which by Proposition 1 are



contained in wClone(ωa). Since min(x,min(x, y)) = min(x, y), we have that min
is assigned weight a− 1 in ωa[ei,min], and hence 0 in µi. To be precise, µi is the
weighted operation which assigns weight a−1 to ei, −1 to eī (̄i ∈ {1, 2}\{i}), and
2−a to max. Thus, by adding µ1 and µ2 and applying a suitable scaling, we can
obtain the weighted operation {(2,max)}. Since {(2,max)} generates a minimal
clone which does not contain ωa, we can conclude that ωa is not minimal.

We now move on to the ternary case. Suppose ω is a ternary weighted op-
eration and ω /∈ wClone(ωf ) for f ∈ {Mnrty,Mjrty}. From Theorem 2 and the
fact that there are no Boolean semiprojections, ω can only assign positive weight
to Mjrty, Mnrty and the three Boolean Pixley operations f1, f2 and f3 (corre-
sponding to the fourth, sixth and seventh columns of Table 1). We first show
that we can restrict our attention to weighted operations assigning weight 0 to
all Pixley operations.

Let ω be a ternary weighted operation which assigns positive weight to
some Pixley operations. Composing 〈f1, f2, f3〉 with the tuples of projections
〈e2, e3, e1〉 and 〈e3, e1, e2〉 yields 〈f2, f3, f1〉 and 〈f3, f1, f2〉 respectively. Thus,
the weighted operation 1

3ω + 1
3ω[e2, e3, e1] + 1

3ω[e3, e1, e2] assigns equal weight
to each Pixley operation. Hence, from here on we assume we are working with
a weighted operation ω which assigns equal weight to each Pixley operation, as
well as assigning weight −1 to each projection (see Lemma 2).

Suppose each Pixley operation is assigned weight a < 1 by ω, so at least one of
Mjrty and Mnrty is assigned positive weight. We observe that fi(f1, f2, f3) = ei
for each i = 1, 2, 3. Moreover, Mjrty(f1, f2, f3) = Mnrty and Mnrty(f1, f2, f3) =
Mjrty. Thus, the weighted operation ω + aω[f1, f2, f3] is non-zero and assigns
weight 0 to each Pixley operation.

Next, suppose each Pixley operation is assigned weight 1 by ω. Let µ1 =
ω[e1, e2, f1]. Since f1(e1, e2, f1) = Mjrty, f2(e1, e2, f1) = e1 and f3(e1, e2, f1) =
e2, we have that µ1 assigns weight −1 to f1, +1 to Mjrty, and is 0 everywhere
else. For i = 2, 3, we can obtain µi, which assigns weight −1 to fi and +1
to Mjrty, by a similar translation. Then the weighted operation obtained as
ω + µ1 + µ2 + µ3 will be equal to {(3,Mjrty)}.

Thus, the weighted clone generated by any minimal ternary weighted oper-
ation will contain a non-zero ternary weighted operation assigning weight 0 to
all Pixley operations. Hence, when searching for minimal ternary weighted op-
erations other than ωMnrty and ωMjrty, we can restrict our attention to weighted
operations of the form ωa = {(a,Mnrty), (3 − a,Mjrty)} (0 < a < 3). We will
now show that ωa is minimal if and only if a = 1.

Let ω = ω1. Using Proposition 1, we can check that every ternary weighted
operation in wClone(ω) which assigns positive weight to Mnrty and Mjrty only
is of the form cω for some c > 0. Since there are no semi-projections, we can
translate any non-zero µ ∈ wClone(k)(ω) by a k-tuple of ternary projections to
obtain ternary non-zero µ′ ∈ wClone(ω). We have shown that we can obtain
some non-zero µ′′ ∈ wClone(µ′) which assigns positive weight to Mnrty and
Mjrty only. Since µ′′ must be in wClone(ω), it follows that µ′′ = cω, for some
c > 0, so we can obtain ω by scaling. Hence, ω is a minimal weighted operation.



Suppose a < 1. Let µi = ωa+ a
1−aωa[ei, ei,Mnrty] (i ∈ {1, 2, 3}). It is easy to

check that µi(ei) = −1+a, µi(ej) = −1 (j 6= i), µi(Mjrty) = 3−a, and µi(f) = 0
everywhere else. Then, as in the binary case, we can obtain {(3,Mjrty)} by
adding µ1, µ2, and µ3 and applying a suitable scaling. Similarly, if a > 1 we
can show {(3,Mnrty)} ∈ wClone(ωa). In both cases, we have found non-zero
µ ∈ wClone(ωa) such that ωa /∈ wClone(µ), so ωa cannot be minimal. ut

We remark that the proof of maximality of ω〈min,max〉 in Theorem 9 actu-
ally proves a stronger result: minimality of ω〈min,max〉 over arbitrary distributive
lattices with min and max being the lattice meet and join operations.

6 Conclusions

We have studied minimal weighted clones using the algebraic theory for valued
constraint languages developed by Cohen et al. [14]. Thus we have shown that
the general theory from [14] can be used to answer interesting questions on the
complexity of valued constraint languages.

We have shown an analogue of Rosenberg’s classification of minimal clones
for weighted clones. Furthermore, we have shown minimality of several weighted
clones whose support clone is generated by a single minimal operation. On the
other hand, we have demonstrated that this is not true in general: there are
minimal operations which give rise to non-minimal weighted clones. We have
conjectured that minimal tractable operations give rise to minimal weighted
clones. Finally, we have classified all Boolean weighted clones. Consequently, we
have been able to determine all maximal Boolean valued constraint languages,
using proofs based on the algebraic characterisation of [11,14]. This has been
originally proved in [13] using gadgets.

We believe that the techniques presented in this paper will be useful in iden-
tifying new tractable valued constraint languages and proving maximality of
valued constraint languages.
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