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We study the complexity of valued constraint satisfaction problems (VCSPs) parametrised by a constraint
language, a fixed set of cost functions over a finite domain. An instance of the problem is specified by a sum
of cost functions from the language and the goal is to minimise the sum. Under the unique games conjecture,
the approximability of finite-valued VCSPs is well-understood, see Raghavendra [STOC’08]. However, there
is no characterisation of finite-valued VCSPs, let alone general-valued VCSPs, that can be solved exactly in
polynomial time, thus giving insights from a combinatorial optimisation perspective.

We consider the case of languages containing all possible unary cost functions. In the case of languages
consisting of only {0, co}-valued cost functions (i.e. relations), such languages have been called conservative
and studied by Bulatov [LICS’03, ACM TOCL11] and recently by Barto [LICS’11]. Since we study valued
languages, we call a language conservative if it contains all finite-valued unary cost functions. The computa-
tional complexity of conservative valued languages has been studied by Cohen et al. [AIJ’06] for languages
over Boolean domains, by Deineko et al. [JACM’08] for {0,1}-valued languages (a.k.a Max-CSP), and by
Takhanov [STACS’10] for {0, co}-valued languages containing all finite-valued unary cost functions (a.k.a.
Min-Cost-Hom).

We prove a Schaefer-like dichotomy theorem for conservative valued languages: if all cost functions in the
language satisfy a certain condition (specified by a complementary combination of STP and MJN multimor-
phisms), then any instance can be solved in polynomial time (via a new algorithm developed in this paper),
otherwise the language is NP-hard. This is the first complete complexity classification of general-valued con-
straint languages over non-Boolean domains. It is a common phenomenon that complexity classifications of
problems over non-Boolean domains are significantly harder than the Boolean cases. The polynomial-time
algorithm we present for the tractable cases is a generalisation of the submodular minimisation problem
and a result of Cohen et al. [TCS08].

Our results generalise previous results by Takhanov [STACS’10] and (a subset of results) by Cohen et al.
[ALJ’06] and Deineko et al. [JACM’08]. Moreover, our results do not rely on any computer-assisted search as
in Deineko et al. [JACM’08], and provide a powerful tool for proving hardness of finite-valued and general-
valued languages.
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1. INTRODUCTION

The constraint satisfaction problem is a central generic problem in computer science.
It provides a common framework for many theoretical problems as well as for many
real-life applications, see [Hell and Nesetiil 2008] for a nice survey. An instance of the
constraint satisfaction problem (CSP) consists of a collection of variables which must be
assigned values subject to specified constraints [Montanari 1974]. CSP is equivalent to
the problem of evaluating conjunctive queries on databases [Kolaitis and Vardi 2000],
and to the homomorphism problem for relational structures [Feder and Vardi 1998].

An important line of research on the CSP is to identify all tractable cases; that is,
cases that are recognisable and solvable in polynomial time. Most of this work has
been focused on one of the two general approaches: either identifying structural prop-
erties of the way constraints interact which ensure tractability no matter what forms
of constraints are imposed [Dechter and Pearl 1988], or else identifying forms of con-
straints which are sufficiently restrictive to ensure tractability no matter how they are
combined [Bulatov et al. 2005; Feder and Vardi 1998].

The first approach has been used to characterise all tractable cases of bounded-arity
CSPs: the only class of structures which ensures tractability (subject to a certain com-
plexity theory assumption, namely FPT # W[1]) are structures of bounded tree-width
modulo homomorphic equivalence [Dalmau et al. 2002; Grohe 2007]; and recently also
for unbounded-arity CSPs [Marx 2010b]; see also [Grohe and Marx 2006; Marx 2010al].
The second approach has led to identifying certain algebraic properties known as poly-
morphisms [Jeavons 1998] which are necessary for a set of constraint types to ensure
tractability. A set of constraint types which ensures tractability is called a ¢ractable
constraint language.

Schaefer in his seminal work [Schaefer 1978] gave a complete complexity classi-
fication of Boolean constraint languages. The algebraic approach based on polymor-
phisms [Jeavons et al. 1997] has been so far the most successful tool in generalising
Schaefer’s result to languages over a 3-element domain [Bulatov 2006], languages with
all unary relations [Bulatov 2003; 2011; Barto 2011], languages comprised of a single
binary relation without sources and sinks [Barto et al. 2009b] (see also [Barto and
Kozik 2010]), and languages comprised of a single binary relation that is a special
triad [Barto et al. 2009a]. The algebraic approach has also been essential in charac-
terising the power of local consistency [Barto and Kozik 2009] and the “few subpowers
property” [Berman et al. 2010; Idziak et al. 2010], the two main tools known for solving
tractable CSPs. A major open question in this line of research is the Dichotomy Conjec-
ture of Feder and Vardi, which states that every constraint language is either tractable
or NP-hard [Feder and Vardi 1998]. We remark that there are other approaches to
the dichotomy conjecture; see, for instance, [Hell and Nesettil 2008] for a nice survey,
and [Kun and Szegedy 2009] for a connection between the Dichotomy Conjecture and
probabilistically checkable proofs.

Since in practice many constraint satisfaction problems are over-constrained, and
hence have no solution, or are under-constrained, and hence have many solutions, soft
constraint satisfaction problems have been studied [Dechter 2003]. In an instance of
the soft CSP, every constraint is associated with a cost function (rather than a relation
as in the CSP) which represents preferences among different partial assignments, and
the goal is to find the best assignment. Several very general soft CSP frameworks have
been proposed in the literature [Schiex et al. 1995; Bistarelli et al. 1997]. In this paper
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we focus on one of the very general frameworks, the valued constraint satisfaction
problem (VCSP) [Schiex et al. 1995]. Throughout the paper, we use the term constraint
language (or just language) for a set of cost functions over a finite domain. If all cost
functions from a given language I" are {0, oc}-valued (i.e. relations), we call I' a crisp
language. (If necessary, to stress the fact that I' is a language, but not a crisp language,
we call I' a general-valued language.)

Similarly to the CSP, an important line of research on the VCSP is to identify
tractable cases which are recognisable in polynomial time. Is is well known that struc-
tural reasons for tractability generalise to the VCSP [Bertelé and Brioshi 1972; Gott-
lob et al. 2009]. In the case of language restrictions, only a few conditions are known
to guarantee tractability of a given language [Cohen et al. 2006; Cohen et al. 2008].
Recently, the power of linear programming relaxations for VCSPs has been charac-

terised [Thapper and Zivny 2012a; Kolmogorov 2012] and also the complexity of all

finite-valued languages has been established [Thapper and Zivny 2013]. Apart from
structural and language restrictions on VCSPs, hybrid restrictions have also recently

been studied [Cooper and Zivny 2011; 2012].

Related work. The problem of characterising the complexity of different languages
has received significant attention in the literature. For some classes researchers have
established a Schaefer-like dichotomy theorem of the following form: if a language T’
admits certain polymorphisms or multimorphisms then it is tractable, otherwise it is
NP-hard. Some of these classes are as follows: Boolean languages, i.e. languages with
a 2-element domain [Cohen et al. 2006]; crisp languages including all unary relations
- [Bulatov 2003; 2011] and recently [Barto 2011]; crisp languages with a 3-element
domain [Bulatov 2006]; {0,1}-valued languages including all unary cost functions
[Deineko et al. 2008]; crisp languages including additionally all finite-valued unary
cost functions [Takhanov 2010a]; crisp languages including additionally a certain sub-
set of finite-valued unary cost functions [Takhanov 2010b].

Our proof exploits the results of Takhanov [Takhanov 2010a], who showed the
existence of a majority polymorphism as a necessary condition for tractability of
crisp languages including additionally all finite-valued unary cost functions. Other
related work includes the work of Creignou et al. who studied various generalisa-
tions of the CSP to optimisation problems over Boolean domains [Creignou 1995], see
also [Creignou et al. 2001; Khanna et al. 2001]. [Raghavendra 2008] and [Raghavendra
and Steurer 2009] have shown how to optimally approximate any finite-valued VCSP.

Contributions. This paper focuses on valued languages containing all finite-valued
unary cost functions; we call such languages conservative. Our main result is a di-
chotomy theorem for all conservative languages: if a conservative language I" ad-
mits a complementary combination of STP (symmetric tournament pair) and MJN
(majority-majority-minority) multimorphisms, then it is tractable, otherwise I' is NP-
hard. This is the first complete complexity classification of general-valued languages
over non-Boolean domains, generalising previously obtained results in [Cohen et al.
2006; Deineko et al. 2008; Takhanov 2010a] as follows:

— Cohen et al. proved a dichotomy for arbitrary Boolean languages (|D| = 2). We gener-
alise it to arbitrary domains (| D| > 2), although only for conservative languages.

— Deineko et al. [Deineko et al. 2008] and Takhanov [Takhanov 2010a] proved a di-
chotomy for the following languages, respectively:
— {0, 1}-valued languages containing additionally all unary cost functions;
— {0, c0}-valued languages containing additionally all unary cost functions.
In both of these case the languages are conservative, so these classifications are spe-
cial cases of our result. Note, however, that Deineko et al. additionally give a di-
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chotomy with respect to approximability (PO vs. APX-hard), even when the number
of occurrences of variables in instances is bounded; this part of [Deineko et al. 2008]
does not follow from our classification.

Moreover, our results provide a new powerful tool and do not rely on a computer-
assisted search as in [Deineko et al. 2008]. Building on techniques from this paper,
Jonsson et al. [Jonsson et al. 2011] have recently shown that the same approach can
be also used for certain non-conservative languages, and Chen et al. [Chen et al. 2012]
have recently shown that the same approach can be also used for approximate count-
ing.

Since the complexity of Boolean conservative languages is known, we start, similarly
to Bulatov and Takhanov [Bulatov 2003; Takhanov 2010a], by exploring the interac-
tions between different 2-element subdomains. Given a conservative language I', we
will investigate properties of a certain graph Gr associated with the language and cost
functions expressible over I'. We link the complexity of I" to certain properties of the
graph Gr.

First, we show that if Gr does not satisfy certain properties, then I" is intractable.
Second, using Gr, we construct a (partial) STP multimorphism and a (partial) MJN
multimorphism. Finally, we show that any language which admits a complemen-
tary combination of STP and MJN multimorphisms is tractable, thus generalising
a tractable class of Cohen et al. [Cohen et al. 2008], which in turn is a generalisation
of the submodular minimisation problem. Thus we obtain a dichotomy theorem. The
tractable criterion in the finite-valued case turns out to be equivalent to the condi-
tion of submodularity. The general-valued case is much more involved than the finite-
valued case, and requires different techniques compared to previous results.

Given a finite language IT', the graph Gr is finite as well, but depends on the expres-
sive power of I" (see Section 2 for precise definitions), which is infinite. In order to test
whether I is tractable, we do not need to construct the graph Gr as it follows from our
result that we just need to test for the existence of a complementary combination of
two multimorphisms, which can be established in polynomial time.

Our results are formulated using the terminology of valued constraint satisfaction
problems, but they apply to various other optimisation frameworks that are equivalent
to valued constraint satisfaction problems such as Gibbs energy minimisation, Markov
Random Fields, Min-Sum problems, and other models [Lauritzen 1996; Wainwright
and Jordan 2008].

Organisation of the paper. The rest of the paper is organised as follows. In Section 2,
we define valued constraint satisfaction problems (VCSPs), conservative languages,
multimorphisms and other necessary definitions needed throughout the paper. We
state our results in Section 3, and then give their proofs in Sections 4-7.

2. BACKGROUND AND NOTATION

We denote by Q. the set of all non-negative rational numbers. We define Q. = Q1 U
{00} with the standard addition operation extended so that for all a € Q, a + 0o = .
Members of Q, are called costs. Throughout the paper, we denote by D any fixed finite
set, called a domain. Elements of D are called domain values or labels.

A function f from D™ to Q, will be called a cost function on D of arity m. If the
range of f lies entirely within Q_, then f is called a finite-valued cost function. If
the range of f is {0,000}, then f is called a crisp cost function. If the range of a cost
function f includes non-zero finite costs and infinity, we emphasise this fact by calling
[ a general-valued cost function. Let f : D™ — Q, be an m-ary cost function f. We
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denote by domf = {x € D™ | f(x) < o} the effective domain of f. The argument of f is
called an assignment or a labelling. Functions f of arity m = 2 are called binary.

A language is a set of cost functions with the same domain D. A language T' is called
finite-valued (crisp, general-valued respectively) if all cost functions in I' are finite-
valued (crisp, general-valued respectively). A language T is Boolean if | D| = 2.

Definition 2.1. An instance 7 of the valued constraint satisfaction problem (VCSP)
is a function DV — Q. given by

Costz(x) = Z ft (xi(t,l)a e axz’(t,mf,))

teT

It is specified by a finite set of nodes V/, a finite set of terms (also known as constraints)
T, cost functions f, : D™ — Q. or arity m; and indices i(t,k) € V fort € T, k =
1,...,ms. A solution to T is an assignment & € D" with minimum cost.

We denote by VCSP(T") the class of all VCSP instances whose terms f; belong toT". A
finite language I is called ¢ractable if VCSP(I") can be solved in polynomial time, and
intractable if VCSP(T') is NP-hard. An infinite language T is tractable if every finite
subset IV C T is tractable, and intractable if there is a finite subset IV C I that is
intractable.

The idea behind conservative languages is to contain all possible unary cost func-
tions: Bulatov has called a crisp language I' conservative if I' contains all unary re-
lations [Bulatov 2003]. We are interested in valued languages containing all possible
unary cost functions and hence define conservative languages as follows:

Definition 2.2. A language T is called conservative if T' contains all {0,1}-valued
unary cost functions v : D — {0, 1}.

Such languages have been studied by Deineko et al. [Deineko et al. 2008] and
Takhanov [Takhanov 2010a]. Note, we could have defined I' to be conservative if it
contains all possible general-valued unary cost functions v : D — Q.. However, the
weaker definition 2.2 will be sufficient for our purposes: it is shown in Section 4 that
adding all possible unary cost functions v : D — Q_ to a conservative language I" does
not change the complexity of I.

We now define polymorphisms, which have played a crucial role in the complexity
analysis of crisp languages [Jeavons et al. 1997; Bulatov et al. 2005].

Definition 2.3. A mapping F : D¥ — D, k > 1 is called a polymorphism of a cost
function f: D™ — Q, if

F(x1,...,x) € donf YV, ...,z € domf

where F' is applied component-wise. F' is a polymorphism of a language I' if F' is a
polymorphism of every cost function in T".

Multimorphisms [Cohen et al. 2006] are generalisations of polymorphisms. To make
the paper easier to read, we only define binary and ternary multimorphisms as we will
not need multimorphisms of higher arities.

Definition 2.4. Let (1,U) be a pair of operations, where M,0: D x D — D, and let
(F1, F, F3) be a triple of operations, where F; : Dx D x D — D, 1 <i<3.

— The pair (r1,U) is called a (binary) multimorphism of a cost function f : D™ — Q,_ if
fl@ny)+ flzuy) < f(z)+ fly)  Vo,y €donf ey
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where operations M, Ll are applied component-wise. ([1,U)) is a multimorphism of a
language T if (7, L) is a multimorphism of every f from T
— The triple (F1, Iy, F3) is called a (ternary) multimorphism of a cost function f : D™ —

Q. if
f(Fi(m,y, 2))+ f(Fa(@,y, 2))+ f(Fs(x, 9, 2)) < f(2)+f(y)+f(2) Vo,y,z € domf (2)

where operations Fi, F,, F3 are applied component-wise. (Fy, F», F3) is a multimor-
phism of a language T if (F}, F5, F3) is a multimorphism of every f from T

— Operation F : D¥ — D is called conservative if F(x1,...,k;) € {x1,...,2;} for all
T1,...,2 € D.

— The pair (M,U) is called conservative if {{a M b,a U b}} = {{a,b}} for all a,b € D,
where {{...}} denotes a multiset, i.e. in the case of repetitions elements’ multiplic-
ities are taken into account. Similarly, triple (F, Fs, F3) is called conservative if
{Fi(a,b,c), F5(a,b,c), F3(a,b,0)}} = {{a,b,c}} for all a,b,¢ € D. In other words, ap-
plying (Fy, Fs, F3) to (a, b, c) should give a permutation of (a, b, ¢).

— The pair (M, 1) is called a symmetric tournament pair (STP) if it is conservative and
both operations M, Ll are commutative, i.e. alb =bMaand allb = blia for all a,b € D.

— An operation Mj : D® — D is called a majority operation if for every tuple (a,b,c) € D3
with |{a, b, c}| = 2 the operation Mj returns the unique majority element among a, b, ¢
(that occurs twice). An operation Mn : D3 — D is called a minority operation if for
every tuple (a,b,c) € D? with |{a,b,c}| = 2 the operation Mn returns the unique
minority element among a, b, ¢ (that occurs once).

— The triple (Mj;,Mj,, Mns) is called an MJN if it is conservative, Mj,,Mj, are (possibly
different) majority operations, and Mns is a minority operation.

We say that (M,U) is a multimorphism of a language T, or I" admits (M, L), if all
cost functions f € T satisfy (1). Using a polynomial-time algorithm for minimising
submodular functions [Schrijver 2000; Iwata et al. 2001], Cohen et al. have obtained
the following result:

THEOREM 2.5 ([COHEN ET AL. 2008]). If a language T' admits an STP, then T is
tractable.

The existence of an MJN multimorphism also leads to tractability. This was shown for
a specific choice of an MJN by Cohen et al. [Cohen et al. 2006].

Our tractability result, presented in the next section, will include both above-
mentioned tractable classes as special cases.

Expressibility. Finally, we define the important notion of expressibility, which cap-
tures the idea of introducing auxiliary variables in a VCSP instance and the possibility
of minimising over these auxiliary variables. (For crisp languages, this is equivalent to
implementation [Creignou et al. 2001], pp-definability [Chen 2006], existential inverse
satisfiability [Creignou et al. 2008], structure identification [Dechter and Pearl 1992],
and join and projection operations in relational databases [Ullman 1989].

Definition 2.6. A costfunction f : D™ — Q. is expressible over a language I' if there
exists an instance Z € VCSP(T") with the set of nodes V. ={1,...,mm+1,...,m + k}
where k& > 0 such that

f(x) = min Costz(x,y) Ve € D™
yeDk

We define I'* to be the expressive power of T'; that is, the set of all cost functions f such
that f is expressible over I'.
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The importance of expressibility is in the following result:

THEOREM 2.7 ([COHEN ET AL. 2006]).
For any language T, T is tractable iff T'* is tractable.

It is easy to observe and well known that any polymorphism (multimorphism) of T
is also a polymorphism (multimorphism) of I'* [Cohen et al. 2006].

3. OUR RESULTS

In this section, we relate the complexity of a conservative language I' to certain prop-
erties of a carefully chosen graph Gr associated with I,

Given a conservative language T, let Gr = (P, F) be the graph with the set of nodes
P ={(a,b)|a,b € D,a # b} and the set of edges E defined as follows: there is an edge
between (a,b) € P and (a/,b’) € P iff there exists a binary cost function f € I'* such
that

fla,a’) + f(b,V) > f(a, V) + f(b,ad’), (a,V'),(b,a’) € domf 3)

Note that Gr may have self-loops. For a node p € P we denote the self-loop by {p, p}. We
say that an edge {(a,b), (¢/,b')} € E is soft if there exists a binary cost function f € I'*
satisfying (3) such that at least one of the assignments (a, a’), (b,?') is in domf. Edges in
E that are not soft are called hard. For a node p = (a,b) € P we denote p = (b,a) € P.
Note, a somewhat similar graph (but not the same) was used by Takhanov [Takhanov
2010a] for languages T containing crisp functions and finite unary cost functions.!

We denote by M C P the set of vertices (a,b) € P without self-loops, and by M =
P — M the complement of M. It follows from the definition that the set M is symmetric,
i.e. (a,b) € M iff (b,a) € M. We will write {a,b} € M to indicate that (a,b) € M; this is
consistent due to the symmetry of M. Similarly, we will write {a,b} € M if (a,b) € M,
and {a,b} € P if (a,b) € P,i.e. a,b€ D and a # b.

Definition 3.1. Let (M,U) be a pair of binary operations and (Mj,,Mj,, Mn3) be a triple
of ternary operations.

— The pair (M, ) is an STP on M if (M, L) is conservative and (1, ) is commutative on
M; that is, for any {a,b} € M,aMb=bMaand aUb=>bUa.

— The triple (Mj;,Mj,,Mn3) is an MJN on M if it is conservative and for each triple
(a,b,¢) € D* with {a,b,c} = {z,y} € M operations Mj,(a,b,c), Mj,(a,b,c) return the
unique majority element among «, b, ¢ (that occurs twice) and Mn3(a, b, ¢) returns the
remaining minority element.

Our main results are given by the following three theorems.
THEOREM 3.2. Let I" be a conservative language.

(a) If Gr has a soft self-loop then T is NP-hard.
(b) If Gr does not have soft self-loops then T' admits a pair (U,M) which is an STP on M
and satisfies additionally a b= a, alUb =10 for {a,b} € M.

THEOREM 3.3. Let I be a conservative language. If T does not admit an MJN on M
then it is NP-hard.

1 Roughly speaking, the graph structure in [Takhanov 2010a] was defined via a “min” polymorphism rather
than a (min, max) multimorphism, so the property {p,q} € E = {p, ¢} € E (that we prove for our graph in
the next section) might not hold in Takhanov’s case. Also, in [Takhanov 2010a] edges were not classified as
being soft or hard.
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THEOREM 3.4. Suppose language I' admits an STP on M’ and an MJN on P — M’,
for some choice of symmetric M' C P. Then T is tractable.

Theorems 3.2-3.4 give the dichotomy result for conservative languages:

THEOREM 3.5. Let I" be a conservative language and P the set of nodes of Gr. If
there is a symmetric set M' C P such that T' admits an STP on M’ and an MJN on
P — M’ then T is tractable. Otherwise I' is NP-hard.

PROOF. The first part follows from Theorem 3.4; let us show the second part. Sup-
pose that the precondition of the theorem does not hold, then one of the following cases
must be true (we assume below that M is the set of nodes without self-loops in Gr):

— G has a soft self-loop. Then I" is NP-hard by Theorem 3.2(a).
— G does not have soft self-loops and I" does not admit an STP on M. This is a contra-
diction by Theorem 3.2(b). o
— Gt does not have soft self-loops and I" does not admit an MJN on M. Then T" is NP-
hard by Theorem 3.3.
O

In the finite-valued case, we get a simpler tractability criterion, namely an STP mul-
timorphism, which turns out to be equivalent to the condition of submodularity [Schri-
jver 2000; Iwata et al. 2001].

THEOREM 3.6. Let I' be a conservative finite-valued language. If T' is submodular
on some chain on D then T is tractable. Otherwise T" is NP-hard.

PRrROOF. Consider the graph Gr associated with I". If Gr contains a soft self-loop,
then, by Theorem 3.2(a), I is NP-hard. Suppose that Gr does not contain soft self-
loops. As I is finite-valued, Gt cannot have hard self-loops. Therefore, M is empty and
M = P. By Theorem 3.2(b), I' admits an STP and the tractability then follows from
Theorem 3.4.

If a finite-valued language admits an STP multimorphism, it also admits a submod-
ularity multimorphism. This result is implicitly contained in [Cohen et al. 2008]. In
particular, the STP might contain cycles, but [Cohen et al. 2008, Lemma 7.15] tells us
that on cycles we have, in the finite-valued case, only unary cost functions. Since an
acyclic tournament is equivalent to a total order on the domain and unary cost func-
tions are submodular with respect to any total order, it follows that the cost functions
admitting the STP must be submodular with respect to some total order.

A formal proof of this statement (based on a different argument) is given in [Kol-
mogorov 2012, Section 4]. O

Given a finite language I', the meta-problem [Creignou et al. 2001] consists in deciding
whether I is tractable. For languages defined on a fixed domain, the meta-problem
is solvable in polynomial time. This follows from the fact that for any fixed domain,
there is only a fixed number of possible sets M and a fixed number of possible binary
multimorphisms that behave as an STP on M and a fixed number of possible ternary
multimorphisms that behave as an MJN on P — M; each such candidate can be tested
whether it is indeed a multimorphism of T

Our tractability result holds true even in the so-called uniform model [Kolaitis and
Vardi 2000], in which the language is treated as part of the input (and thus the domain
is finite, but not fixed); however, we need to assume that an STP operation on M is also
a part of the input. We do not know what the complexity of the problem without this
assumption is. The complexity of the meta-problem in the uniform case also remains
open.
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4. PROOF PRELIMINARIES: STRENGTHENING THE DEFINITION OF CONSERVATIVITY

First, we show that we can strengthen the definition of conservative languages without
loss of generality. More precisely, we prove in this section that it suffices to establish
Theorems 3.2 and 3.3 under the following simplifying assumption:

Assumption 1. T contains all general-valued unary cost functions u: D — Q,.

For a language T, let I' be the language obtained from I' by adding all possible
general-valued unary cost functions v : D — Q.. Note, I' may be different from T’
since I is only guaranteed to have all possible {0, 1}-valued unary cost functions.

PROPOSITION 4.1. (a) Graphs Gr and G are the same: if {(a,b),(a',V')} is a soft
(hard) edge in Gr then it is also a soft (hard) edge in Gp, and vice versa. (b) If T is
NP-hard then so is T.

PROOF. Let Z; be the set of non-negative integers, and let Z, = Z U {co}. It is
easy to see that any unary cost function v : D — Z, can be represented as a sum of at
most maxqep u(a) {0,1}-valued unary cost functions from I', and so u € I'*; we will use
this fact below.

Part (a) One direction is trivial: if {(a,b), (¢’,V')} € Gr then {(a,b), (d/,¥’)} € Gf, and
if {(a,b), (a’,b")} is soft in Gr then it is also soft in Gy. For the other direction we need
to show the following: (i) if {(a,b), (¢’,V’)} is an edge in G then it is also an edge in Gr,
and (ii) if {(a,d), (¢’,V’)} is a soft edge in G then it is also soft in Gr.

Suppose that {(a,b), (a/,0')} € Gp. Let f € (I')* be the corresponding binary cost
function. If the edge {(a,b),(a’,b')} is soft in Gy, then we choose f according to the
definition of a soft edge. We have

fly)= wmin g(z,y,2z) VoyeD

where g : D™ — Q_ is a sum of cost functions from I'. We can assume without loss
of generality that all unary terms present in this sum are Z -valued. Indeed, this can
be ensured by multiplying g by an appropriate integer R. (More precisely, unary terms
u: D — Q, in the sum are replaced with terms R-u € I', and other terms A in the sum
are replaced by R copies of h.)

Let C be a sufficiently large finite integer constant (namely, C > 2 - max{g(z) | z €
domg}), and let ¢© be the function obtained from g as follows: we take every unary cost
function u : D — Q, present in g and replace it with function u“(z) = min{u(z), C}.
Clearly, g¢ € I'*. Define

c : c
f (Jf,y) _26%1’1;‘1*2‘9 (xasz) V%QGD

then f¢ € I'*. It is easy to see that f and f¢ have the following relationship: (i) if
f(z,y) < oo then f€(x,y) = f(x,y) < C; (i) if f(x,y) = oo then f%(z,y) > C. We
have f(a,d’) + f(b,¥') > f(a,V') + f(b,a’) and (a,b'),(b,a’) € domf; this implies that
fCa,a’) + fE(bV) > f9a,b) + f€(b,a’), and thus {(a,b), (a’,b')} € Gr. If the edge
{(a,b), (a’,b")} is soft in G then at least one of the assignments (a,a’), (b,b') is in domf
(and thus in domf“), and so {(a,b), (a/,¥’)} is soft in Gr.

Part (b) Suppose that I" is NP-hard, i.e. there exists a finite language I'' C I" which
is NP-hard. Let I'" be the language obtained from I by first removing unary cost func-
tion u : D — Q. present in I”, and then adding all possible {0, 1}-valued unary cost
functions u : D — {0,1}. Clearly, I' C I". We prove below that I'" is NP-hard using a
reduction from I".
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Let R be a constant integer number such that multiplying unary cost functions from
[" by R gives Z-valued functions. Also let C, be a sufficiently large finite integer
constant, namely C; > max{R - f(z) | f € I",x € domf}. Now consider an instance 7
from VCSP(F’ ) with the cost function

flx) = Zut xztl) Z ft Ti(t, 1),~--,$i(t,mt))

teTy teT,

where T is the index set of unary cost functions and 7, is the index set of cost functions
of higher arities. Thus, u; € IV for t € T7 and f; € I for ¢t € T,. For each ¢t € T} we define
the unary cost function u{(z) = min{R - u;(z), C} where C = C, - (|Ty| + |T%|). Note, we
have C > max{R- f(z) |« € domf}.

Let us define instance Z with the cost function

fc(m)zz ug (zi,1) ZR fe (@i 1ys - Tigtmy))

teT teTy

It can be viewed as an instance from I"”. Indeed, u{ can be represented as a sum of
at most C {0, 1}-valued unary cost functions from I, and the multiplication of R and
fi: can be simulated by repeating the latter term R times. Then fo contains at most
C|Th| + R|Ty| = Co(|Th| + |Tx])|Th| + R|T%| terms, so the size of instance 7 is bounded by
a polynomial function of the size of Z.

It is easy to see that f and f¢ have the following relationship: (i) if f(x) < oo then
f(x) = R- f(z) < C; (i) if f(z) = oo then f°(x) > C. Thus, solving Z will also solve
Z. O

Proposition 4.1 shows that it suffices to prove Theorems 3.2 and 3.3 for I'. Indeed,
consider Theorem 3.2 for a conservative language I'. If Gr has a soft self-loop then by
Proposition 4.1(a) so does Gr. Theorem 3.2(a) for I would imply that I" is NP-hard, and
therefore I' is also NP-hard by Proposition 4.1(b). If Gr does not have soft self-loops
then neither does Gi. Theorem 3.2(b) for I would imply that I" admits the appropriate
multimorphism (LJ,M) that is an STP on M. (Note, the definition of A is the same for
both I' and T by proposition 4.1(a).) Since I' C T, (LJ,M) is also a multimorphism of T".

A similar argument holds for Theorem 3.3. If T' admits an MJN on M then so does T'.
If T does not admit an MJN on M then Theorem 3.3 for I" and Proposition 4.1(b) would
imply that I" is NP-hard.

In conclusion, from now on we will assume that I" satisfies Assumption 1 when prov-
ing Theorems 3.2 and 3.3.

5. PROOF OF THEOREM 3.2

In Section 5.1 we will first prove part (a). Then in Section 5.2 we will prove certain
properties of Gr assuming that Gr does not have self-loops. Using these properties, we
will construct an STP on M in Section 5.3.

5.1. NP-hard case

In this section we prove Theorem 3.2(a). From the assumption, there is a binary cost
function f € I'* such that f(a,a) + f(b,b) > f(a,b) + f(b,a), and at least one of the
assignments (a,a), (b,b) is in domf. First, let us assume that both (a, a) and (b, b) are in
domf. Define a binary cost function g as follows: g(z,y) = f(z,y)+f(y,z). Clearly, g € T'*
and g has the following properties: g(a,b) = g(b,a) and at least one of {g(a,a), g(b,d)}
is strictly bigger than g(a,b). Let a = g(a,a) and 8 = g(b,b). If « # (5, let a <
(the other case is analogous). Define a binary cost function % as follows: h(z,y) =
g(z,y) + u(z) + u(y), where u(z) = (8 — a)/2if = a, u(z) = 0if z = b, and u(zr) = 0o
otherwise. Clearly, h € T and h satisfies h(a,a) = h(b,b) > h(a,b) = h(b,a). Now if
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h(a,a) = h(b,b) = 1 and h(a,b) = h(b,a) = 0, this would correspond to the Max-Cut
problem, which is NP-hard [Garey and Johnson 1979]. Since adding a constant to all
cost functions and scaling all costs by a constant factor do not affect the difficulty of
solving a VCSP instance, and I is conservative, we can conclude that I' is intractable.

Without loss of generality, let us now assume that (a,a) € domf and (b,b) ¢ domf.
As above, define g(z,y) = f(z,y) + f(y,x). Clearly, ¢ € T'* and g has the following
properties: g(b,b) = oo and g(a,b) = g(b,a). Let @ = g(a,a) and § = g(a,b). If a # S,
let « < (3 (the other case is analogous). Define a binary cost function h(x,y) = g(x,y) +
u(z) + u(y), where u(x) = (8 — «)/2 if © = a, u(x) = 0 if z = b, and u(zr) = co otherwise.
Clearly, h € I'* and h satisfies h(a,a) = h(a,b) = h(b,a) = o/ and h(b,b) = co, where
o’ is some finite constant. Since adding a constant to 4 does not affect the difficulty of
solving a VCSP instance, we can assume without loss of generality that o’ = 0. Using h
and unary cost functions, we now reduce from the maximum independent set problem
in graphs, a well-known NP-hard problem [Garey and Johnson 1979]. Given a graph
(V,E), we define a VCSP(T") instance Z with the set of nodes V, the set of vertices
in G, and with the cost function >°; .\ h(4,5) + ;e wiapy (i) + 2,y v/ (i), where
ufapy(z) = 0if x € {a,b} and uy, ) (x) = oo otherwise, and v/(z) = 1if 2 = a, v'(z) =0
if x = b, and v/(z) = oo otherwise. Intuitively, the domain value a represents “not being
in the independent set” and the domain value b represents “being in the independent
set”. The binary cost functions i ensure that no adjacent vertices are both included
in the independent set. The unary cost functions u enforce the effective domain of
every node to be {a, b}. Finally, the unary cost functions «’ count the number of nodes
assigned the value a. Since minimising the number of variables assigned a is the same
as maximising the number of variables assigned b, a solution to Z corresponds to a
maximum independent set in G. O

5.2. Properties of graph Gr
From now on we assume that £ does not have soft self-loops. Our goal is to show that
I' admits an STP on M.

In the lemma below, a path of length k is a sequence of edges

{po,p1}, {p1,p2}, -, {Pk—1,pr}, where {p,_1,p;} € E. Note that we allow edge
repetitions. A path is even iff its length is even. A path is a cycle if pg = p. If X C P
then (X, F[X]) denotes the subgraph of (P, E) induced by X.

LEMMA 5.1. Graph Gr = (P, E) satisfies the following properties:

(@) {p,q} € E implies {p,q} € E and vice versa. The two edges are either both soft or both
hard.

(b) Suppose that {p,q} € E and {q,r} € E, then {p,7} € E. If at least one of the first two
edges is soft then the third edge is also soft. o

(c) For each p € P, nodes p and p are either both in M or both in M.

(d) There are no edges from M to M.

(e) Graph (M, E[M]) does not have odd cycles.

(f) If node p is not isolated (i.e. it has at least one incident edge {p,q} € E) then {p,p} € E.

(g) Nodes p € M do not have incident soft edges.

PrOOF.
(a) Follows from the definition.
(b) Letp = (a1,b1), ¢ = (az,b2) and r = (ag, b3). From the definition of the graph,
let f, g € T* be the binary cost functions such that (x) f(a1,a2) + f(b1,b2) > f(a1,b2) +
f(b1,a2) and g(asz, as) + g(ba, bs) > g(az,bs) + g(be, as). Without loss of generality, we can
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assume that

flar,a2) = a, f(a1,b2) = f(b1,a2) =7, f(b1,b2) =<’ (4)
g(az,a3) = B, g(ag,b3) = g(ba,a3) =, g(bz,b3) =

This can be achieved as follows. First we show that we can assume that f(a;,bs) =
f(b1,a2). Without loss of generality, let f(a1,b2) < f(b1,a2). Define f'(z,y) = f(z,y) +
u(z), where u(z) = 0if © = by, u(x) = f(b1,a2) — f(a1,b2) if z = a1, and u(zr) = oo if
x & {a1,b1}. Clearly, f' € I'*, f'(a1,a2)+ f'(b1,b2) > f'(a1,b2)+ f'(b1,a2), and f'(ay,b2) =
f'(b1,a2). Similarly, we can assume that g(as,b3) = g(bs,a3). Let v = f(ay1,b2) and
v = g(ag,b3). If v = 4" we are done. Without loss of generality, let v < +'. Define
f(z,y) = f(z,y) +u(x), where u(z) = v —vif z € {a1,b1} and u(z) = co otherwise. The
cost functions f’ and g now satisfy () and (4).

From (x) we get « + o’ > 2v; thus, by adding unary terms to f we can ensure that
a > v and o’ > ~. Similarly, we can assume that 3 > v and 5’ > 7. (Note that v must
be finite.)

Let h(z, z) = minyge p{ f(z,y) +Ufas,,1 (¥)+9(y, 2)}, Where ugq, 5,3 (y) = 0ify € {az, ba},
and ug,, 5,3 (y) = oo otherwise. From the definition of ~ and (4) we get h(a;,a3) =
h(b1,bs) = 2y and h(a1,b3) = v + min{a, '} > 2, h(b1,a3) = v + min{e/, 8} > 2.
Therefore, h(ay,bs) + h(b1,a3) > h(a1,a3) + h(b1,bs), and so {p,7} € E.

Now suppose that at least one of the edges {p, ¢}, {¢, 7} is soft, then we can assume
that at least one of o, o, 3, 3’ is finite, and so at least one of h(a1, b3), h(b1, as) is finite,
and thus {p, 7} is soft.

(c¢) Follows from (a).

(d) Suppose {p,q} € E and q € M. The latter fact implies {q, ¢} € E, so by (b) we have
{p,q} € E. From (a) we also get {q,p} € E. Applying (b) again gives {p,p} € E. Thus
pe M.

(e) We prove by induction on & that (M, E[M]) does not have cycles of length 2k + 1.
For k = 0 the claim is by assumption (nodes of M do not have self-loops). Suppose it
holds for £ > 0, and suppose that (M, E[M]) has a cycle P, {p, ¢}, {q, 7}, {r, s} of length
2k + 3 where P is a path from s € M to p € M of length 2k. Properties (b) and (a) give
respectively {p,7} € F and {7,5} € E. Applying (b) again gives {p,s} € FE, therefore
(M, E[M]) has a cycle P, {p, s} of length 2k + 1. This contradicts the induction hypoth-
esis.

(f) Follows from (b).

(g) Suppose p € M (implying E has a hard self-loop {p, p}) and {p, q} is a soft edge in
E. Properties (b) and (a) give respectively {p,¢} € E and {g,p} € E, and furthermore
both edges are soft. Applying (b) again gives that {p,p} € F and this edge is soft. This
contradicts the assumption that (P, F) does not have soft self-loops. O

5.3. Constructing (1, L)

In this section we complete the proof of Theorem 3.2 by constructing a pair of opera-
tions (71, U) for I' that behaves as an STP on M and as a multi-projection (returning its
two arguments in the same order) on M.

LEMMA 5.2. There exists an assignment o : M — {—1,+1} such that (i) o(p) =
—o(q) for all edges {p,q} € E, and (ii) o(p) = —o(p) for all p € M.

PROOF. By Lemma 5.1(e) graph (M, E[M]) does not have odd cycles. Therefore,
graph (M, E[M]) is bipartite and there exists an assignment o : M — {—1,+1} that
satisfies property (i). Let us modify this assignment as follows: for each isolated node
p € M (i.e. a node without incident edges) set o(p), o(p) so that o(p) = —o(p) €
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{—1,+1}. (Note, if p is isolated then by Lemma 5.1(a) so is p). Clearly, property (i)
still holds. Property (ii) holds for each node p € M as well: if p is isolated then (ii) holds
by construction, otherwise by Lemma 5.1(f) there exists an edge {p,p} € E, and so (ii)
follows from property (i). O

Given the assignment o constructed in Lemma 5.2, we now define operations M, L :
D? — D as follows:

—aMNa=ala=aforac D.

—If (a,b) € M then aMb and aUb are the unique elements of D satisfying {aMb,allb} =
{a,b} and o(a M b,alb) = +1.

—If (a,b) € M thenamb=aand allb=b.

LEMMA 5.3. For any binary cost function f € T'* and any x,y € domf there holds
fl@ny) + fxuy) < f(z) + f(y) (5)

PROOF. Denote (a,a’) = x My and (b,b') = « Uy. We can assume without loss of
generality that {x,y} # {(a,d’),(b,V')}, otherwise the claim is straightforward. It is
easy to check that the assumption has two implications: (i) a # b and o’ # ¥; (ii)
{z,y} = {(a,b"), (b,a")}.

If f(a,a’) + f(b,0') = f(a,b) + f(b,a'), then (5) holds trivially. If f(a,a’) + f(b,0') #
fla,b )+ f(b,a’), then E contains at least one of the edges {(a,b), (a’,V")}, {(a,bd), (V',a’)}.
By Lemma 5.1(c) and Lemma 5.1(d), the pairs (a,b) and (a/, V') must either be both in M
or both in M. In the former case, (5) contradicts the above assumptions, so we assume
the latter case.

The definition of M, LI and the fact that (a,a’) = x My and (b,V') = = U y imply that
o(a,b) = o(a’,b’) = +1. Thus, the edge set E does contain {(a,b), (¢’,V’)}, and therefore

fla,a’) + f(b,0) < f(a, b)) + f(b,a)

which is equivalent to (5). O

In order to proceed, we introduce the following notation. Given a cost function f of
arity m, we denote by V the set of variables corresponding to the arguments of f, with
|V| = m. For two assignments x,y € D™ we denote by A(z,y) = {i € V | x; # y;} the
set of variables on which « and y differ.

LEMMA 5.4. Condition (5) holds for any cost function f € I'* and assignments x,y €
domf with |A(x,y)| < 2.

PROOF. If |A(z,y)| < 1 then {x Ny, Uy} = {x,y}, so the claim is trivial. We
now prove it in the case |A(xz,y)| = 2 using induction on |V|. The base case |V| = 2
follows from Lemma 5.3; suppose that |V| > 3. Choose k € V — A(x, y). For simplicity
of notation, let us assume that & corresponds to the first argument of f. Define a cost
function of |V| — 1 variables by

o(z) = minfu(a) + f(a,2)} Ve DV ©)
a
where v is the following unary cost function: u(a) = 0 if a = z, = yi, and u(a) = ©
otherwise.

Let & and ¢ be the restrictions of respectively  and y to V — {k}. Clearly, g € T*,
g(x) = f(x) < oo and ¢g(g) = f(y) < co. By the induction hypothesis

9@Ny)+g@uy) <g@®)+9(y) = fx)+ fy) (7
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This implies that g(£My) < oo, which is possible only if g(zMg) = f(a,2MNy) = f(xNy)
where a = x, = yi. Similarly, g(Z U ¢) = f(a, 2 U g) = f(x Uy). Thus, (7) is equivalent
to(5). O

LEMMA 5.5. Condition (5) holds for any cost function f € I'* and any x,y € domf.

PROOF. We use induction on |A(x,y)|. The base case |A(x,y)| < 2 follows from
Lemma 5.4; suppose that |A(x, y)| > 3. Let us partition A(x,y) into three sets A, B,C
as follows:
A= {ieAlx,y) | (zi,yi) € M, (ziNyi,ziUyi) = (zi,9:)}
B = {ieAlx,y) | (zi,y;)) € M, (ziMNy;,xi Uy) = (yi, zi)}
C ={ieAxy)|(ziy) € M}

Two cases are possible.

Casel |AUC| > 2. Let us choose variable k € AUC, and define assignments «’, y’ as
follows: =} = y; = =; = y; if x; = y;, and for other variables

(l‘i,l‘i) ifi=k
(@i, ;) = § (wi,ys) ifie (AUC) - {k}
It can be checked that

zNy =xNy zUy =2 rNy=1vy rUy=xzUy

Furthermore, A(x,y’') = A(x,y) — {k} and A(z',y) = A(z,y) — (AU C) — {k}) so by
the induction hypothesis

fleny)+ f@) < f@)+ f(Y) (8)
assuming that y’ € domf, and
f@)+ fl@uy) < f@) + f(y) )

assuming that «’ € domf. Two cases are possible:

—1vy’ € domf. Inequality (8) implies that ' € domf. The claim then follows from sum-
ming (8) and (9).

—vy’ ¢ domf. Inequality (9) implies that ' ¢ domf. Assume for simplicity of notation
that k corresponds to the first argument of f. Define cost function of |V| — 1 variables

9(2) = min{u(a) + f(a,2)}  Vze DYk}

where u(a) is the following unary cost function: u(zx) = 0, u(y;) = C and u(a) = oo for
a € D—{zy,yr . Here C is a sufficiently large finite constant, namely C' > f(x)+ f(y).
Let &,9,2', 9 be restrictions of respectively z,y, z’,y' to V — {k}. Clearly, g € I'* and

~/

9(¥) =9(¥') = ulyx) + f(yx, 9) = f(y) +C  (since (z1,y) =y’ ¢ domf)

9(z) = f(zk, 2) = f(=)
By the induction hypothesis
g@ny)+g@uy) <g@)+9@) = flz)+ fly)+C (10)

We have g(z U ) < oo, so we must have either g(z U ¢) = f(ap, 2 Uy) or g(z U g)
flyr,2Ug) +C = f(xUy)+ C. The former case is impossible since (z, L Yy) =
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domf, so g(x UYy) = f(x LU y) + C. Combining it with (10) gives

g@ny)+flxUy) < f(z)+ f(y) (1D

This implies that g(z M y) < C, so we must have g(z M y) = f(zr,zNy) = f(xMNy).
Thus, (11) is equivalent to (5).

Case 2 |B| > 2. Let us choose variable k € B, and define assignments «’, y’ as follows:
xi =yl = x; = y; if ©; = y;, and for other variables

(yi,yi) ifi=k%
(') = (w5,y:) ifie AUC
(z;,2;) ifie B—{k}
It can be checked that
PNy=xNy @'Uy=y 2Ny =2 aUy ==zUy

Furthermore, A(z',y) = A(z,y) — {k} and A(z,y’) = A(z,y) — (B — {k}) so by the
induction hypothesis

fleny) + fy') < f&') + fy) (12)
assuming that «’ € domf, and
@)+ fl®Uy) < f(e)+ f(y') (13)

assuming that y’ € domf. Using Inequalities 12 and 13, the same argument as in Case
1, distinguishing whether or not «’ € domf, finishes the proof. O

6. PROOF OF THEOREM 3.3

For a language T let Feas(I") be the language obtained from I" by converting all finite
values of f to 0 for all f € I', and let MH(I") be the language obtained from Feas(T")
by adding all possible integer-valued unary cost functions v : D — Z,. Note, MH(T")
corresponds to the minimum-cost homomorphism problem introduced in [Gutin et al.
2006] and recently studied in [Takhanov 2010a]. We will need the following fact which
is a simple corollary of results of Takhanov [Takhanov 2010a].

THEOREM 6.1. (a) If MH(T") does not admit a majority polymorphism then MH(T) is
NP-hard. (b) If MH(T") is NP-hard then so is T

PROOF.
Part (a) Takhanov has studied crisp languages including additionally all integer-
valued unary cost functions [Takhanov 2010a]. For such a language I, he considers the
functional clone of all polymorphisms of I, denoted by F', and a certain graph denoted
by Tr. Takhanov’s Theorem 3.3, Theorem 3.4, and Theorem 5.5 give the following:

— If F does not satisfy the necessary local conditions or T is not bipartite then I is
NP-hard.

—If F satisfies the necessary local conditions and TF is bipartite then F' contains a
majority operation.

This implies part (a).

Part (b) Let MH(T') € MH(T) be a finite language with costs in Z; = Z, U {0}
which is NP-hard. Denote by MH(T"); and MH(T"), the subsets of MH(T")’ of arity m =1
and m > 2 respectively. The definition of MH(I") implies that for every f € MH(T)’
there exists a cost function f° € I' such that f(x) = 0 if f°(x) < o0, and f(x) = o if
f°(x) = co. Denote C' = max{f°(x)| f € MH(L),,z € domf°} + 1. Construct a language
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I'" as follows:
I = {u [ue MHD) Y U {7°] f € MH(D),)

where function u“ is defined by u“(z) = C - u(z). Clearly, I" C I'. We prove below that
I'" is NP-hard using a reduction from MH(T')’.

Let 7 be an instance from MH(I')’ with the cost function
f(x) = Z ug (@50,1)) + Z [t (Zice1)s - Tigtmy))
teTy teT,

where T is the index set of unary cost functions and 7 is the index set of cost functions
of higher arities. Note, u; € MH(T")] for ¢ € T7 and f, € MH(T"),, for t € T.. Now define
instance Z with the cost function

1 (=) = Z N -uf (zin) + Z T2 @iy - Tigtmy))
teTy teT,

where N = |T|. It can be viewed as an instance from I, if we simulate multiplication
of N and u{ by repeating the latter term N times; the size of the expression grows only
polynomially. For any « € domf we have

fC () > ZNUf (Tiey) =N -C - f(=)

teT:
@) < > N-uf (wen) + Y, C=N-C-(f(x)+1)
teT, teT,

Furthermore, f(x) = o iff f¢(x) = co. Function f have values in Z, , therefore solving
Z will also solve Z. O

Suppose that I" does not admit a majority polymorphism. Clearly, this implies that
MH(T") also does not admit a majority polymorphism. By Theorem 6.1, T" is NP-hard,
and so Theorem 3.3 holds in this case. Hence without loss of generality we can assume:

Assumption 2. I admits a majority polymorphism.

By Theorem 3.2(a), if Gt has a soft self-loop then I" is NP-hard. Hence without loss
of generality we can assume:

Assumption 3. Gr does not have soft self-loops.

Note, arecent paper [Chen et al. 2012] states that our Assumptions 1 and 3 actually
imply Assumption 2; their proof also uses results from [Takhanov 2010a]. This would
be an alternative way to justify Assumption 2.

_ We will prove Theorem 3.3 by showing the existence of an MJN multimorphism on
M under Assumptions 1-3. We denote by (M, L) an STP multimorphism on M with the
properties given in Theorem 3.2(b).

6.1. Constructing (Mj,, Mj,, Mn3)

Let us introduce function ; which maps every set B C D with |B| < 3 to a subset of
B. If |B| < 2 then we define u(B) = @. If |B| = 3 then p(B) is the set of labels ¢ € B
that satisfy the following condition: if B — {¢} = {a, b} then there exists a binary cost
function f € I'* and a pair (a/,b') € M such that

domf = {(a7 G,/), (ba Cl/), (C’ b/)}
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If ¢ € u(B) where B = {a,b,c} then we will illustrate this fact using the following
diagram:

a
<y
¢

LEMMA 6.2. Consider set B = {a,b,c} C D. (a) Set u(B) contains at most one label.
(b) If u(B) = {c} then (a,c) € M and (b,c) € M.

PROOF. Part (a) Suppose that a,c € u({a,b,c}) where a # ¢, then there exist
binary functions f,g € I'* and pairs (a’, '), (a”’,b") € M such that

domf = {(d’,a), (¥',b), (¥, c)} domg = {(a,a”), (b,a"), (c,b")}
Consider function

M’ ") = min{/ (@', 2) + g(z,a")} (14)

Clearly, domh = {(a’,a”),(V',a"”),(¥',b")}, so (a’,b’) € M has an incident soft edge
{(a’,0"), (t",a")} in Gr - a contradiction with Lemma 5.1(g).

Part (b) Suppose that u({a,b,c}) = {c}. There exists a binary function f € T'**
with domf = {(a,d’), (b,a’),(c,t’)} and (¥',a’) € M (by Lemma 5.1(c)). Therefore, graph
Gr contains edges {(a,c),(b',a’)} and {(b,¢), (V/,a’)}. Lemma 5.1(d) now implies that
(a,c) € M and (b,c) € M. O

We are now ready to construct operation MIN = (Mj,, Mj,, Mns). Given a tuple (a,b,c) €
D3, we define

(z,2,y) if {{a,b,cf} = {z, 2,y {z,y} e M (15a)

N (bNe,bUec a) if u{a,b,c}) ={a} (15b)
MIN(a,b,¢) = (aMe,ale,b) if u({a,b,c}) = {b} (15¢)
(aMby,allb,c) in any other case (15d)

where {{...}} denotes a multiset, i.e. elements’ multiplicities are taken into account. It
is straightforward to check that the triple (Mj,,Mj,, Mns) is conservative.

THEOREM 6.3. If f e " and x,y, z € donf then
f(Mjl(a:,y,z)) + f(MjQ(CIC,y,Z)) + f(Mn3(m,y,z)) S f(x) + f(y) + f(Z) (16)

The remainder of Section 6 is devoted to the proof of this statement.

6.2. Proof of Theorem 6.3: preliminaries

We say that an instance (f,x,y,z) is valid if f € ' and x,y,z € domf. It is non-
violating if (16) holds, and violating otherwise. For a triple x,y,z € DV denote
6(may7z) = ZiEV |{I7,y7,2’7}|, A(agy,z) = {Z eV | T # yl} and AM(:c,y,z) = {Z €
A(ﬂ)‘7y, Z) | {I’hyiv Z’L} = {CL, b} € M}

Suppose that a violating instance exists. From now on we assume that (f, z,y, z) is
a lowest violating instance with respect to the partial order < defined as the lexico-
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graphical order with components

(O(z,y,2), |Aly2), |AY(2,y,2)|, [{ieV|u({ziysz)) ={z}}) A
(the first component is more significant). We denote d,,i, = d(x, y, ). Thus, we have

Assumption 4. All valid instances (f,z’,vy’,2’) with (z’,¢’,2’) < (x,y,2) (and in
particular with 6(2’,y’, z’) < dmin) are non-violating, while the instance (f,x,y, z) is
violating.

We will assume without loss of generality that for any © € domf there holds u; €

{zi,yi, 7} for all i € V. Indeed, this can be achieved by adding unary cost functions

gi(u;) to f with domg; = {x;,y;, z; }; this does not affect the “violatedness” of (f, x,y, z).
The following cases can be easily eliminated:

PROPOSITION 6.4. The following cases are impossible: (@) |V| = 1; (b) |{z;,y:, z: }| =
1 for some i € V.

ProOOF. If |V| = 1 then (16) is a trivial equality contradicting the choice of
(f,z,y,z). Suppose that z; = y; = z; = a, i € V. Consider function

— i 1%
g(u) = min f(d,u) Yu € D

where V =V — {i} and we assumed for simplicity of notation that i corresponds to the
first argument of f. For an assignment w € V we denote by w the restriction of w to

V. Clearly, g € T*, g(&) = f(=), 9(§) = f(v), 9(§) = f(y) and (&,9,2) < (z,y,2), s0
Assumption 4 gives
gMj1 (&, 9, 2)) +9(Mjo (2, 9, 2)) +9(Mn3(2, 9, 2)) < 9(2) +9(9) +9(2) = f(x)+ f(y)+ f(2)
This implies that Mj,(z,9,2) € domg and thus g(Mj, (2,9, 2)) = f(a,Mj, (2,9,
f(Mjl(.’.U,y,Z)). Slmllarly’ g(MJ2(i7Q72)) = f(sz(w,y,z)) and g(Mn3(i7Q72
f(Mn3(x,y, 2)), so the inequality above is equivalent to (16). O

It is also easy to show the following fact.

PROPOSITION 6.5. There exists node i € V for which operation MIN(z;,y;, z;) is de-
fined by equation (15a), (15b) or (15¢), i.e. either {x;,v;, z;} = {a,b} € M, p({zs,yi, 2zi}) =
{xi}, or p({zi, yi, zi}) = {wi}

PROOF. If such a node does not exist then MIN(z;, y;, z;) is defined by equation (15d)

for all nodes i € V, i.e. MIN(x,y,2) = (x My, z Uy, z). The fact that (M,U) is a multi-
morphism of f then implies inequality (16), contradicting the choice of (f, z,y,z). O

In the next section we show that case (15a) is impossible, while the remaining two
cases (15b), (15¢) are analysed in section 6.4.
The following equalities are easy to verify; they will be useful for verifying various
identities:
aN(aUpf)=aN(fla)=(anNf)Ua=(LNa)la =« Vo, € D (18a)
MIN(a, @, B) = (a, v, B) Va,3 € D (18b)

M5, (o, B, 7), Mjg (e, B,7), Mns(a, B,7) 1} = {o, B, 71} Va, 3,7 € D (18¢)

6.3. Eliminating case (15a)
We will need the following result.
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LEMMA 6.6. Suppose that i € V is a node with {{x;,y;, z;}} = {{a, b, b}} where {a,b} €
M. Let w € {x,y, 2} be the labelling with w; = a, and let w' be the labelling obtained
from w by setting w, = b. Then w' € domf.

PROOF. Assume that w = x (the cases w = y and w = z will be entirely analogous).
Accordingly, we denote ' = w’. By Assumption 2, f admits a majority polymorphism.
This implies [Baker and Pixley 1975] that domf is decomposable into unary and binary
relations, i.e. there holds

u € domf & [ui € p; YieV and (u;,uj) € pi; Vi, j€V,i#j]

where unary relations p; C D for ¢ € V and binary relations p;; C D x D for distinct
i,j € V are defined as

pi = {u;|u € domf} pij = {(ui,u;) | u € domf}
Suppose that ' ¢ domf, then there exists a node j € V — {i} such that (z{,2}) =
(b,z;) ¢ pij. We must have (a,z;), (b,v;), (b, z;) € p;; since x,y, z € domf. This implies,
in particular, that y; # z; and z; # «;. Furthermore, (a,y;), (a, zj) & pi;, otherwise pair
(a,b) € M would have an incident soft edge in Gr. Two cases are possible:

—uy; = z;. The edge {(a,b), (y;,7;)} belongs to Gr, therefore (x;,y;) € M.
—y; # zj. We have pi; = {(a, z;), (b,y;), (b, 2;)}, therefore u({z;,y;, z;}) = {z;}.

In ‘ea'ch'case Mjl(l‘j., Yjs Zj) 75 Zj, Mj2(.13j,yj, ZJ) 7é X5 and Mng(xj,yj, Zj) = Zj. Now let us
“minimise out” variable z;, i.e. define function

g(w) = min f(d,u)  Vue DV (19)

where V = V — {i} and we assumed that i corresponds to the first argument of f. For

an assignment u € V we denote by @ the restriction of w to V. Due to the presence of
relation p;; we have

g(@) = f(=) g(Mj, (2,9, 2)) = f(Mj,(z,y,2))

9(9) = fy) gMiy(®,9,2)) = f(Mjy(z,y,2))

9(2) = f(z) g(Mn3 (2,9, 2)) = f(Mns(z,y,2))
Indeed, let us show, for example, that g() = f(z). From (19) we get g(z) =
mm{f(a z), f(b,z)}. We have (b, &) # domf (since (b,z;) ¢ p;;), and therefore g(x) =

f(a, &) = f(x). The 5 other equalities above are proved in a similar way.
Since 6(&, Y, 2) < d(x,y, z), Assumption 4 gives

9M3 (2,9, 2)) + 9M2(2, 9, 2)) + g(Mn3 (2,9, 2)) < f(x) + f(y) + f(2)

which is equivalent to (16). Thus, the instance (f, x, vy, z) is non-violating; this contra-
dicts Assumption 4. O

Let us denote
VM = {ieV {2 yi, 2} = {a,b} € M}
VM = {i eV {2, yi, 2} = {a,b} € M}
VM = {i e VM| (21, 9i,2) = (a,0,0)} € Az, y, 2)
Véﬁ ={ie VM| (@i, i, 21) = (b, a,0)} € A, y, 2)
V= i € VY | (i) = (5,1, 0))
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The goal of this subsection is to prove that set VM = Vf‘7 U VQM U Vgﬁ is empty (and
so the case (15a) is never used).

PROPOSITION 6.7. Suppose thati € VM.

(@) If (x;,9i,2;) = (a,b,b) then A(x,y, z)={i} and consequently Vlf: {i}, AM(z,y,2)=2.
) If (x4, yi, i) = (b, a, b) then A(x,y, z) ={i} and consequently V' ={i}, AM (x,y,z)=2.
@ If (zi,yi, z) = (b, b, a) then VM ={i}, |{z;,y;,2z;}| < 2forall j € Vand AM(z,y,z) = @.

PROOF. Note, in all three cases {a,b} € M.
Part (a) Suppose that (z;,v;,2;) = (a,b,b) and A(z, y, 2) is a strict superset of {i}. Let
us define u = Mns(z,y, z). It can be checked that Mj, (x,z,u) = Mj,(x,z,u) = = and
Mns3(x, z, u) = u. Therefore, if we define ' = « and ' = u then the following identities
will hold:

/

Mjl(mlvyaz) = Mjl(wayVZ) Mjl(wawlvu/) = T
sz(mlayaz) = sz(m,y,z) MjQ(Q},.’I),,’U/) =
Mns(2',y,z) = Mns(z,2’,u’) = Mns(x,y,2)

Let us modify ' and u’ by setting 2, = u; = b. Using the definition of the MJN operation,
it can be checked that the identities above still hold. By Lemma 6.6, ' € domf. We also
have §(z',y, z) < d(x,y, z), so Assumption 4 gives

M3y (2,9, 2)) + f (Mo, y, 2)) + (') < f(@')+ fy) + f(2) (20)

This implies, in particular, that v’ € domf. We have (z,2’,u') < (x,y,2) since
Oz, 2’ u') < 0(x,y, 2), Alx,x’',u’) = {i} and we assumed that A(zx,y, z) is a strict
superset of {i}. Therefore, Assumption 4 gives

&)+ f(@) + fMns(z,y,2)) < f(z)+ f(2') + f(u) @1
Summing (20) and (21) gives (16).
Part (b) Suppose that (x;,y;,2;) = (b,a,b) and A(x,y, z) is a strict superset of {i}.
Let u = Mn3(x,y, 2). If we define y’ = y and v’ = u then the following identities will
hold:

/

M.]:l(mvyi7z) = MJ:l((E,'y,Z) MJ1<y7yi7u:) = y/
Mip(z,y',2) = Mjy(w,y,2) Miy(y,y' ) =
Ml’lg(w, y/7 Z) = Ul Mn3(y7 ylv U/) = Mn3(w7 Y, Z)

Let us modify y’ and u’ by setting y, = u, = b. It can be checked that the identities
above still hold. The rest of the proof is analogous to the proof for part (a).

Part (c) Suppose that (z;,y;,2;) = (b,b,a) and (c) does not hold. Let © = Mn3(x, y, 2).
If we define 2’ = z and v’ = u then the following identities will hold:

/

Mjl(xayaz/) = Mjl(mayaz) Mjl(z7z/aul) = =z
MjZ(w7yﬂZ/) = MjQ(wayaz) MjQ(sz/uu/) = Z/
MH3(537yaz/) = u’ Mn3(z7z/aul) = Mn3(xay?z)

Let us modify 2’ and u’ by setting z; = u, = b. It can be checked that the identities
above still hold.

We claim that (%) (z,z’,4’) < (z,y, z). Indeed, since (c) does not hold we must have
one of the following:

— VM contains another node j besides i. Then (x) holds since H{z, 2, ui} = 1 <
{952 = 2.
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—[{z;,yj,2;)| = 3 for some j € V. Then () holds since [{z;, 2}, u} }| < 2.
— |AM(z,y, z)| > 1. Then () holds since |A(z,2",u/)| = 1 < |AM(z,y,2)| < |A(z, y, 2)|
and |AM (2,2 u')| = 0.
The rest of the proof is analogous to the proof for part (a). O

Next, we show that if V¥ is non-empty then V™ is empty. To prove this, assume

that V™ £ @, then by Proposition 6.7 we know that AM (z,y, z) is empty. Thus, if
i € VM then we must have (z;,;, 2;) = (b, b, a). This case is eliminated by the following
proposition.

PROPOSITION 6.8. For a node i € V the following situations are impossible:
S1 (x4, 9i,2:) = (b,b,a), (a,b) € M, allb=10.
82 (z4,Yi,2) = (b,b,a), (a,b) € M, aMb=0

PROOF.
Case S1 Let us define u = Mn3(«, y, z). By inspecting each case (15a)-(15d) and using
equations (18) one can check that v LI z = z and consequently « M z = u. Therefore, if
we define 2’ = z and v’ = u then the following identities will hold:

Mj,(z,y,2") = Mj,(z,y,2) w'MNz = Mnz(z,vy,2)
MjZ(w’yvz/) = Mj2(937y7Z) ullz = 2
Mn3(£c,y,z’) - 'U/

Let us modify z’ and v’ by setting z; = u; = b, so that we have

— a=2z =u; =Mng(z;, Y, 2)

— b=zi=u; =Mj (@i, vi,2) (Fxi=y)
It can be checked that the identities above still hold. We have d(x,y, z') < §(x, y, 2), so
Assumption 4 gives

{a,b} e M,allb=b

fMiy(z,y,2) + f(Mig(,y, 2)) + f(u) < f(=)+ fly)+ f(2) (22)
assuming that z’ € domf, and the fact that (M, L)) is a multimorphism of f gives
fMnz(z,y, 2)) + f(2) < f(u') + f(2) (23)

assuming that v’ € domf. If 2’ € domf then (22) implies that v’ € domf; summing (22)
and (23) gives (16). We thus assume that z’ ¢ domf, then (23) implies that v’ ¢ domj.

Let C be a sufficiently large constant, namely C' > f(x) + f(y) + f(2). Consider
function

g(u)=min{[d=a]-C+ f(dw)} Vue DV (24)

where V = V — {i}, [] is the Iverson bracket (it is 1 if its argument is true, and 0
otherwise) and we assumed for simplicity of notation that i corresponds to the first

argument of f. For an assignment w € V we denote by @ the restriction of w to V. We
can write

9(2) =f(z)+C  g@)=f(x) 9@ =[fy) g@)=flu)+C
where the first equation holds since (b, 2) = 2’ ¢ domf and the last equation holds since
(b,u) = u’ ¢ domf. Assumption 4 gives

g(Mjl(:%?@A’ 2)) + 9(Mjy (2,9, 2)) + g(Mns (@, 9, 2))

< +
gMj (2,9, 2)) + g(Mns(2, 9, 2)) + [(f (w) + C] < f(=)+ f(y) +
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Therefore, g(Mj,(Z,9,2)) < C, and thus gMj,(2,9,.2)) = [f(O,Mj,(2,9,2) =

f(Mjl(wayv Z)) Similarly, (MJ2($ y7 )) (b MJ?( '!:I )) = (Mj2(waya Z)), and hence
the inequality above is equivalent to (16).

Case 52 Let us define u = Mns(x,y, z). It can be checked that z M u = 2z and con-

sequently z U u = u. Therefore, if we define 2z’ = z and v’ = w then the following
identities will hold:
Mj,(z,y,2") = Mj(z,y,2) zMNu' = 2
Mj,(z,y,2") = Mjy(x,y,2) zUu' = Mns(x,y,2)
Mn3(@,y,2') = o

Let us modify z’ and u’ by setting z; = u; = b, so that we have
— a=z =u =Mn3(zi,¥yi,2)
— b=z=uy; :Mjl,z(xi7yi7zi) (=zi=y)

It can be checked that the identities above still hold. The rest of the proof proceeds
analogously to the proof for the case S1. O

{a,b} € M,anb=5b

We are now ready to prove the main result of this subsection.
PROPOSITION 6.9. Set VM s empty.

PROOF. Suppose that VM +# @. As we just showed, we must have VM = &. For
each i € V we also have [{z;,y;,2:}| # 1 by Proposition 6.4 and [{z;,y;,z:}| # 3 Ey

Proposition 6.7. Therefore, V = V. Proposition 6.7 implies that each of the sets V;"/,

VM, V3ﬁ contains at most one node, and furthermore |V1M M| < 1 Slnce e [V|>2by
Proposition 6.4, we conclude that V = {i, j} where i € V;"/ and jeVvMuvM,
Suppose that j € V;¥, then we have z = (b,d'), y = (b, b’), = (a,b’) where
{a,b},{a’,b'} € M. Inequality (16) reduces to
FO,07) + f(b,0) + f(a,a’) < f(b,d) + f(0, V) + f(a, ) (25)

We claim that f(a,a’)+ f(b,0) = f(a,b')+ f(b,d’). Indeed, if f(a,a’)+ f(b, V) > f(a,b)+
f(b,a’) then {(a,b), (a’,t')} is a soft edge in Gr, and if f(a,a’)+ f(b,b") < f(a, ')+ f(b,a’)
then {(a,b), (V/,a')} is a soft edge in Gr; both case cases contradict Lemma 5.1(g). We
thus showed that (25) is an equality, and so instance (f,x,y, z) is non-violating; this

contradicts Assumption 4. The case j € V5 is completely analogous. Proposition 6.9 is
proved. O

6.4. Eliminating cases (15b) and (15¢)

Propositions 6.5 and 6.9 show that there must exist node i € V with u({x;,y:, 2:}) =
{z;} or u({zi,yi,zi}) = {yi}- In this section we show that this leads to a contradiction,
thus proving Theorem 6.3.

Consider a variable i € V with p({z;,yi,2:}) # @. Let us define a transformation
that produces a new instance (f,z,y, z) from (f, z,y, z); this transformation will be
called the i-expansion of (f,x,y, z). The set of variables of the new instance will be
V =V U{j} where j ¢ V. The cost function will be

Flw) = f(@) + g(ui,u;)  Vue DY

where g is a binary function taken from the definition of the set p({z;,v:, z;}) and @ is
the restriction of v to V. Finally, labelhngs I, 9y, z are obtained by extending x, y, z to
V in the unique way so that (f,z,y,z) is a valid instance.
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It is easy to check that if (f,x,y, 2) is non-violating then so is (f,Z,y, z). In the
proofs below we will use the following approach: after constructing the i-expansion, we
will add some unary function for node i and then “minimise out” variable x;, obtaining
another instance (g, z, 9, 2) with (&, 9, 2) = (§(x,y, 2) +2) — 3 = dmin — 1. We will then
invoke Assumption 4 for the new instance obtaining a contradiction.

For simplicity, we will not change the notation when applying the i-expansion op-
eration to (f,x,y, z), i.e. the new instance (f,Z,y,z) will be denoted as (f,z,y, 2).
Variable j introduced by the i-expansion will be called the control variable for i. It is
easy to check the following.

PROPOSITION 6.10. Let j be a control variable for i € V with p({x;,y:,2}) # @ in
an instance (f,x,y, z). Let u, v, w be a permutation of x,y, z such that p({z;,yi, z:i}) =
{u;}. Then

— Any labelling obtained from one of the labellings in {u,Mn3(x,y, z)} by changing the
label of i from u; to v; or w; does not belong to domjf.

—Any labelling obtained from one of the labellings in {v,w,Mj,(x,y, z),Mj,(x,y, z)} by
changing the label of i from {v;, w;} to u; does not belong to domf.

Recall that the following diagram illustrates the fact that u({a, 8,~7}) = {~}:
<%
B
\ ’y

PROPOSITION 6.11. For a node i € V the following situations are impossible:

T1 p({@i,vi, zi}) = {vi}, (T, 2:) € M, 2; Nz = 2.
T2 p({zi,yi, 2i}) = {yi}s (X, 2:) € M, 2 Uz = 2.
T3 u({zi, vi, 2i}) = {xi}, (yi,2:) € M, yi U2z = 2.
T4 p({ws, yi,2i}) = {xi}, (Wi, 2) € M, yi N2z = 2.

PrOOF. We will analyse cases T1-T4 separately, and will derive a contradiction in
each case.

Case T1 Let us define u = Mj,(x,y, z). It can be checked that M u = « and con-
sequently x LI u = u. Therefore, if we define ' = = and v’ = u then the following
identities will hold:

Mj, (2 y,z) = Mj,(x,y,2) zNu = o
Mj,(x',y,2) = o zUY = Miy(z,y,2) =u (26)
Mns(2',y,z) = Mnz(x,y,z)

Let us modify «’, v’ by setting =} = u, = Mj, (2, y;, z;) so that we have

<a:xi:ui = Mjo (i, i, 23)
c=x;=u; =Mj (2, Y, 2)
b

(= z) {a,c} e M,aNc=c
= Mn3z(zi, i, 2i) (= ¥i)

where we denoted (a,b,c) = (z;,yi, z;). It can be checked that identities (26) still hold,
and furthermore é(2’,y, 2) < §(x,y, z). Assumption 4 gives

fMjy (2, y, 2) + f(u)) + fMng(z,y,2)) < f(2') + f(y) + f(2) 27
assuming that =’ € domf, and the fact that (M, L) is a multimorphism of f gives
@)+ fMiy(z,y,2)) < fz) + f(u)) (28)
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assuming that v’ € domf. If ' € domf then (27) implies that v’ € domf; summing (27)
and (28) gives (16). We thus assume that @’ ¢ domf, then (28) implies that v’ ¢ domj.

Let us apply the i-expansion transformation to instance (f, x, y, z). For simplicity, we
do not change the notation, so we assume that ¥V now contains a control variable for :
and z,y, z, u, ', u’ have been extended to the new set accordingly. We have §(x,y, z) =
5min + 2.

Let C be a sufficiently large constant, namely C' > f(z) + f(y) + f(z). Consider
function

g(w) =min{[d=a] - C + f(d,w)}  Vwe DV (29)

where V = V — {i}, [] is the Iverson bracket (it returns 1 if its argument is true and
0 otherwise) and we assumed for simplicity of notation that i corresponds to thg first
argument of f. For an assignment w € V we denote by w the restriction of w to V. We
can write

g@)=flx)+C  g(@)=fly) 9(2)=flz) gla)=/[flu)+C (30)

To show the first equation, observe that the minimum in (29) cannot be achieved at
d = c since (¢,&) = ' ¢ domf, and also the minimum cannot be achieved at d = b by
Proposition 6.10. Therefore, g(&) = g(a, &) = f(x) + C. Other equations can be derived
similarly.

Clearly, (g9, 2,9, 2) is a valid instance and ¢

7A) b ( 2
gMj (2, 9,2)) +gMjy (2,9, 2)) + g(Mn3(2,9,2)) < g(&) +g(¥) +9(2)
gMi (2,9, 2)) + [f(u) + C] + g(Mn3(2,9, 2)) < [f(z) +C]+ f(y) + f(2)
1
(N

Therefore, g(Mj,(Z,9,2)) < C, and thus gMj,(2,9,2)) = f(c,Mj(2,9,2) =
f(Mj,(x,y,2)). (Note, labelling (b, MJl(SC 9, 2)) is not in domf by Proposition 6.10.) Sim-
ilarly, g(Mn3(&,9,2)) = f(b,Mn3(Z,9y,2)) = f(Mns(x,y,2)), and hence the inequality
above is equivalent to (16).

Case T2 Let us define u = Mj,(x,y, z). It can be checked that v Uz = = and con-
sequently u M x = u. Therefore, if we define ' = x and v’ = u then the following
identities will hold:

,Y,2) = Omin — 1, s0 Assumption 4 gives

Mj (2 y,2) = W Wz = Mj(z,y,2) =u
Mj2(w/vy7z) = Mjg(w,y, vl = <«
Mn3(x',y,z) =

z)
Mn3 ((13 Y,z )
Let us modify «’, v’ by setting «; = ] = Mj,(z;, yi, z;) so that we have

LT = Mjy (i, i, 2i)
c=x; =u, =Mjy(xi,yi,2i) (=2) {a,c} e M,allc=c

b = Mn3(zi,Yi, 2i) (= i)
It can be checked that the identities above still hold. The rest of the proof proceeds
analogously to the proof for the case T1.
Case T3 Let us define v = Mj,(x,y, 2). It can be checked that v Uy = y and con-
sequently u My = u. Therefore, if we define y’ = y and v/ = u then the following
identities will hold:

Mjl(ll?,y/,Z) = ’U/ ull_ly = Mjl(masz) =u
Mis(z,y',2) = Mj,(z,y,2) iy = o
Mns(x,y',2) = Mnz(x,y,z)
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Let us modify y’, v’ by setting y, = u, = Mj, (24, i, 2;) so that we have

<b =Yi=Uu = MJ1($i,yi,Zi)
c=y;=up =Miy(zi,yi,2) (= 2) {beteM,buc=c
a = Mn3(7i, ¥i, 2i) (= 74)
It can be checked that the identities above still hold. The rest of the proof proceeds
analogously to the proof for the case T1.

Case T4 Let us define u = Mj,(x,y, 2). It can be checked that y M« = y and con-
sequently y U u = u. Therefore, if we define y’ = y and v/ = w then the following
identities will hold:

~

/

M.]:l(may:az) = M:/jl(mayvz) yl_lui = y
Mig(x,y',2) = u yUu = Mjy(z,y,2) =u
Mn3(w7y/7z) = Mn3($7y>z)

Let us modify y’, v’ by setting v, = u, = Mj, (z;, i, 2;) so that we have

<b:yi:ui = Mjqo (i, Yi, 2i)
c=y,=ul =Mj,(vi,yi,2:) (=2z) {b,c} e M,bNc=c
Sa = Mn3(z;,yi, 2i) (= )
It can be checked that the identities above still hold. The rest of the proof proceeds
analogously to the proof for the case T1. DO

There are two possible cases remaining: u({zi, i, z:}) = {vi}, {z:,z:} € M or
w{zi,yi,zi}) = {x:}, {yi,2:} € M. They are eliminated by the next two propositions;
we use a slightly different argument.

PROPOSITION 6.12. For a node i € V the following situation is impossible:

5 p({wi, yi, zi}) = {yi}, {wi, zi} € M.

PROOF. For a labelling w € DV let w be the restriction of w to V — {i}. Two cases
are possible.
Casel (Mj,(2,9,2),9,2) < (&,9,2). Let us define u = Mj,(z,y,2) and v =
Mj,(u,y, z). It can be checked that MIN(u,v,z) = (u,v,2). 2 Therefore, if we define
z' = z and v’ = u then the following identities will hold:

Mjl(:c,y7z’) = Mj1($,y7Z) Mjl(ulvv7z) = MjQ(iB,y7Z) =u v = Mj2(ul7yvz)
Mj,(z,y,2") = o Mj,(u',v,2) = v
Mn3(may7zl) = Mn3(may7z) MIlg('U/,’U,Z) =2

Let us modify z’ and u’ according to the following diagram:

<C:Zi =u; = Mjy(ws,ys,2i) (= v5) B
a:ZQ :U/z‘ :Mj1($i7yi7zi) (=) {a,c} e M
b = Mn3(2i, ¥i, 2i) (= Yi)

It can be checked that the identities above still hold. The assumption of Case 1 gives
(v, y,2) < (z,y, z) (note that u, = z;). Therefore, the fact that v = Mj,(v',y, z) and
Assumption 4 give the following relationship: (x) if u’' € domf then v € domf.

2If u; = v; then obviously MIN(uj,v;,2;) = (uj,v;, 2;); suppose that u; # v;. This implies u; # z; and
u; # y; (if u; = y; then we would have v; = Mj,(uj,u;,25) = uj;). Therefore, u; = z;. We must have
vj = Mjo(25,¥5,25) = y; since v; # u; = z;j. Thus, MIN(uj, v, zj) = MIN(2j,y;,2;) = (o, y;, ). We have
tz5,95, 28 = {a, y5, 6}, and soa = B = z;.
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We have §(x,y,2') < 6(z,y,2) (since x; = z}) and 6(u/,v,2) < §(x,y, 2) (since
v; = 2;), S0 Assumption 4 gives

fMjy(®,y,2)) + f(u) + fMns(z, 9, 2)) < fz)+ f(y) + f(2) 3D
assuming that z’ € domf, and
fMis(@,y.2)) + f(v) + f(2') < f(u')+ f(v) + f(2) (32)

assuming that v’,v € domf. If 2’ € domf then (31) implies that ' € domf, and so (*)
implies that v € domf. Summing (31) and (32) gives (16). We thus assume that 2z’ ¢
domf, then we have v’ ¢ domf. (If v’ € domf then (x) gives v € domf, and equation (32)
then gives 2’ € domf - a contradiction.)

The rest of the argument proceeds similarly to that for the case T1. Let us apply
the i-expansion transformation to (f,x,y, z) (again, without changing the notation).
Consider function

g(w) = min{ld = - C + f(d,w)}  vwe DY
deD
where V =V — {i} and C > f(x) + f(y) + f(2) is a sufficiently large constant. We can
write

92)=f(z)+C  g(@) = f(z) (A) fy)  g(@)=flu)+C
(9

Clearly,

9Mj, (2,9, 2)) + 9Mjo (2,9, 2)) + g(Mn3(2, (@) +9(y) +9(2)
9Mj, (2,9, 2)) + [f(u) + C] + g(Mn3(, () + f(y) + [f(z) + C]

Thereforea g( Jl(xay7z>) < C and thus g( jl ﬁj7@ ’%)) = f(a,Mjl(:i',y,z)) =

9, 2) is a valid instance and (&, = dmin — 1, S0 Assumption 4 gives

the inequality above is equivalent to (16).
Case2 (Mj,(2,9,2),9,2) A (2,9, 2). This implies, in particular, the following condi-
tion:

CIf [{z),y5, 2} = 3 for j € V — {i} then Mj, (z;, y;, 2;) = x;.

It is easy to check that A(Mj,(&,9,2),9,2) C A(&, 9, 2). Indeed, consider a node j €
V' —{i} with Mj,(z;,y;,2;) # y;; we need to show that z; # y;. If {2j,v5,2;}| = 3 then
the claim is trivial, so it remains to consider the case when MIN(z;,y;, 2;) is defined
via (15d) (case (15a) was eliminated by Proposition 6.9). We then have Mj,(z;,y;,2;) =
xj Uy;, and so x; U y; # y; clearly implies z; # y;.
We thus must have A(Mj (2,9, 2),9,2) = A(Z,9y, 2), otherwise the assumption of
Case 2 would not hold. This implies the following:
() if z; # y; for j € V — {i} then Mj, (x5, y;, 25) # v
Let us define u = Mj, (=, y, z), and let «’, u’ be the labellings obtained from x, u by
setting =} = u} = z;, so that we have
<a =x; =u; = Mj (@5, Y, 2)
C:I’;:U; :MjQ(xi7yiazi) (: Zz) {a,c} EM
b = Mn3 (2, i, 2i) (= ¥i)
We claim that the following identities hold:

Mj,(2',y,2) = o zNu = Mj(x,y,2) =u
Mjy(2',y,2) = Mjy(x,y,2) zUu = o
Mnz(z',y,2) = Mng(z,y,z2)
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Indeed, we need to show that z; Ll u; = z; for j € V — {i}. If MIN(x;, y;, z;) was defined
via (15b) then Mj,(z;,v;,2;) = y; U z; # x; contradicting condition (x). Similarly, if
it was defined via (15c¢) then Mj,(z;,y;,2;) = z; Uz; = z; # x; again contradicting
condition (x). (Note, in the latter case x; L z; = z; since by Proposition 6.11 we cannot
have {z;,z;} € M.) We showed that MIN(z,,y;,z;) must be determined via (15d), so
u; = Mjl(xjvijzj) = Iy M Yj and MjQ(Ij,yj,Zj) = Ty U Yj- If Tj = Yj then the claim
x;jUu; = x; is trivial. If 2; # y; then condition (xx) implies x;Uy; # y;, and consequently
r;Uy; =z, u; =x; Ny =y, and r;Uu; =z; Uy; = xj, as claimed.
The rest of the proof proceeds analogously to the proof for the case T1. O

PROPOSITION 6.13. For a node i € V the following situation is impossible:

PROOF. Let us define ©u = Mj,(x,y, 2) and v = Mj,(u,x, z). It can be checked that
MIN(v,u, z) = (v,u, 2). 2 Therefore, if we define 2/ = 2z and «’ = u then the following
identities will hold:

Mj,(z,y,2") = Mj,(x,y, 2) Mj,(v,u/,2) = v v =Mj,(u,x, 2)
Mj,(z,y,2') = o Mj,(v, 0/, 2) = Mjy(x,y,2) =u
Mnz(x,vy,2') = Mnsz(x,y, z) Mnz(v,u/,z) = 2’

Let us modify 2’ and u’ according to the following diagram:

c=zi=u; =Mjy(wi,yi,2) (= i)

b=z =u, =Mj;(xs,yi,2i) (=) {b,c} e M

a = Mn3 (2, i, 2i) (= 5)

It can be checked that the identities above still hold. Two cases are possible.

Casel (v/,z,z) < (x,y,z). This case is analogous to the Case 1 of T5. Namely,
the fact that v = Mj,(uv’, x, z) and Assumption 4 give the following relationship: (x) if
u’ € domf then v € domf. We have §(z,y, 2') < i(x,y, z) (since y; = z}) and é(v, v/, z) <
d(x,y, z) (since v; = z;), so Assumption 4 gives

~

fMy(m,y,2)) + f(u) + fMns(z,y, 2)) < fz)+ f(y) + f(2) (33)
assuming that z’ € domf, and
f) + fMis(@y,2)) + f(2') < fv) + f(u) + (=) (34)

assuming that u’,v € domf. If 2’ € domf then (33) implies that v’ € domf, and so (*)
implies that v € domf. Summing (33) and (34) gives (16). We thus assume that 2z’ ¢
domf, then we have v’ ¢ domf. (If v’ € domf then (x) gives v € domf, and equation (34)
then gives 2’ € domf - a contradiction.)

The rest of the argument proceeds similarly to that for the case T1.

Case2 (u/,z,z) £ (x,y,2). Let us show that each node j € V — {i} satisfies the
following:

(a)If j € A(v',x, 2) then j € A(z,y, 2). In other words, if v} # x; then y; # z;.

3If u; = v, then obviously MIN(vj,u;,z;) = (vj,uj,2;); suppose that u; # v;. This implies u; # x;
(otherwise we would have v; = Mj,(uj,uj, z;) = uj). IfMIN(z;, y;, z;) is determined via (15b) then {y;, z;} €
M by Proposition 6.11 and so u; = z; and v; = z;. It remains to consider the case when it is determined
via (15d) (cases (15a) and (15c) have been eliminated).

We have u; = xj Uy; = yj since Uj #* zj, and so v; = MjQ(yj,xj,Zj) =y;Uz; =xj since v #* Uj
y; (clearly, Mj,(y;,x;,2;) is also determined via (15d)). We thus have MIN(v;,u;, z;) = MIN(z;,y;, 25)
(o, uj, zj). Condition {{v;,u;,z; }} = {{c,u;, z;}} implies that o = v;.
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MIf j € AM(u/,x,2) then j € AM(z,y,z). Namely, if (uf x4, 25) = (a,B,8) or
(uf, x4, 25) = (B, a, B) where {a, 3} € M then v = y; and thus (z;,y;,2;) = (8, @, 3) or
(xj,v5,2;) = (a, B, B) respectively.

{uj}

(
(
(©) p({uf, 25, 2}) )

U

If MIN(z,y;,2;) is determined via (15b) then we must have {y;,z;} € M by Proposi-
tion 6.11, and so u’; = Mj, (2, y;, 2;) = z;. Checking (a-c) is then straightforward.

It remains to consider the case when MJIN(z;, y;, 2;) is determined via (15d) - all other
cases have been eliminated. Condition (c) then clearly holds, and v} = Mj, (7, y;, 2;) =
z; Uy;. If u}; = z; then (a,b) are trivial since their preconditions do not hold. It is also
straightforward to check that (a,b) hold if v, = y; # =;.

We proved that (a-c) hold for each j € V — {i}. This implies that (v/, z, z) < (z,y, 2)
(contradicting the assumption of Case 2) due to the fourth component in (17) which is
zero for the triple (u’, , z). (Note that at node ¢ we have (u}, z;, z;) = (vi, xs, z;) and so

p({ul, @y, 2} = {o;} £ {ul}). O

7. PROOF OF THEOREM 3.4

In this section we present an algorithm for minimising instances from VCSP(T"). The
idea for the algorithm and some of the proof techniques have been influenced by the
techniques used by Takhanov [Takhanov 2010a] for proving the absence of arithmeti-
cal deadlocks in certain instances. However, the algorithm itself is very different from
Takhanov’s approach. (The latter does not rely on submodular minimization algo-
rithms; instead, it performs a reduction to an optimization problem in a perfect graph).

Let f : D — Q. be the function to be minimised that admits an STP on M and
an MJN on P — M, for some symmetric M C P. (We no longer assume that M is
determined by the language; instead, it is an arbitrary symmetric set.) Let V' be the
set of variables of function f (which we will also call nodes), and D; be the domain of
variable i € V with D = X;cy D;. In the beginning all domains are the same (D; =
D), but as the algorithm progresses we will allow D, to become different for different
i € V. Similarly, operations M, LU may act differently on different components of vectors
z,y € D. We denote by M;,U; : D; x D; — D; the i-th operations of (M,L). We also
denote by Mj,;, Mj,;, Mn3; : D; x D; x D; — D, the i-th operations of (Mj,,Mj,,Mns). The
definition of a binary multimorphism (Definition 2.4) naturally extends to our setting
where operations M, LI may act differently on different components of vectors =,y € D.
In particular, a collection (1, I} of pairs of operations is called a (binary multi-sorted)
multimorphism of f if

fleny)+ flxUy) < f(=) + fly) Vo,ycdomf (35)
where x My = (1 M y1,.-,Zn Mp yn) and x Uy = (21 Uy y1,...,Tn Uy yn) with
= (z1,...,%n), Yy = (Y1,.-.,Yn), and n is the arity of f. (The term multi-sorted comes

from the study of crisp VCSPs with operations acting differently on different compo-
nents [Bulatov and Jeavons 2003].)

We denote by P the collection of sets P = (P;);cy where P, = {{a,b}|a,b € D;,a # b}.
We denote by M a collection of subsets M = (M;);cy, M; C P, and M = (M,)icv,
M,; = P, — M;. We now extend Definition 3.1 as follows.

Definition 7.1. Let (M,U) be a collection of pairs of binary operations and
(Mj,,Mj,, Mn3) be a collection of triples of ternary operations.

— (M,U) is an STP on M if for all i € V the pair (M;,L;) is an STP on M;.
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— (Mj;,Mj,, Mn3) is an MJN on M if for all i € V the triple (Mj,;, Mj,;, Mn3;) is an MJN
on M,;.
We assume that multimorphisms (M;,U;) for all i € V are given as a part of the
input. (We can make this assumption since in Theorem 3.4 the language is fixed. To
repeat, in the beginning multimorphisms (7;, ;) are same for all nodes i, but they will

change as the algorithm progresses.)
We are now ready to present the algorithm; it will consist of three stages.

Stage 1: Decomposition into binary relations
We will need the following fact.

PROPOSITION 7.2. Function f admits a majority polymorphism.
PRrROOF. We use an argument from [Takhanov 2010a]. Define
iz, y, z) = [(yuz)N(yUz)]r(zUz)
M(m7 ya Z) = MJ 1(/7,(:13, y7 Z), ﬁ(y7 Z, :13), ﬂ(za $, y))

Suppose that {z,y, z} = {a,b} € P. It can be checked that i(z,y, z) acts as the majority
operation if (M, L) is commutative on {a, b}, and fi(x,y, z) = = otherwise. This implies
that 1 acts as the majority operation on P. O

Since the instance admits a majority polymorphism, domf can be decomposed [Baker
and Pixley 1975] into unary relations p; C D;, i € D; and binary relations p,; C D, x D;,
i,j € V,i+# j such that

x € domf = [l‘i € p; Vi€ V] and [(xi,xj) € pij Vi,j €V,1 #* j] (36)

We will always assume that (z,y) € p;; & (y,2) € pj;. We use the following notation
for relations:

—Ifp,; € D; xDj, X C D;and Y C D; then

pii(X,) ={y|Ir € X s.t. (z,y) € pi;} pij(,Y)={z |y Y st. (z,y) € pij}

If X = {z} and Y = {y} then these two sets will be denoted as p;;(x,-) and p;;(-,y)
respectively.
—If pe Dy x Dy and p’ € Dy x D3 then we define their composition as

pop ={(x,2) € D1 x D3 |3y € Dy s.t. (x,y) € p, (y,2) € p'}

In the first stage we establish arc- and path-consistency using the standard constraint-
processing techniques [Cooper 1989] so that the resulting relations satisfy

(arc-consistency) {z| Fy)(z,y) € pi;} = pi V distinct i,j € V
(path-consistency) pir(2, ) Npjn(y, ) # O Vdistinct 4, 5,k € V, (x,y) € pij

It is well known that for instances with unary and binary relations establishing arc-
and path-consistency is equivalent to establishing strong 3-consistency, which is de-
fined as the following property: for any three variables i, j, kK € V and any solution to
the subproblem on variables i and j, defined as the projection of the problem onto : and
7, can be extended to a solution to the subproblem on variables i, j, and k [Cooper 1989].
It is known that in the presence of a majority polymorphism strong 3-consistency is
equivalent to global consistency [Jeavons et al. 1998], that is, domf is empty iff all p;
and p;; are empty. Moreover, the relations p;, p;; are uniquely determined by f via

pi ={x; |z € domf} pij = {(zi,z;) | x € domf}
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The second equation implies that any polymorphism of f is also a polymorphism of p;;.
From now on we will assume that D; = p; for all i € V. This can be achieved by
reducing sets D, if necessary. We will also assume that all sets D; are non-empty.

Stage 2: Modifying M and (M, L)

At this point we have the following data: function f on the set of variables V, relations
pi, pij (with p; = D;), and a multi-sorted multimorphism (M, ). For each i € V let us
set M, to be the set of pairs {a,b} € P, on which (M;, ;) is commutative.

The second stage of the algorithm works by iteratively growing sets M; and simul-
taneously modifying operations (1;,L;) so that (i) (7;,1);) is still a conservative pair
which is commutative on M; and non-commutative on M;, and (ii) (M,U) is a multi-
sorted multimorphism of f. It stops when we get M; = P, for all i € V. Thus, the output
of Stage 2 is a new multi-sorted operation (M, L) which is an STP multimorphism of f.
Note that the function f is never modified.

We now describe one iteration. First, we identify subset U C V and subsets A;, B; C
D; for each i € U using the following algorithm:

1: pick node k € V and pair {a,b} € M.
(If they do not exist, terminate and go to Stage 3.)

2: set U = {k}, A = {a}, Br, = {b}
3: while there exists i € V — U such that py;(Ag, ) N pri(Bk, ) = & do
4: add : to U,set A, = pki(Alm '), B; = pki(Bk7 )

/l compute “closure” of sets A; for i € U
5:  while there exists a € Dy — Ay, s.t. a € pi(+, A;) for some i € U — {k} do
6: add a to Ay, set A; = pyj(Ayg,-) forall j € U — {k}
7.  end while

/I compute “closure” of sets B; for i € U
8:  while there exists b € Dy, — By, s.t. b € py;(-, B;) for some i € U — {k} do
9: add b to By, set B; = py,;(By,-) for all j € U — {k}
10: end while

/l done
11: end while
12: return set U C V and sets A;, B; C D; fori ¢ U

LEMMA 7.3. Sets U and A;, B; for i € U produced by the algorithm have the follow-
ing properties:

(a) Sets A; and B; for i € U are disjoint.

(b) {a,b} € M; forallic U, a€ A; be B,

(c) Pki(Ak, ) = Ai: pk'i(Bk7 ) =B, pki(~, Az) = Ak., pki(~, BL) = B fOT” allie U — {k} where
k is the node chosen in line 1.

(d) Suppose that i € Uand j € U =V —U. If (¢,x) € p;; where c € A; UB; and x € D;
then (d,z) € p;; for all d € A; U B,;.

To complete the iteration, we modify sets M, and operations ;,; for each i € U as
follows:

— add all pairs {a, b} to M; wherea € A;, b € B;.
—redefinear;b=0bM;a=a, all;b=bU;a=> foralla € A;, b € B,

LEMMA 7.4. The new collection (M,U) of pairs of operations is a (multi-sorted) mul-
timorphism of f.
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A proof of Lemmas 7.3 and 7.4 is given in the next section. They imply that all steps
are well-defined, and upon termination the algorithm produces a pair (M, U) which is
a multi-sorted STP multimorphism of f. Clearly, the number of iterations is at most

V|- % where D is the initial domain, and so Stage 2 takes a polynomial time.

Stage 3: Reduction to submodular minimisation

At this stage we have an instance that admits a multi-sorted STP multimorphism.
Theorem 2.5 applies to VCSP instances with cost functions admitting a (non-multi-
sorted) STP multimorphism. However, the proof of Theorem 2.5 [Cohen et al. 2008,
Theorem 8.2] also works in our case. In particular, the proof of Theorem 2.5 consists
of (i) establishing strong 3-consistency and (ii) finding a total order on the domains of
the variables (both the domains and the orders are allowed to be different for different
variables) that renders the objective function submodular [Schrijver 2000]. The same
argument as in [Cohen et al. 2008] shows that the objective function f is submodular
and thus minimisable in polynomial time [Schrijver 2000]. (The tractability of min-
imising submodular functions with different variables having different (distributive
lattice) orders was first studied in [Krokhin and Larose 2008].)

7.1. Algorithm’s correctness: proof of Lemmas 7.3 and 7.4
First, we show that the following holds at any moment during Stage 2.

PROPOSITION 7.5. If {a,b} € M;, {d/,b'} € P; and (a,d’), (b,b') € p;j, where i, j are
distinct nodes in V, then exactly one of the following holds:

@) (a,V)), (b.a') € py B
(i) (a,b'),(b,a’) ¢ pij and {a’,b'} € M

PRrOOF. First, suppose that {a’,b'} € M;. We need to show that case (i) holds. Oper-
ations M;, LJ; are non-commutative on {a, b}, while M,, LI, are commutative on {a’,b'}. It
is easy to check that

{(a,a")11(b,0), (b,8') N (a,a’), (a,a’) (b, V), (b,0") U(a,a')} = {(a,d’), (a,1'), (', ]), (a’, V) }
Since M, U are polymorphisms of p;;, all assignments involved in the equation above

belong to p;;. Thus, (i) holds.
Now suppose {a’,t'} € M ;. We then have

Mnz((a, ), (b,1), (a,b)) = (b,d’)  Mn3((a,d), (b,}), (ba’)) = (a,V)

Mng is a polymorphism of p;;, therefore if one of the assignments (a,b’), (b,a’) belongs
to p;; then the other one also belongs to p;;. This proves the proposition. O

7.1.1. Proof of Lemma 7.3(a-c). It follows from construction that during all stages of the
algorithm there holds

pri(Aks) = Ai s pri(By,") = B; Vie U — {k} (37

Strong 3-consistency also implies that sets A;, B; for i« € U are non-empty. Clearly,
properties (a) and (b) of Lemma 7.3 hold after initialization (line 2). Let us prove that
each step of the algorithm preserves these two properties. Note, property (a) together
with (37) imply that (a,V’) ¢ pi; if a € Ay, V' € B;, and (b,a’) ¢ pg; if b € By, d' € A,
where i € U — {k}.

First, consider line 4, i.e. adding i to U with A; = pii(Ak, ), Bi = pri(Bk, ). Property
(a) for node i follows from the precondition of line 3; let us show (b) for node i. Suppose
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that o’ € A;, ¥/ € B;, then there exist a € Ay, b € By, such that (a,a’), (b,b') € pr;. We
have (a,b’) ¢ pii, so by Proposition 7.5 we get {a’,b'} € M.

Now consider line 6, i.e. adding a to A; and updating A, for j € U — {k} accordingly.
(The analysis of line 9 will be symmetrical, and we omit it.) We denote by A} and 4;
respectively the old and the new set for node j € U. There must exist node i € U — {k}
and element a’ € A such that (a,a’) € pr;. We prove below that properties (a) and (b)
are preserved for nodes k, i and all nodes j € U — {k,i}.

Node & It is clear that a ¢ By, otherwise we would have o' € py;(By, ) = B; contra-
dicting condition AY N B; = &. Thus, property (a) for node & holds. Consider an element
b € By. By arc-consistency there exists an element b’ € py;(b,-) C B;. From property (b)
we get {a/,b'} € M,;. We also have (b,a’) ¢ p; since AS N py;(By,-) = A2 N B; = @. By
Proposition 7.5 we get {a,b} € M}. Thus, property (b) holds for node k.

Node i Let us prove that A, N B; = &. Suppose not, then (a,b’) € pi; for some
b € B,;. There must exist b € By with (b,0') € pr;. We have px; N ({a,b} x {d’,0'}) =
{(a,a’), (b,0), (a,t')} and {a’,t'} € M;, which is a contradiction by Proposition 7.5.
This proves property (a) for node .

Property (b) for node i follows from property (a) for nodes k, i, property (b) for node

k, and Proposition 7.5.
Node j € U — {k,i} Let us prove that A; N B; = @. Suppose not, then (a,y) € py; for
some y € B,. There must exist b € By, with (b,y) € pi;, and ¥’ € B; with (b,0') € pr;. We
also have o’ € A? = pri(Ay, ), therefore there must exist ¢ € A; with (¢,d’) € pg;, and
x € A with (¢, ) € pg;. It can be seen that

pri N ({a,b, ¢} x {a’,b'}) = {(a,d), (c,a’), (b, 1)}
pri N ({a, b, ¢} x{x,y}) = {(a,9), (¢, ), (b;y)}

Indeed, all listed assignments belong to p; or pi; by construction; we need to show that
remaining assignments do not belong to these relations. We have (a,¥'), (¢,?'), (b,a’) ¢
pri since we have already established property (a) for nodes k& and i. We also have
(c,y), (b,x) & py; since A} N By, = @ and A7 N B; = @. Combining it with the fact that
{z,y} € M and using Proposition 7.5 gives that (a,z) ¢ p;.

Consider relation ;; = p, o pr; where pl, = {(d'.d) € pir | d € {a,b,c}}. It is easy
to check that (a’,z),(a/,y),(V,y) € B;; and (V/,z) ¢ (;;. We have {a’,b'} € M, and
{z,y} € M;, soMnz((d’, ), (a',y), (¥,y)) = (V/, ). Clearly, Mn3 is a polymorphism of p/,
and f,;, therefore we must have (', z) € §;; - a contradiction. This proves property (a)
for node ;.

Property (b) for node j follows from property (a) for nodes %, j, property (b) for node

k, and Proposition 7.5.
Concluding remark We showed that throughout the algorithm sets U, A;, B; satisfy
properties (a,b) and equation (37). It is easy to see that after running lines 5-7 we
also have py;(-, A;) = A, and after running lines 8-10 we have py;(-, B;) = Bj. Thus,
property (c) holds upon termination, which concludes the proof of Lemma 7.3(a-c).

7.1.2. Proof of Lemma 7.3(d). First, we will prove the following claim:

PROPOSITION 7.6. Suppose that (a,z), (b, x),(c,y) € pij wherei € U, j €U, a € A,,
be B;, ce€ A;UB,, z,y € D;. Then (a,y), (b,y), (c,z) € pij.

PROOF. We claim that there exists a relation v;; C D; x D; with the following
properties:

(1) v;; is an equivalence relation on D; such that A; and B; are among its classes.
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(i) Operation Mng; is a polymorphism of ;;.

Indeed, for i = k such relation can be constructed as follows. Let us set yxx = {(a,a)|a €
Dy} and iteratively update it via gz := Yrr © pri © pir for i € U — {k}. Set v;; will never
shrink; we stop when no such operation can change ;. Clearly, at this point ~;; is
an equivalence relation. By comparing this scheme with lines 5-10 of the algorithm
we conclude that (i) holds. Finally, (ii) follows from the fact that polymorphisms are
preserved under compositions. If i € U — {k} then we take 7;; = pix © Yk © pri; (D)-(i1)
then follow from property (c) of Lemma 7.3.

We are now ready to prove Proposition 7.6. We can assume that = # y, otherwise
the claim is trivial. Assume that ¢ € A; (the case ¢ € B; is analogous). Suppose that
(b,y) ¢ pij. We have {b,c} € M, so Proposition 7.5 implies that {z,y} € M. Consider
relation v, = {(2',y') € vii | ¥’ ¢ B; — {b})}. Operation Mns; is conservative, therefore
it is a polymorphism of v;; as well. Define relation 3;; = 7/, o p;; C D; x D;, then Mn3
is a polymorphism of 3;;. It is easy to check that (a,y), (a,z),(b,z) € f;;. Operation
Mn; is a polymorphism of 3;; and it acts as the minority operation on {a,b} € M and
{z,y} € M, therefore Mn3((a,y), (a, ), (b,x)) = (b,y) € 3;;. This implies that (b,y) € p;j,
contradicting the assumption made earlier. We showed that we must have (b,y) € p;;.
The fact that {a,b} € M and Proposition 7.5 then imply that (a,y) € p;;. Finally,
the fact that {c,b} € M and Proposition 7.5 imply that (c¢,z) € p;;. Proposition 7.6 is
proved. O

We can now prove Lemma 7.3(d) under the following assumption:
(x) Sets p;;(A;,-) and p;;(B;, -) have a non-empty intersection.

(This assumption clearly holds if i = &, otherwise the algorithm wouldn’t have termi-
nated; we will later show that (x) holds for nodes i € U — {k} as well.)

First, let us prove that p;;(A;, ) = pi;(B;,-). Suppose that y € p;;(4;,), then (¢,y) €
pij for some c € A;. From assumption (x) we get that there exist a € 4;,b € B;, v € D;
such that (a, z), (b, z) € p;;. Proposition 7.6 implies that (b,y) € p;;, and thus p;;(4;,-) C
pi5(B,, ). By symmetry we also have pi;(By, ) C pi; (Ai, ), implying pij (Ai,-) = pi(Bis-).

Second, let us prove that if (a,z) € p;; where a € A;, x € D; then (c,z) € p;; for all
¢ € B;. (We call this claim [AB]). As we showed in the previous paragraph, there exists
b € B; such that (b, ) € p;;. We can also select y € D, such that (¢, y) € p;;. Proposition
7.6 implies that (c, z) € p;;, as desired.

A symmetrical argument shows that if (b, 2) € p;; where b € B;, x € D; then (c,z) €
pi; for all ¢ € A; [BA]. By combining facts [AB] and [BA] we obtain that if (a,z) € p;;
where o € A;, z € D; then (c,z) € p;; for all ¢ € A; [AA], and also that if (b,z) € p;;
where b € B;, z € D; then (¢, z) € p;; for all c € B, [BB].

We have proved Lemma 7.3(d) assuming that () holds (and in particular, for : = k).
It remains to show that (x) holds for i € U — {k}. Let us select (a’,z) € p;; where
a' € A;, z,y € D;. By strong 3-consistency there exists a € Dy, such that (a,a’) € pi;
and (a,z) € prj. By Lemma 7.3(c) we get that a € Aj. As we have just shown, there
exists b € By, such that (b, z) € pi;. By strong 3-consistency there exists ¥’ € D; such
that (b,0') € p,; and (¥, x) € p;;. By Lemma 7.3(c) we get that ' € B,. We have shown
that z € p;;(A;,-) and x € p;;(B;, -), which proves (x).

7.1.3. Proof of Lemma 7.4. Suppose we have an arc- and path-consistent instance with
an STP on M and MJN on M and non-empty subset U with A;, B; C D, for i € U that
satisfy properties (a-d) of Lemma 7.3 (where node & € U is fixed). Let us denote by M°
and M the set before and after the update respectively. Similarly, (1°,1°) and (N, L)
denote operations before and after the update. We need to show that
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flxny) + flxUy) < flx)+ f(y) ifx,y € domf (38)

For a vector z € D and subset S C V we denote by z° the restriction of z to S. Given
x,y € D, denote

0 ifxVnyY =aVneoyY

o) ={] e A@y) = {i €Tz £ i)

Let us introduce a partial order =< on pairs (x, y) as the lexicographical order on vector
(|A(z,y)],d(x,y)) (the first component is more significant than the second). We use
induction on this order. The base of the induction is given by the following lemma.

LEMMA 7.7. Suppose that x,y € donf and either |A(x,y)| < 1or é(x,y) = 0. Then
condition (38) holds.

PROOF. If §(x,y) =0thenx Ny =xM°yand x Uy = x LI° y, so the claim is trivial.
Suppose that |A(z,y)| < 1and é(x,y) = 1.

There exists node ¢ € U such that either z; € A;,y; € B; or x; € B;,y; € A;.
Lemma 7.3(c) implies that either xz; € A;,y; € B; foralli € U or z; € B;,y; € A; for
all i € U. Therefore, from the definition of operations M, Ll we get {zV MyY, 2V LyY} =
{zY,yY}. Also, we have = M° y, z LI° y € domf, so Lemma 7.3(c) gives {zV ° yY =V L°
y"} ={z",y"}.

If |[A(z,y)| = 0 then {x Ny, z Uy} = {z,y} and so the claim holds trivially. Let us
assume that A(z,y) = {j}. We will write x = (2Y,7;,2) and y = (yY,y;, z) where
z = 2V~ U} = yU~{} Denote 2°! = (zV,y;,2) and 2'° = (yV, z;, 2). Clearly, we have
either {x My, z Uy} = {z,y} or {zx Ny, z Uy} = {2°,21°}. We can assume that the
latter condition holds, otherwise (38) is a trivial equality. We claim that 2°!, 20 € domf.
Indeed, let us show the first claim (the second one is analogous). Labelling z°! differs
from x € domf only at node j; thus, it suffices to show that (27", 20') = (5, 4;) € ps;
for all s € V — {j}, and then use (36). For s € U the fact (z,,y;) € ps; follows from
Lemma 7.3(d), and for s ¢ U the fact (x5, y;) = (ys,y;) € ps; holds since y € domf.

We also observe that (z;,7;) € M for all i € U by Lemma 7.3(b). We now consider
two possible cases:

Casel {z;,y;} € Mj, soMj,L; are commutative on {z;,y;}. Thus, we must have
either {zM° y,z U° y} = {2}, 210} or {y M° z, y LU° z} = {2°%, 210}. Using the fact that
(M°,U°) is a multimorphism of f, we get in each case the desired inequality:

FE) + F(27) < f) + f(y)

Case2 {z;,y;} € M;. It can be checked that applying operations (Mj;,Mj,,Mns) to
(x,y,2°) gives (2%, 201, 210), therefore

FE+ FE) + F(2'0) < fl) + fy) + F(2°)

which is equivalent to (38). O

PROPOSITION 7.8. If @,y € domf and (x,y) = 1 then either é(x Uy,y) = 0 or
d(x,xUy)=0.

PROOF. Using the same argument as in the proof of Lemma 7.7 we conclude that

{2V nyY, 2V uyY} = {2V, yY}. If 2V UyY = yY then §(zUy,y) = 0, and if 2V UyY = 2V
then §(z,z Uy)=0. O
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We now proceed with the induction argument. Suppose that A(z,y) > 2 and
d(x,y) = 1. Denote

X ={ieAlz,y) | (z:Nys 2z Uys) = (2i,5:)}
Y = {ieAlx,y) | (x: Nyi, 2 Uyi) = (yi, i)}
We have | X UY| > 2, so by Proposition 7.8 at least one of the following holds:
D) [X|>2;
@ 1Y]|>2
3) | X|=Y|=1,6xzUy,y)=0;
@ |X|=Y|=16=xUy)=0.
These cases are analysed below.
Cases 1,3 It can be checked that (x U y) My = y. Therefore, if we define ' = « U y,
vy’ = y then the following identities hold:

zNy =xzNy Uy =2 rNy=1 rUy=xzUy (39)

Let us select node s € X and modify o,y by setting («/,y.) = (xs,zs). It can be
checked that (39) still holds. We have

— (@,y") < (@, y) since A(z,y') = A( ,y) — {s}, and

—(@',y) < (z.y) since A(e,y) = A(z,y) — (X — {s}); if X — {5 is empty (i.e. Case
3 holds) then é(x',y) = 0 < d(x,y) = 1. Indeed, we have j(x U y,y) = 0 (by the
assumption of Case 3) and (z LI y)Y = (z')V (since s ¢ U), and therefore 6(z',y) = 0.

Thus, by the induction hypothesis

fleny)+ f@) < fx)+ f(y) (40)
assuming that y’ € domf, and
f) + fluy) < f(@) + f(y) (41)

assuming that =’ € domf. If y’ € domf then Inequality (40) implies that =’ € domf, and
the claim then follows from summing (40) and (41). We now assume that ¢y’ ¢ domf;
Inequality (41) then implies that =’ ¢ domf.

Assume for simplicity of notation that s corresponds to the first argument of f. De-
fine instance 7 with the set of nodes V = V — {s} and cost function

g(z) = aneliDri{u(a) + f(a,2)} VzeD= X;ev Di

where u(a) is the following unary cost function: u(zs) =0, u(ys) = C and u(a) = 2C for
a € D — {zs,ys}. Here C is a sufficiently large constant, namely C > f(x) + f(y). We
denote (11°,(1°) and (I, ) to be the restrictions of respectively (11°,11°) and (1, LI) to V.

LEMMA 7.9. If u,v € domg and (u,v) < (z,y) then g(ulv)+ g(ulv) < g(u) + g(v)
(assuming that the induction hypothesis holds).

PROOF. It is straightforward to check that unary relations D;,i € V and binary
relations p;;,i,j € V,i # j are the unique arc- and path-consistent relations for g, i.e.
pi={z|z€domg} VieV, pij = {(2i,2;) | z € domg} Vi, jE€V,i#j

This implies that set U C V and sets A;, B; for i € U satisfy conditions (a-d) of

Lemma 7.3 for instance 7. The appropriate restrictions of (m°,u°) and (Mjq, Mj,,Mng)
are multimorphisms of functions u (since they are conservative) and f (by assump-
tion), therefore they are also multimorphisms of g. Furthermore, if the modification in
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Stage 2 had been applied to instance 7 and sets U, A;, B; then the pair (f1°,0°) would
be changed to the pair (1, ).

Thus, the conditions stated in the first paragraph of Section 7.1.3 hold for instance
7, and so the induction hypothesis applies. The lemma is proved. O

Let &, 4, 3@, ¢ be restrictions of respectively =, y, z’,y’ to V. We can write
g(:i/) =9(¥) = ulys) + f(ys,9) = f(y) + C  (since (z;,9) =y ¢ donf)
9(z) = f(zs,2) = f(z)
We have (&,9) < (x,y) (since |A(Z,9)| < |A(z,y)|), so Lemma 7.9 gives

g(@Ny) +g(@09y) <g(@®)+9(@) = flz) + f(y) + (42)

We have g(zg) < 2C, so we must have either g(@ Oyg) = f(xs, z09) or g(:fv 0 3})
flys,209) + C = f(xUy) + C. The former case is impossible since (zs, U y) =
domf, so g(z Uy) = f(z Uy) + C. Combining it with (42) gives

9(@NY) + flzUy) < f(z) + f(y) (43)
This implies that g(z14) < C, so we must have g(2119) = f(zs,2MNY) = f(x Ny).
Thus, (43) is equivalent to (38).
Cases 2,4 It can be checked that M (x U y) = «. Therefore, if we define 2’ = =,
y' = x Ly then the following identities hold:
rNy==xNy rUy=1 zNy =2a zUy =xzUy (44)

Let us select node s € Y and modify @, y’ by setting (=, y.) = (ys,ys). It can be checked
that (44) still holds. We have

— (@', y) < (@,y) since A(z', y) = A(z,y) — {s}, and
—(x,y') < (x,y) since A(x,y’") = A(z,y) — (Y — {s}); if Y — {s} is empty (i.e. case
4 holds) then §(x,y’) = 0 < §(= T,y y) = 1. Indeed, we have §(z,z Uy) = 0 (by the
assumption of Case 4) and (z Uy)Y = (y')Y (since s ¢ U), and therefore §(z,y’) = 0.

Thus, by the induction hypothesis

f@ny) + fy) < f(@) + fy) (45)
assuming that ' € domf, and
f@) + flxUy) < f(=)+ f(y) (46)

assuming that ¢y’ € domf. The rest of the proof proceeds analogously to the proof for
the Cases 1,3, distinguishing whether or not x’ belongs to domf.
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