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Abstract

Denote by $C$ the class of oracles relative to which $P = \text{NP}$ (collapsing oracles), and by $S$ the class of oracles relative to which $P \neq \text{NP}$ (separating oracles). We present structural results on $C$ and $S$. Using a diagonalization argument, we show that neither $C$ nor $S$ is closed under disjoint union, also known as join. We show that this implies that neither $C$ nor $S$ is closed under union, intersection, or symmetric difference. Consequently, $\text{EL}_1$, the first level of the extended low hierarchy, is not closed under join.
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1. Introduction

In the seminal paper on relativization [2], Baker et al. showed the existence of an oracle relative to which $P = \text{NP}$ and an oracle relative to which $P \neq \text{NP}$. For several decades the relativization method has been used in many different areas of computational complexity (see for example [8]).

This paper follows the idea of Balcázar [3] and Hemachandra and Hemachandra [10] to investigate properties of oracles relative to the $P$ vs. $\text{NP}$ problem. We denote by $C$ the class of sets relative to which $P = \text{NP}$ (collapsing oracles), and by $S$ the class of sets relative to which $P \neq \text{NP}$ (separating oracles). The most interesting open question is whether the empty set lies in $C$ or $S$, which is equivalent to the $P$ vs. $\text{NP}$ problem. In this paper we investigate structural properties of $C$ and $S$ such as closedness under set operations.

In Section 2, we recall standard notation from complexity theory, present known results about $C$ and $S$, and observe a simple characterisation of $C$ in terms of low levels of the extended low and high hierarchies. We also show that it is sufficient to show that both $C$ and $S$ are not closed under join in order to get the same results for other operations. In Section 3, using a diagonalization argument, we show that $S$ is not closed under join. In Section 4, using a diagonalization argument, we prove that $C$ is not closed under join. Finally, in Section 5, we conclude with some open problems.

2. Notation and basic properties of $C$ and $S$

In this section, we first recall some standard notation. An alphabet is any non-empty finite set, in our case $\Sigma = \{0, 1\}$. The set of all words over $\Sigma$ of length $n$ is denoted $\Sigma^n$. The set of all finite words over $\Sigma$ is denoted $\Sigma^*$. All the sets, languages and oracles in this paper are subsets of $\Sigma^*$. We denote by $\leq_{\text{lex}}$ the standard lexicographical order over words. The $i$-th bit of a word $x$ is denoted $x[i]$. For any set $B$, we denote by $\overline{B}$ the complement of $B$, defined as $\overline{B} = \Sigma^* \setminus B$. For any set $B$, we define $I(B) = \{0^n \mid |\overline{x} \in B\}$. For any two sets $A$ and $B$, we denote by $A \Delta B$ the symmetric difference of $A$ and $B$, defined as $A \Delta B = (A \setminus B) \cup (B \setminus A)$. We denote by $A \oplus B$ the disjoint union of $A$ and $B$ (also known as join), defined as $A \oplus B = \{0w \mid w \in A\} \cup \{1w \mid w \in B\}$.

Throughout this paper we use standard notation from complexity theory (see for example [5,6,13]). For a Turing machine $M$ and an oracle $A$, we denote by $L(M, A)$ the language accepted by $M$ with the oracle $A$. We will work with complexity classes $P$, $\text{NP}$, $\text{PH}$ (polynomial-time hierarchy), $\text{PSPACE}$, $\text{E}$ (deterministic exponential time with linear exponent), $\text{NE}$ (nondeterministic $\text{E}$) and their relativized versions.

We denote by $\leq^p_m$ the standard polynomial-time many-one reducibility. We denote by $\leq^p_T$ the standard polynomial-time Turing reducibility. If $A \leq^p_m B$ and $B \leq^p_m A$, we say that $A$ and $B$ are polynomial-time many-one equivalent, denoted $A \equiv^p_m B$, and similarly for $\leq^p_T$-reducibility. We say that a class $C$ is closed under $\leq^p_m$ reductions if $A \leq^p_m B$ implies $C(A) \leq^p_m C(B)$. Reductions $\leq^p_m$ are strictly weaker than reductions $\leq^p_T$.
downwards, if \( A \leq^p_m B \) for some \( B \in C \) implies \( A \in C \). We say that a class \( C \) is closed under \( \leq^p_m \), upwards, if \( A \leq^p_m B \) for some \( A \in C \) implies \( B \in C \). Similarly, we define the notion of \( C \) being closed downwards and upwards for \( \leq^p_p \)-reducibility.

We say that \( A \) is hard for a class \( C \) if \( A \leq^p_m A \) for every \( A \in C \). We say that \( A \) is complete for \( C \) if \( A \) is hard for \( C \) and \( A \in C \). Sometimes we also use the notion of completeness and hardness for \( \leq^p_p \)-reducibility but in such cases we will mention that explicitly. Recall the standard complete problem for \( \text{PSPACE}^A \), defined as \( K_S(A) = \{(M, x, 1^*) \mid M \text{ is a deterministic Turing machine that accepts } x \text{ with the oracle } A \text{ using an amount of space bounded by } s\}. \)

Recall from [4] that for every \( n \geq 1 \), we define \( \text{EL}_n = \{ \{ A \mid \Sigma^p_n \subseteq \Sigma^p_{A \oplus \text{SAT}} \} \} \), and for every \( n \geq 0 \), we define \( \text{EH}_n = \{ \{ A \mid \Sigma^p_n \subseteq \Sigma^p_{A \oplus \text{SAT}} \} \} \), where \( \Sigma^p_n \) is the \( n \)-th level of the polynomial-time hierarchy relative to an oracle \( A \). The \textit{extended low hierarchy} is then defined as \( \text{ELH} = \cup_{n \geq 1} \text{EL}_n \), and the \textit{extended high hierarchy} is defined as \( \text{EHH} = \cup_{n \geq 0} \text{EH}_n \).

There is an effective enumeration \( \{ M_i \}_{i \geq 1} \) of deterministic oracle Turing machines, where \( M_i \) runs in time \( p_i(n) = n^i + i \), and \( M_i \) can be found in polynomial time in \( i \), such that for every \( A \), \( p_i^A = \{ L(M_i, A) \mid i \geq 1 \} \). Note that for every \( i \), \( p_i \) is non-decreasing, and for every \( i \) and \( n \), \( p_i(n) \leq p_{i+1}(n) \). We refer to this enumeration as \( \text{enumeration} \{ M_i \}_{i \geq 1} \). For the existence of \( \{ M_i \}_{i \geq 1} \), see [5].

Now we define the classes of collapsing (\( C \) for collapsing) and separating (\( S \) for separating) oracles relative to the \( \text{P} \) vs. \( \text{NP} \) problem.

**Definition 1**

(i) \( C = \{ A \mid p^A = \text{NP}^A \} \).

(ii) \( S = \{ B \mid p^B \neq \text{NP}^B \} \).

Next we sum up some known properties of \( C \) and \( S \).

**Theorem 2.1 ([2, 5, 11, 9, 15])**

(i) \( C \neq \emptyset \).

(ii) \( S \neq \emptyset \).

(iii) \( (\exists A \in \text{PH} \text{ such that } A \in C) \Rightarrow \text{PH collapses} \).

(iv) \( A \) is \( \text{PSPACE-complete} 

\Rightarrow A \in C \).

(v) \( A \) is \( \text{E-complete} \Rightarrow A \in C \).

(vi) \( A \) is \( \text{NE-complete} \Rightarrow A \in C \).

(vii) \( \forall A \in C \forall B \in C \exists C \exists x. (A \oplus B \leq^p \text{SAT} \Rightarrow (A \oplus B) \leq^p \text{SAT}) \).

(viii) Both \( C \) and \( S \) are closed under \( \equiv^p_p \), and therefore under complement.

(ix) Neither \( C \) nor \( S \) is closed under \( \leq^p_m \) (neither downwards nor upwards).

**PROOF.** Statements (i), (ii), and (iv) are from [2]. The set \( B \) from statement (ii) is constructed by a diagonalization argument in such a way that \( I(B) \in \text{NP}^B \setminus p^B \). \( B \) can be constructed in a way that \( B \in [5] \). Statement (iii) is Exercise 16 in Chapter 8 of [5], and a proof can be found for example in [15]. Statement (v) is the standard simulation of nondeterministic computation [15]. Statement (vi) was proved by Hemachandra [11]. Statement (vii) is from [9]. Statements (viii) and (ix) are easy [15].

Some other properties of \( C \) and \( S \) concerning complete and hard problems for various complexity classes can be found in [15].

We observe a close correspondence between \( C \) and low levels of the extended low and high hierarchies.

**Proposition 2.2** \( A \in C \Leftrightarrow (A \in \text{EL}_1) \wedge (\text{SAT} \leq^p_p A) \).

**PROOF.** Let \( A \in C \), that is, \( p^A = \text{NP}^A \). Clearly, \( \text{NP}^A \subseteq p^A \subseteq p^{A \oplus \text{SAT}} \). Therefore, \( A \in \text{EL}_1 \). By \( \text{SAT} \in \text{NP}^A = p^A \), it follows that \( \text{SAT} \leq^p_m A \).

Let \( A \in \text{EL}_1 \) and \( \text{SAT} \leq^p_p A \). The first property means that \( \text{NP}^A \leq^p p^A \sim A \oplus \text{SAT} \). Since \( \text{SAT} \leq^p_p A \), we get \( A \oplus \text{SAT} \leq^p_p A \). Together, \( \text{NP}^A \leq^p_p A \) and hence \( p^A = \text{NP}^A \).

**Proposition 2.3 ([4])** \( A \in \text{EHH} \Leftrightarrow \text{SAT} \leq^p_p A \).

**Corollary 2.4** \( A \in C \Leftrightarrow A \in (\text{EL}_1 \cap \text{EHH}) \).

Now we show that in order to show that \( C \) is not closed under union, intersection, symmetric difference, and join it is sufficient to show that \( C \) is not closed under join, and similarly for \( S \). A similar argument has been used in [12].

**Proposition 2.5** If \( C \) is not closed under \( \oplus \), then \( C \) is also not closed under \( \cup, \cap \) and \( \Delta \). Analogously for \( S \).

**PROOF.**

Let \( A, B \in C \) and \( A \oplus B \notin X \). Clearly, \( 0A \equiv^p_p A \) and \( 1B \equiv^p_p B \). By Theorem 2.1 (viii), \( 0A \in C \) and \( 1B \in C \). However, \( 0A \cup 1B = 0A \Delta 1B = A \oplus B \notin C \). By Theorem 2.1 (viii), \( 0A \in C \) and \( 1B \notin C \). However, \( 0A \cup 1B = 0A \oplus 1B = 0A \oplus B \). Again, by Theorem 2.1 (viii), \( 0A \cup 1B \notin C \). Note that we only used that \( C \) is closed under \( \equiv^p_p \) and complement. As the same holds for \( S \), the same proof goes through for \( S \).

3. \( S \) is not closed under \( \oplus \)

In this section, we prove that \( S \) is not closed under join, and consequently, neither under union, intersection, nor symmetric difference. Note first that we could prove that \( S \) is not closed under union and intersection much easier: take \( A = Q \cap C \) and \( B = Q \cup C \), where \( Q \) is some \( \text{PSPACE} \)-complete problem and \( C \) satisfies \( Q \cap C \in S \) (Theorem 2.1 (vii)). It can be easily shown that \( A \cup B = Q \cap \Sigma^* \notin S \) and \( A \cap B = Q \notin S \). In order to get the same result for symmetric difference and, more importantly, for join, we use a diagonalization argument in a more involved way.

**Theorem 3.1** \( S \) is not closed under \( \oplus \).

**PROOF.**

We construct \( A \) and \( B \) such that \( A, B \in S \), but \( A \oplus B \notin S \). Before giving the formal proof, we show the idea of the proof. To ensure that \( A, B \in S \), that is, \( p^A \neq \text{NP}^A \) and \( p^B \neq \text{NP}^B \), we diagonalize against deterministic polynomial-time Turing machines with oracles in the standard way as in the
proof of Theorem 2.1 (ii) (see [5]). Besides the diagonalization, we also encode a PSPACE-complete set $Q$ into $A$ and $B$. This ensures that $A$ and $B$ are PSPACE-hard. Of course, neither $A$ nor $B$ can belong to PSPACE (in that case, they would be PSPACE-complete and therefore belong to $\mathcal{C}$ by Theorem 2.1 (iv)). The trick is to encode some information about $A$ into $B$ and vice versa, so that $A \oplus B$ is powerful enough to recognize strings which we use in $A$ and $B$ for the diagonalization, and hence $A \oplus B \in \mathcal{C}$.

Recall the enumeration $\{M_i\}_{i \geq 1}$ from Section 2. We construct $A$ and $B$ in stages. Denote by $k(n)$ and $l(n)$ increasing sequences of natural numbers: $k(n)$ is the length of the word which is used in the $n$-th stage to ensure that $M_n$ does not accept $I(A)$ and $l(n)$ is defined similarly for $M_n$ and $I(B)$. After $n-1$ stages, we denote the so far constructed oracles $A_{n-1}$ and $B_{n-1}$. In the $n$-th stage, we add at most one word of length $k(n)$ to $A$ and at most one word of length $l(n)$ to $B$ to ensure that $I(A) \neq L(M_n, A)$ and $I(B) \neq L(M_n, B)$. If a word $w$ is added to $A$, then some words are added to $B$ in order to ensure that $A \oplus B \in \mathcal{C}$. Similarly, for $B$ and $A$ the other way around. We show that either $0^{k(n)} \in L(M_n, A)$ and $A \cap \Sigma^{-k(n)} = \emptyset$, or $0^{k(n)} \notin L(M_n, A)$ and $A \cap \Sigma^{-k(n)} \neq \emptyset$. Similarly, we show that either $0^{l(n)} \in L(M_n, B)$ and $B \cap \Sigma^{-l(n)} = \emptyset$, or $0^{l(n)} \notin L(M_n, B)$ and $B \cap \Sigma^{-l(n)} \neq \emptyset$. Figure 1 describes the $n$-th stage in the construction of $A$ and $B$. The final oracles are $A = \cup_n A_n$ and $B = \cup_n B_n$.

By the conditions on $k(n)$ and $l(n)$, appropriate words $y_1(n)$ of length $k(n)$ and $y_2(n)$ of length $l(n)$ always exist if needed. There are $2^{k(n)}$ words of length $k(n)$ but $p_n(k(n)) < 2^{k(n)}$ and there are $2^{l(n)}$ words of length $l(n)$ but $p_n(l(n)) < 2^{l(n)}$.

The conditions on $k(n)$ and $l(n)$ also ensure that $k(n)$ and $l(n)$ are long enough not to disturb, by the possible addition of some words to $A$ and $B$, any computation from the previous stages. The condition on $l(n)$, that $l(n) > p_n(k(n))$, ensures that the second part of the $n$-th stage does not disturb, by the possible addition of some words to $A$ and $B$, the first part of the $n$-th stage. This means that $0^{k(n)} \in L(M_n, A_{n-1}) \Leftrightarrow 0^{k(n)} \in L(M_n, A)$. Similarly, $0^{l(n)} \in L(M_n, B_{n-1}) \Leftrightarrow 0^{l(n)} \in L(M_n, B)$. This holds for every $n$. Therefore, $0^{k(n)} \in I(A) \Leftrightarrow 0^{k(n)} \notin L(M_n, A)$ for every $n$. Similarly, $0^{l(n)} \in I(B) \Leftrightarrow 0^{l(n)} \notin L(M_n, B)$ for every $n$. Therefore, $I(A) \notin P^A$ and $I(B) \notin P^B$. Since $I(A) \in \mathsf{NP}^A$ and $I(B) \in \mathsf{NP}^B$, we obtain $P^A \neq \mathsf{NP}^A$ and $P^B \neq \mathsf{NP}^B$, that is, $A \in \mathcal{S}$ and $B \in \mathcal{S}$.

Note the structure of $A \oplus B$ which follows from the construction of $A$ and $B$. If $w$ is a word of even length from $A \oplus B$, then either $w$ is the only word of length $n$ in $A$ (we call this word the unique word of length $n$ in $A \oplus B$) and $1B$ consists of all words of length $n$ lexicographically smaller than or equal to $w$, or the other way around (interchange $A$ and $B$). Hence there is a deterministic polynomial-time algorithm (with the oracle $A \oplus B$) that, for a given even $n$, determines whether there are no words of length $n$ in $A \oplus B$, or finds the unique word $w$ of length $n$ and also finds out whether $w \in A$ or $w \in B$. The algorithm uses binary search and needs only $O(n)$ queries to the oracle.

Now we show that $A \oplus B \notin \mathcal{S}$. Take an arbitrary $L \in \mathsf{NP}^{A \oplus B}$, then there is a nondeterministic polynomial-time Turing machine $M_1$ with an oracle such that $L = L(M_1, A \oplus B)$. Let polynomial $p(n)$ bound the running time of $M_1$.

We define a Turing machine $M_2$ which has on its input tape, besides the input word $x$ of length $n$, the description of words of even length in $A \oplus B$. Note that as shown above, this description can be computed in polynomial time in $n$, and hence has polynomial length in $n$: for every even $k$ between 2 and $p(n)$ (or $p(n) - 1$, if $p(n)$ is odd), it consists of the unique word $w$ of length $k$ (if it exists) and a single bit indicating whether $w \in A$ or $w \in B$. Define a Turing machine $M_2$ such that $M_2$ on input $x$ (and its extended input) works as follows:

- $M_2$ simulates $M_1$ on input $x$ until $M_1$ asks an oracle a word $w$, or accepts, or rejects. $M_2$ accepts whenever $M_1$ accepts, and rejects whenever $M_1$ rejects.
- If $M_1$ asks $w$ of odd length, then the answer is yes if and only if the answer for $M_2$ is yes, and $M_2$ resumes the simulation of $M_1$. 

Figure 1. Construction of $A$, $B$ such that $I(A) \notin P^A$ and $I(B) \notin P^B$. 
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polynomial time because M1 works in polynomial time. Note that M2 does not query words of even length. If the oracle of M2 is A \oplus B and its extended input encodes the structure of words of even length in A \oplus B, then M2 accepts L, that is, L = L(M2, A \oplus B).

Because M2 does not query words of even length, the only information that M2 can obtain from the oracle A \oplus B on odd words are words of even length from A and B, which encode the PSPACE-complete problem Q. By Theorem 2.1 (iv), there is a deterministic polynomial-time Turing machine M3 with an oracle such that L = L(M3, A \oplus B) with an extended input. Let polynomial q(n) bound the running time of M3.

Define a Turing machine M4 such that M4 on input x of length n works as follows:
- By binary search with the help of the oracle, M4 first computes in polynomial time the description of words of even length in the oracle set.
- M4 simulates M3 on input x until M3 asks a word w, or accepts, or rejects. M4 accepts whenever M3 accepts, and rejects whenever M3 rejects.
- If M3 asks w of odd length, then the answer is yes if and only if the answer for M4 is yes, and M4 resumes the simulation of M3.
- If M3 asks w of even length to its extended input, M4 uses the extended input, and M4 resumes the simulation of M3.

M4 is deterministic because M3 is deterministic and uses polynomial time because M3 works in polynomial time and Step 1 takes polynomial time (Claim 1). If the oracle of M4 is A \oplus B, then M4 accepts L, that is, L = L(M4, A \oplus B). Therefore, L \in P^{A \oplus B}. Since L is arbitrary, NP^{A \oplus B} \subseteq P^{A \oplus B}, that is, A \oplus B \not\in S.

By Proposition 2.5, we get an immediate

Corollary 3.2 S is not closed under \cup, \cap, \Delta.

Corollary 3.3 There exist sets A \not\in EL_1 and B \not\in EL_1 such that A \oplus B \in EL_1.

PROOF. For any two sets R and S, we define
\[ I(R, S) = \{0^n \mid R \cap \Sigma^n \neq S \cap \Sigma^n \}. \]
Let A = KS(R) and B = KS(S). From the definition of A and B, NP^A \subseteq PSPACE^A \subseteq P^A. Hence A, B \in C.

Next we show that for any R and S, I(R, S) \notin P^{A \oplus B}; on input 0^n, the machine guesses y of length n, and accepts if either y \in R and y \notin S, or y \notin R and y \in S.

In order to show that A \oplus B \not\in C, it remains to construct R and S such that I(R, S) \notin P^{A \oplus B}. For this we use a diagonalization argument similar to the argument used in the proof of Theorem 3.1. We construct R and S in stages. Denote by k(n) an increasing sequence of natural numbers: k(n) is the length of the word which is used in the n-th stage to ensure that M_n does not accept I(R, S). After n - 1 stages, we denote the so far constructed oracles R_{n-1} and S_{n-1}. We show that either \(0^{k(n)} \in L(M_n, KS(R_n) \oplus KS(S_n))\) and \(0^{k(n)} \notin I(R, S)\), or \(0^{k(n)} \notin L(M_n, KS(R_n) \oplus KS(S_n))\) and \(0^{k(n)} \in I(R, S)\).

Figure 2 describes the n-th stage in the construction of R and S. It is clear from the construction that in the n-th stage the answers of the oracle KS(R_{n-1} \cup T_1) \oplus KS(S_{n-1} \cup T_2) to M_n’s queries are the same for any T_1, T_2 \in Q, and hence M_n’s output is the same. The final oracles are R = \bigcup_n R_n and S = \bigcup_n S_n.

Observe that in the simulation of M_n each query q_i will decrease the size of the set Q by at most half. Thus we will result with a set Q of size at least 2^{n-p_n(k(n))}. From the condition on k(n), Q has at least two different sets T_1 and T_2.

Similarly to the proof of Theorem 3.1, the conditions on k(n) ensure that each k(n) is long enough no to disturb, by the addition of some words to R and S, any computation from the previous stages. This means that \(0^{k(n)} \in L(M_n, KS(R_n) \oplus KS(S_n)) \iff 0^{k(n)} \in L(M_n, A \oplus B)\). This holds for every n. Hence \(0^{k(n)} \in I(R, S) \iff 0^{k(n)} \notin L(M_n, A \oplus B)\). Therefore, I(R, S) \notin P^{A \oplus B}.

By Proposition 2.5, we get an immediate

Corollary 4.2 C is not closed under \cup, \cap, \Delta.

Theorem 4.1 together with Corollary 2.4 give the following

Corollary 4.3 EL_1 is not closed under \oplus.

5. Conclusion

We have studied structural properties of the classes of collapsing and separating oracles relative to the \text{P} vs. \text{NP} problem. Although we have not proved any separation of complexity classes, we believe that studying structural properties of different classes might lead towards new separation results. We proved that both C and its complement S are not closed under union, intersection, symmetric difference, and join. One consequence is that EL_1, the first level of the extended low hierarchy, is not closed under join.
Hemaspaandra et al. have shown that $\textbf{EL}_2$ is not closed under join [12]. Their results seems to be incomparable to ours, that is, one does not imply the other. Allender and Hemachandra have observed that $\textbf{EL}_1$ is not closed under $\leq^m_P$ [1]. We now know that neither of the first two levels of $\textbf{EL}$ is closed under join. It is an interesting question whether any level of $\textbf{EL}$ can be closed under join. (Note that Allender and Hemachandra have shown that if $\textbf{PH}$ is infinite, none of the levels of $\textbf{EL}$ is closed under $\leq^m_P$ [1]).

It is not known whether there is an $A \in \textbf{C}$ such that $A \in \textbf{PSPACE}$ and $A$ is not $\textbf{PSPACE}$-complete. (And Theorem 2.1 (iii) shows that such an $A$ cannot be in $\textbf{PH}$ unless $\textbf{PH}$, the polynomial-time hierarchy, collapses.) However, this problem is very hard. Even the simpler question of whether there is an $A \in \textbf{PSPACE}$ such that $A$ is not $\textbf{PSPACE}$-complete is open, and an affirmative solution would imply $\textbf{P} \neq \textbf{PSPACE}$. Toda has shown that $\textbf{PP}$ is polynomial-time Turing hard for $\textbf{PH}$, that is, $\textbf{PH} \subseteq \textbf{PP}$ [14], where $\textbf{PP}$ is the class of languages accepted by probabilistic polynomial-time Turing machines, and $\textbf{PP} \subseteq \textbf{PSPACE}$ (see [13]). We do not know whether there is an $A \in \textbf{C}$ such that $A$ is $\textbf{PP}$-complete. It is not known whether there is an $A$ such that $\textbf{pPP}A \neq \textbf{NPPP}A$, which would mean, in some sense, a difficulty in proving $A \in \textbf{C}$ for an $A$ which is $\textbf{PP}$-complete. In fact, it is not known whether there is an $A$ such that $\textbf{pPP}A \neq \textbf{PSPACE}$, and an affirmative answer would certainly give rise to interesting circuit lower bounds.
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