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Abstract

This dissertation proposes a two-layer approach for formal hardware verification using symbolic ternary simulation of gate-level circuit models. At the core of our approach we follow the methodology of generalized symbolic trajectory evaluation (GSTE), which has shown considerable promise for the verification of micro-processor components. Properties for GSTE have traditionally been expressed using diagrams called assertion graphs, but the graphical nature of these places limitations on formal reasoning and scalability. We recast GSTE techniques into a clean general logical framework for simulation, and use this framework to explore and characterize important verification steps.

We introduce generalized trajectory logic (GTL), a low-level temporal logic that provides a textual formal basis for specifying and reasoning about symbolic ternary simulations. We describe model checking for this logic and derive clean rules for property equivalence, decomposition and abstraction refinement. We then introduce assertion programs, which describe abstract specifications as high-level executable models. We show how term-rewriting based on weakest preconditions can be used to generate simulations that verify that a circuit refines an assertion program. Expressing these simulations using GTL, we show how they can be dynamically transformed during the generation process, to create particular schemes of model checking abstraction. We apply the entire verification framework to a first-in-first-out buffer and a micro-operation scheduler.
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Chapter 1

Introduction

In this chapter, we provide the context and motivation for developing specification notations for formal hardware verification by symbolic ternary simulation. Following an overview of general verification techniques, we introduce symbolic ternary simulation, and the specification problems that we aim to address. We then summarize our contributions and give an outline of the dissertation.

1.1 Verification

Digital systems are increasing in usage, providing unparalleled degrees of convenience and automation. They are responsible for performing many critical tasks, from real-time flight and automotive control, to secure and reliable transmission of sensitive communications. But as well as growing in number and responsibility, these systems are also tending to expand in design complexity, fueled by advances in digital processing and storage, and by the connectedness offered by global communications networks. This complexity is difficult to manage, often leaving the doors open to potential design flaws. To guard against these risks, there is a strong need for verification methodologies, which demonstrate that the specification of a system is in fact met by its design.

The most common form of verification is simulation. Simulation uses an executable model of the design to compute how it will respond to certain environmental scenarios. As well encompassing simple interactive debugging procedures, verification by simulation can also describe bulk batch attempts to find bugs by systematically covering as many system states as possible. A wide range of tools exist to structure and select such simulation sets, by maximizing the exploration of significantly distinct design states. But despite applying huge numbers of simulations, bugs are often missed, simply due to the size of the state-spaces at hand. For the Intel Pentium 4
design, tens of bugs were still undetected after a set of over 200 billion simulation cycles, requiring the capacity of several thousand machines, operating for many months [Ben01].

## 1.2 Formal Verification

*Formal verification* uses rigorous mathematical foundations to reliably deduce properties about how systems behave over ranges of execution conditions. There are many different approaches to formal verification, each suited to the particular qualities of the properties or systems under verification.

*Symbolic simulation* has been in use since the late 1970s [CJB79]. It extends traditional simulation to wider input ranges, by using symbols called variables to represent arbitrary unknown, but fixed, values. Expressions containing these variables are associated with components of the system, so that the overall state is represented in a symbolic encoding. This allows standard simulation to be generalized over the range of different operating conditions parameterized by these variables. The capacity of symbolic simulation was greatly enhanced by the introduction of Binary Decision Diagrams (BDDs) [Bry92] which provide particularly efficient representations for common Boolean functions. Despite this, symbolic simulation is still limited in capacity, as well as in its linear and bounded nature.

Model checking [JGP99] is a different approach, developed independently by Clarke and Emerson [CE81] and Quielle and Sifakis [QS82]. In model checking, the validity of some property, typically a formula of temporal logic [Eme90], is systematically and automatically checked with respect to a model derived from the system under analysis. When the property is found not to hold, an illustrative counterexample is typically generated. Different forms of specification and model checking algorithms exist, for different classes of models and properties. Unfortunately, standard model checking techniques are limited to those systems with state-spaces that are simple enough to be automatically explored. This is compounded by the *state explosion problem*, which says that the number of states of a system can, and often does, increase exponentially with the size of the design.

Several means of avoiding this problem have been developed. One approach is to use special data structures and algorithms for the analysis. As with simulation, the capacity of model checking techniques can be greatly enhanced with the use of symbolic techniques. Symbolic model checking [BCMD90, McM92] encodes both the sets of model states, as well as the model’s transition relation, as Boolean formulas.
represented by BDDs. Another approach is to use BDD-based symbolic simulation for direct state-set image computation [CBM90]. Operations for BDDs are fast, and their space requirements decrease with the regularity of the predicates they describe. Since most designs tend to involve a reasonable degree of symmetry and regularity, the resulting state-set representations can often be kept fairly compact.

Another option for extending capacity is to make use of abstraction—the process of losing selected pieces of information that are not relevant to the task at hand. Abstraction is often achieved using sound simplifications of the design model. Other approaches discard information dynamically during the model checking algorithm itself. If too much information is lost, known as over-abstraction, then the resulting reduction in precision can lead to verification failure. Typically, a feedback loop of iterative abstraction refinement is used to reach a suitable level of abstraction, where there is a middle-ground between loss and retention of information. This process is often automated, although a degree of user interaction can sometimes prove critical to aid the selection of relevant information.

Theorem proving [GM93] is a type of formal verification that allows for a high degree of manual interactive involvement. Properties are expressed as terms in a logic, and deductive reasoning rules are progressively applied to determine term validity. If required, the user can gain complete control over the rules applied at each step. Since the terms of the logic can be considered to themselves be abstractions, theorem proving can therefore be viewed as the ultimate in interactive abstraction control. But due to the high degree of guidance, skill and time generally required for success, theorem proving can often be prohibitively demanding. As a result, there have been many attempts to mix theorem proving with other, more automated, techniques, to attain an efficient balance between the benefits of human intuition and those of automated deduction. One example of this is the use of interactive theorem provers to decompose large model checking problems into smaller ones. Here the user need only be concerned with the high-level insights that are key to surpassing the main capacity barriers.

1.3 Symbolic Ternary Simulation

Verification is of particular importance for microprocessor design, because of the importance that microprocessors play in the foundations of many other products, and the high cost of any necessary product recalls. As the number of transistors per processor continues to rise exponentially, this extra computation capacity leads to addi-
tional functional design complexity, enabling increasingly out-of-order, speculative machines with deeper pipelines, and advanced features, such as Hyper-Threading and multi-core architectures. This dissertation is based on formal hardware verification using symbolic ternary simulation, a technique that has shown success in verifying components of next-generation microprocessors beyond the reach of standard model checking techniques [Sch03].

Symbolic ternary simulation lies at the intersection of symbolic model checking, symbolic simulation and abstraction techniques. As with symbolic model checking, BDDs are used to explore the relationship between model and property states. Unlike traditional symbolic model checking, however, post-images are calculated using a form of symbolic abstract simulation that takes place directly on a low-level description of the circuit design. This eliminates the need for building a complete model transition relation, which is prohibitive for many industrial designs.

Symbolic ternary simulation is fundamentally distinguished from many other standard forms of model checking by the abstract representation that it uses for sets of circuit states. Abstraction is introduced by adding the additional simulation value $X$, which denotes unknown circuit charge. This results in what is effectively partial circuit simulation. One key advantage of this approach is that each particular set of circuit states can be represented by a range of different approximations. The less precise an approximation is, the less space it consumes in the model checker. Therefore an abstraction balance can often be achieved between losing too much information and requiring too much space. In order to do this, user feedback can direct the model checker on how to pick the best representatives for a given property.

There are several different flavours of model checking based on symbolic ternary simulation. We look at each of these in detail in Chapter 2. The most basic form, Symbolic Trajectory Evaluation (STE) [BBS91], uses single simulation sequences to verify properties written in a small linear temporal logic. The length of the traces checked by STE match the length of the abstract simulation itself, so properties are limited to being bounded in nature. Generalized symbolic trajectory evaluation (GSTE) [YS02] overcomes this limitation, by using fixed-points to simulate unbounded iterative behaviours. Compositional GSTE (CGSTE) [YS04] extends this approach by providing a mechanism for decomposing a run into separate concurrent blocks of simulation.

Properties for (C)GSTE are expressed using assertion graphs [YS02], which are graphical structures that resemble a variety of universal-automata [HCY03b]. Each path in an assertion graph represents a linear assertion made about which execution
traces are allowable. These graphs are directly traversed by the model checking algorithms, so their shape can directly affect the simulation strategy. In order to control abstraction, therefore, manual transformations are applied directly to the graph structures themselves.

Although the graphical nature of assertion graphs can be useful for displaying simple properties in a visual manner, it places serious limitations on formal reasoning. Experience from from STE [AJS98, SJO+05] has shown the benefits of formal reasoning for managing high-level verification steps such as property decomposition. In (C)GSTE, abstraction refinement also requires additional justification. Although some progress has been made on reasoning with assertion graphs [HCY03b, YYHS05], the resulting rules tend to be complicated by the graphical nature of the properties. Cleaner reasoning requires a property representation that is more structured and controlled.

1.4 Contributions

This dissertation describes a clean formal framework for verification using symbolic ternary simulation. The framework is split into two layers: a low-level temporal logic layer, for describing simulation structures, and a high-level synchronous programming language, for specifying behavioural models. The temporal logic and its associated reasoning rules have been published in A Logic for GSTE [Smi07]. The language and methodology for our high-level language is based on our publication A Method for Generation of GSTE Assertion Graphs [Smi05]. We will now summarize the contributions that we make.

Generalized Trajectory Logic  We introduce generalized trajectory logic (GTL) as a linear temporal logic for expressing symbolic ternary simulations. The structure and semantics of GTL unifies the property notations of STE, GSTE and CGSTE, by aligning itself with the atomic simulation steps common to each. By operating at this finer level of atomicity, we expose underlying algebraic patterns that have not been otherwise apparent. This not only provides the fundamental logical characteristics necessary for formal reasoning, but also emphasizes the link to propositional logic, clarifying the nature of symbolic ternary simulation as a whole. Being a textual notation, GTL is furthermore easy to manipulate, express, and describe rules for.
**Reasoning with GTL**  By examining the semantic characteristics of our logic, we develop a series of reasoning rules for applying practical verification management steps to simulations expressed using GTL. As with GSTE assertion graphs, the specifications describe both the property to be verified, as well as the verification approach. Equivalence rules can therefore be used to describe property-preserving transformations that optimize model checking or refine abstractions. We also introduce rules for property decomposition, and a rule for temporal induction.

**Assertion Programs**  Since GTL describes simulations at a low level, it is not practical for expressing complex specifications manually. To surmount this problem, we introduce the synchronous language of *assertion programs* as a user-facing specification language. Assertion programs are used to express high-level reference models of the behaviour expected of a circuit. This approach allows specifications to be expressed using a familiar imperative programming style with high-level data-types, such as integers and lists. Unlike GTL, the notation also serves to separate property specification from model checking approach. The circuits and high-level models are connected via given *interface mappings* that form part of the specification.

**Verifying Assertion Programs**  We provide a means to unify the semantics of GTL and assertion programs. We then use this to build a rule-based framework for generating simulation descriptions from assertion program specifications. The simulations produced verify that a circuit refines the given assertion program. Simulations are progressively built using symbolic backwards state-space exploration, based on weakest-precondition term-rewriting. By incorporating rules for abstraction and decomposition into the framework, users can control the resulting simulation approach through the choice and application of rules.

**Case Studies**  We have implemented both GTL model checking and our simulation generation framework within the Forte [SJO+05] verification environment, and used our implementation to verify a first-in-first-out buffer and a simple micro-operation scheduler.

**1.4.1 Significance of Contributions**

Our notation for simulations is at least as expressive as GSTE assertion graphs, so it enables the expression of GSTE simulation techniques. Since it is based around a formal logic with good algebraic properties, there are many rules for reasoning about
the simulations that are otherwise difficult to describe for assertion graphs. Our work therefore shows significant promise for improving the outlook of symbolic ternary simulation, by fitting the successful techniques surrounding GSTE into a clean and manageable formal setting.

1.5 Outline

Chapter 2 provides an introduction to symbolic ternary simulation, explaining its history, theoretical foundations and usage methodology. We first describe the structure of our circuit models. Then we explain how regular simulation evolved via STE to GSTE and, more recently, to compositional GSTE, driven by demands for increased capacity and property expressibility. We provide an in-depth look at ternary abstraction and the GSTE specification notation of assertion graphs. We show how these graphs are used to control abstraction in practice.

Chapter 3 introduces generalized trajectory logic (GTL), starting with an introduction to the symbolically indexed structures that we use to model symbolic expressions. We provide a formal trace-based semantics of GTL, for which we demonstrate monotonicity and continuity. After introducing several shorthand notations, we describe and justify algorithms for both concrete and abstract model checking.

Chapter 4 describes a series of reasoning rules for GTL, illustrated with several small sample applications. The first section demonstrates simple equivalence rules for formulas, classified into Boolean, temporal and symbolic types. In the second section, rules for properties are considered, including several means of decomposition. The final section formalizes the notation of abstraction refinement for GTL, and expresses and classifies several common patterns of refinement previously used with GSTE.

Chapter 5 introduces the high-level modeling language of assertion programs. We first describe the refinement-based approach that we take to specification. Then, after providing an overview of the structure of assertion programs, we step through each language construct in turn, from variables and statements to the interface mappings that link the high-level models to the circuits. We then provide a formal semantics for the language, and a formal definition of satisfaction.

Chapter 6 provides a methodology for translating assertion programs into series of GTL properties that together verify refinement. We unify the semantics of assertion program expressions and formulas of GTL to allow reasoning between these two modes of specification. We extend GTL to a form called vector GTL which, although of a more complex form, scales better to large simulations. We then describe a series
of compilation rules for building up vector GTL simulations based on the transition structure of an assertion program. We show how different applications of these rules results in different abstraction approaches during the resulting simulation runs.

In Chapter 7, we apply our verification methodology to two example circuits: a first-in-first-out (FIFO) buffer and a micro-operation scheduler. In each case, we introduce the circuit specification in English, describe an existing verification approach based on assertion graphs, and then describe our own approach based on assertion programs. At the end of the chapter we compare and contrast the two methodologies.

Finally, Chapter 8 provides some concluding remarks, and a discussion of potential future work.
Chapter 2

Generalized Symbolic Trajectory Evaluation

Generalized symbolic trajectory evaluation (GSTE) is a formal hardware verification technique lying at the boundaries of model checking, abstract interpretation, symbolic execution and circuit simulation. In this chapter, we explain its nature and history.

We first describe the gate-level circuit model used by the model checker, as well as a more abstract circuit model that is useful for reasoning theoretically about verification. We provide a brief introduction to standard binary circuit simulation, and then introduce ternary simulation. Ternary simulation extends the range of binary simulation by introducing a ‘don’t care’ value, denoted X into the simulation domain. By viewing the ternary simulation states as abstract representations of sets of binary states, we show how ternary simulation can be compared to other standard forms of model checking.

We then describe Symbolic Trajectory Evaluation (STE), which uses a symbolic form of ternary simulation for model checking. STE is sufficiently scalable to have found many applications in industry, but its range of application is limited to bounded properties, because of its roots in conventional simulation. This deficiency led to the development of generalized STE (GSTE), which extends STE to unbounded behaviours by introducing fixed-points in the simulation. We describe GSTE model checking, with its graphical specification notation called assertion graphs. Finally we describe a further generalization of GSTE, known as compositional GSTE that decomposes simulations of concurrent behaviour.
2.1. GSTE - Circuit Models

\[
\begin{align*}
  b &= a \land d \\
  c' &= b \\
  d &= \neg c
\end{align*}
\]

(i) Circuit Netlist (ii) Diagrammatic Representation

Figure 2.1: A Circuit Netlist

2.1 Circuit Models

We will describe two different forms of circuit model. The first of these models, the circuit netlist, is a gate-level circuit description used directly by the simulation tool. The second model, the circuit Kripke Structure [JGP99], is a more abstract model that is useful for reasoning about the verification. The types of circuits that we consider are synchronous systems, where the outputs at each time-step are functions both of the current state and the current circuit inputs, classing them as reactive [Hal98]. Each state in these models represents a particular stable charge configuration in the physical circuit. We use Boolean values, which are, in the hardware domain, conventionally written as high, 1, and low, 0, to model the charge that can be held at any one point in the circuit.

2.1.1 Netlists

The circuit netlist model, used by gate-level simulation-based techniques such as GSTE, is a collection of logical and stateful gates together with a description of their interconnections. Each gate is itself modeled using a Boolean excitation function that describes how its output behaves as a function in terms of its inputs. To allow for state-holding elements, this map can be a function of the previous inputs and output of the gate, as well as its current inputs. The gates are connected through a finite set of shared connections, given by the set of circuit nodes, \( N \).

**Example** An example circuit netlist is shown in Figure 2.1, together with its traditional graphical representation. The circuit nodes are labeled a, b, c and d. The excitation function for each node is listed as a Boolean expression, where \( b' \) represents the previous value of node b. The delay element, graphically represented as a rectangle, is a gate whose input, b, always matches the subsequent value of its output, written \( c' \). Node a has no excitation function, and is therefore a circuit input.
Notice that netlist models are more structured than typical models used in formal verification, such as state-transition systems or automata. This is because they encode the topological layout of the physical circuit as well as its functionality. In this way, a netlist expresses a circuit model as a product of systems that each model one of the gates. This has benefits over a monolithic transition representation, as different parts of the circuit can be analyzed and simulated independently, and the model representation is kept concise.

### 2.1.2 Kripke Structures

Although circuit netlists are the models used directly by simulation-based techniques, it is useful to have alternative abstract models for reasoning about such techniques. This is because the properties that we are concerned with typically only depend on the functionality of the circuit, not its topological layout. For this we model circuits as Kripke Structures [JGP99].

**Definition 2.1.1 (Kripke Structure).** A Kripke Structure is a pair $\mathcal{K} = (S, T)$, where $S$ is a finite set of model states, and $T \subseteq S \times S$ is a total transition relation.

The set of circuit states used throughout this dissertation, $S$, consists of those Boolean vectors $s \in \mathbb{B}^N$ that are consistent with the constraints imposed by the circuit gates. We will write $s(n)$ for the value of node $n$ in state $s$. The transition relation $T$ will hold between those states where the constraints implied by the circuit’s state elements are satisfied. We will regard the Kripke structure of the circuit under verification, $\mathcal{K}_C = (S, T)$, to be a fixed constant throughout.

**Example** We can model the netlist shown in Figure 2.1 as the Kripke Structure shown in Figure 2.2. States are represented as four-bit vectors, written in the form $abcd$. The consistent states, $S$, are those states that satisfy $b = a \land d$ and $d = \neg c$. The transition relation holds from state $s \in S$ to $s' \in S$ when $s(b) = s'(c)$.

Kripke Structures contain no concept of initial state. This is in alignment with hardware systems in particular, where nothing is known about the state of the system until we start to interact with it. This differs from software, where state is typically initialized on allocation. Many hardware components do have some form of reset, to what might be regarded as an initial state. But many also do not, and reset logic, when it exists, is often sufficiently complex to require verification in its own right. Therefore resets are not a part of the circuit models for STE-based verification.
2.2. GSTE - Binary Simulation

$S = \{ 0001, 0010, 1010, 1101 \}$

$T = \{ (0001, 0001), (0001, 1101), (0010, 0001), (0010, 1101), (1010, 0001), (1010, 1101), (1101, 0010), (1101, 1101) \}$

Figure 2.2: A Kripke Structure

Definition 2.1.2 (Kripke Post-Image). For Kripke Structure $K = (S, T)$, we define the post-image function, $\text{post}_K : 2^S \rightarrow 2^S$, to map a set of states to the set of its successors: $\text{post}_K(R) = \{ s' \in S | \exists s \in R . (s, s') \in T \}$.

Example For the Kripke Structure that represents our example circuit, the post-image of states in which $b$ is 0 consists of those states in which $c$ is 0:

$$\text{post}({0001, 0010, 1010}) = \{ 1101, 0001 \}$$

This is what we would expect, seeing as there is a simple delay element that separates the two nodes.

We model the possible behaviours of our models as traces, which are non-empty finite words from $S^+$ corresponding to paths through the Kripke Structure.

Definition 2.1.3 (Kripke Traces). A finite non-empty sequence of states, $\sigma \in S^+$, is a trace of $K$ if each step in the trace is a possible transition: $(\sigma_i, \sigma_{i+1}) \in T$ for $0 \leq i < |\sigma| - 1$. We will write $\text{tr}(K)$ for the set of all traces of $K$.

Throughout the dissertation we will use $\text{last}(t)$ to refer to the last element in the sequence $t$, and $\text{front}(t)$ to refer to the prefix consisting of $t$ with its last element removed.

2.2 Binary Simulation

Binary circuit simulation is a complete software emulation of a circuit. Given a starting state and a sequence of concrete inputs, it determines exactly how a circuit will react by finding the complete state of the circuit at each time-step. For netlists, this is done by evaluating the excitation function for each gate in turn until a complete circuit state is reached.
Figure 2.3: Binary Circuit Simulation

Example Figure 2.3 illustrates the simulation of a simple gate-level circuit model. The four stages of simulation are:

- The inputs and state at time zero are assigned to their corresponding netlist nodes.
- The values are propagated forward to the rest of the circuit, by calculating the output of each gate in turn.
- A time-step is simulated by copying the values on delay gate inputs to their outputs, and then clearing the values assigned to all other nodes.
- Another propagation is then performed for the subsequent time-step.

The result of binary simulation is that the Boolean value of every node is calculated for the entire bounded time-frame for which the inputs were provided.

2.3 Ternary Simulation

As we have seen, binary circuit simulation allows us to calculate how a circuit will react to one particular concrete input trace over time. Verifying more interesting properties, however, typically requires us to reason over many input traces at once. For instance, if a property requires us to try all possible input values for a circuit, then
the number of simulations required will be exponential in the number of these inputs, making binary simulation impractical.

Ternary simulation introduces an extra *unknown* value (or ‘don’t care’ value), written $X$, that indicates that nothing is known about the charge held on a particular node. Each simulation step assigns a *ternary value* from the set $T = \{0, 1, X\}$ to each node. Simulation states are therefore elements of $T^N$, which can also be seen as *partial* circuit states.

Ternary simulation proceeds in the same format as binary simulation, but with a new interpretation of excitation functions based on a three-valued logic over ternary values. The output of a gate can only be assigned $0$ or $1$ if enough information is known to deduce this output, given the partial information we have about its inputs. If there is not enough information then $X$ is assigned instead. For example, if one input of an OR-gate is high, then we know that its output must also be high, so $X \lor 1 = 1$.

The same input conditions, however, are not enough to deduce anything about the output of an AND-gate, so $X \land 1$ is evaluated to $X$. This is equivalent to interpreting the standard logic gates with the ternary logic shown in Figure 2.4.

**Example** Suppose we would like to verify, for the circuit in Figure 2.5 (ii), that if node $a$ is low at Time 0 then the output $o$ must be low at Time 1. To use binary simulation, we would have to run a simulation for each of the possible input combinations, totaling...
2.3. GSTE - Ternary Simulation

Figure 2.6: Ternary Simulation Steps

\[ 2^6 = 64 \text{ simulations.} \] We can, however, instead verify all of these traces in a single ternary run, as shown in Figure 2.5.

2.3.1 Modeling Ternary Simulation

We introduce some notation in order to describe the steps in ternary simulation. Figure 2.6 (i) shows the ternary vector \( s \) that represents all consistent circuit states where the node marked 0 is low. Maximal propagation of these constraints, within a single time-frame, is formalized by the propagation operator \(| \cdot |\), which is illustrated in Figure 2.6(ii). This operator has been described in detail in [RC06a], where it is referred to as the forwards closure function of the circuit. Its effect is to assign to the output of each node the least approximate output of each gate that can be deduced from the ternary inputs currently assigned to it. The abstract post-image function, \( \text{post}^\sharp \), represents first performing this propagation, then passing the resulting constraints across delay elements and marking every other node as X, as shown in Figure 2.6(iii). This results in a post-image state containing all the constraints that can be deduced by forward propagation from its predecessor.

2.3.2 Ternary Abstraction

Unlike binary simulation, ternary simulation can be seen as operating with sets of circuit states, much like many standard forms of model checking. This is because ternary states can be seen as abstract representations of sets of circuit states. For example, the ternary state X0X can be seen as an abstract representation of the set \{000, 001, 100, 101\}. In ternary simulation, these representations are used as upper-approximations, whose precision can be controlled by controlling the number of Xs. For example, the set \{0011, 0001\} can be represented precisely using the ternary vector 00X1, and approximately by 0XX1 or even XXXX. Some sets cannot be represented exactly. For example, the most precise representation for \{0011, 0101\} is 0XX1. STE has a symbolic mechanism for dealing with such cases, which we will come to later.
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The state-set abstraction in ternary simulation is an example of a Cartesian abstraction [CC95], which is used to abstract away dependencies between model subsystems. Using ternary vectors forces the simulation to ignore dependencies between the circuit nodes. In effect, it represents each set of circuit states as the product of the set of states of each node, or, equivalently, hyper-cuboids in the space of circuit state bit-vectors.

This abstraction is successful in hardware verification because useful properties often correspond to simple constraints on a small number of circuit nodes, which can be efficiently and precisely encoded as ternary vectors. Furthermore, the vector representation fits naturally with gate-level simulation, since it assigns values to circuit nodes in the netlist. This allows post-image calculations to proceed via simulations, which are fast to calculate.

2.3.3 Abstract Interpretation Framework

The relation between ternary vectors and sets of circuit states has been described in [Cho99, Pre04], using the theory of abstract interpretation [BG00, Cou01] to formalize the approximation. Concrete sets of circuit states are related to their corresponding abstract ternary vector representations via a Galois connection.

To describe this connection it is first necessary to model our abstract and concrete domains using partial orders that capture their internal degrees of approximation. For concrete sets of circuit states, this is simply modeled by set inclusion, \(\subseteq\). We model approximation over ternary vectors using the partial order \(\sqsubseteq\), which is interpreted as ‘is less approximate than’.

**Definition 2.3.1.** The ternary approximation order on ternary values is the least reflexive relation where 0 and 1 are both less approximate than \(X\): \(0 \sqsubseteq X\) and \(1 \sqsubseteq X\).

Extending \(\sqsubseteq\) point-wise to vectors and adding a bottom element \(\bot\), to represent the case of an over-constraint, creates a complete lattice of ternary vectors, \(T^N\). This lattice is illustrated for vectors of length one in Figure 2.7(i), and vectors of length two in Figure 2.8 (page 18). Notice that \(XX \ldots X\) is the top element of such a lattice, representing the set of all consistent circuit states.

The join and meet operations for the binary state-set lattice are trivially \(\sqcup\) and \(\sqcap\) respectively. For the ternary vectors the join is written \(\sqcup\) and the meet \(\sqcap\). Informally, the join takes those constraints that are common to both its operands, and the meet takes all those constraints that exist in either of its operands. For vectors of size one, these operations are shown in Figure 2.7. Higher-dimensional vectors follow the
point-wise application of this join and meet with a coalesced bottom (i.e. $01 \sqcap 1X$ equals $\bot$).

A Galois connection [CC79] is a pair of functions $(\alpha : C \to A, \gamma : A \to C)$ that can be used to link the ordered concrete domain, $(C, \subseteq)$, to an ordered abstract domain, $(A, \sqsubseteq)$. The abstraction map, $\alpha$, maps elements of the concrete domain to their most precise abstract representation. The concretization map $\gamma : A \to C$ maps abstract representations to the least upper bound of the concrete set of elements that they represent. In order to be a Galois connection, the two maps must satisfy the condition that for all $a \in A$ and for all $c \in C$:

$$\alpha(c) \sqsubseteq a \text{ if and only if } c \sqsubseteq \gamma(a)$$

In ternary simulation theory, such a Galois connection is used to demonstrate that the ternary states are sound upper-approximations of the relevant sets of concrete binary states.

In previous models of ternary simulation [Cho99], the concrete domain has been based on all possible bit-vectors in $\mathbb{B}^N$. We find instead that it is more appropriate to connect ternary vectors only to those sets of consistent bit-vectors, from $S \subset \mathbb{B}^N$, which agree with the constraints imposed by the circuit logic. This provides a more accurate representation of ternary simulation, since our concrete domain is in one-to-one correspondence with the possible physical states of the circuit. It is also more faithful to actual implementations, where, for example, values are automatically assigned to circuit nodes that are marked as logically constant. Such a step can only be justified in our model.

**Definition 2.3.2.** The Galois connection between ternary vectors and sets of binary valued circuit states is uniquely defined by the following concretization map:

$$\gamma(a) = \begin{cases} \emptyset & \text{for } a = \bot \\ \{ s \in S \mid \forall n \in N : s(n) \sqsubseteq a(n) \} & \text{for } a \in \mathbb{T}^N \end{cases}$$

Figure 2.7: Ternary Lattice
In this map, bottom represents the empty set of states, and each ternary vector represents the set of states that can be obtained by replacing X with any choice of Boolean values. Such a Galois connection is illustrated in Figure 2.8, for a model where 00 is the only 2-bit-vector that is not a consistent state.

2.4 Symbolic Trajectory Evaluation

In Symbolic Trajectory Evaluation (STE) [SB95, BBS91] Boolean-valued variables are incorporated into ternary simulations to parameterize different circuit operating conditions. STE has shown considerable success in practice, and has been used on industrial hardware designs at Intel, Compaq, IBM and Motorola [AJS98, OZGS99, BMAA01, PRBA97, Kai05]. Where standard symbolic simulation uses variables to represent different binary simulations, Symbolic Trajectory Evaluation (STE) uses variables to represent different ternary simulations. We will call this technique symbolic ternary simulation.

For example, in a memory verification, we might like to check that a particular location of memory correctly stores any n-bit data value. Using ordinary ternary simulation will require $2^n$ runs—one for each possible data value. With STE, however, we can represent an arbitrary data value by using variables in the simulation. The verification can then proceed in one single symbolic simulation run.

STE uses a finite set, $\text{Var}$, of variables, called indexing variables \(^1\), that parameterize the different simulations. Simulation then takes place over a domain of symbolic representations of ternary values [BBS91]. For the purposes of this dissertation, we

---

\(^1\)Indexing variables are sometimes referred to as symbolic variables in (G)STE literature.
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\[ u \rightarrow 1 | X \]
\[ u \rightarrow X | 1 \]
\[ u \rightarrow X \]  
\[ u = \text{true:} \quad \frac{1}{X} \]
\[ u = \text{false:} \quad \frac{X}{1} \]

(i) Symbolic Run        (ii) Equivalent Individual Runs

Figure 2.9: A Run of STE

will write symbolic ternary values as either one of the ternary constants, 0, 1 or X, or as a conditional expressions of the form \( Q \rightarrow f | g \), meaning ‘if \( Q \) then \( f \) else \( g \)’, where \( Q \) is a predicate over \( \mathsf{Var} \) and \( f \) and \( g \) are also symbolic ternary vectors.

STE simulation lifts ternary simulation to the symbolic domain. Simulation propagation remains the same over ternary constants: \( X \land 1 = X \) and \( X \lor 1 = 1 \). Symbolically conditional inputs, however, result in symbolically conditional outputs, calculated on a case-by-case basis. For example,

\[
(Q \rightarrow 1 | X) \land 1 = (Q \rightarrow (1 \land 1) | (X \land 1)) = Q \rightarrow 1 | X
\]

Since the simulation for each variable valuation is effectively treated independently, a symbolic run of STE effectively encodes multiple ternary simulations, as illustrated in Figure 2.9.

The interplay between Xs and symbolic simulation in STE allows the user to gain fine control over the precision with which state-sets are represented. The introduction of X values can be used to lose irrelevant information, whereas variables can be used to retain useful dependencies that are otherwise lost by the Cartesian abstraction. For example, with ternary vectors alone, the best approximation of \{01, 10\} is XX. With symbolic ternary simulation, however, we can introduce a fresh variable, \( u \), and use the symbolic ternary vector \((u \rightarrow 0 | 1)(u \rightarrow 1 | 0)\) to parameterize the two cases exactly. In the extreme, symbolic ternary representations can be complete representations of sets of states, when a unique variable is placed on every circuit node. The combination of Xs and variables can be used creatively in a variety of cases to balance loss of information against the cost of simulation [MJ02, PRBA97, VB98, ABMS07]. Goel has developed some theory to unify this interplay [Goe04, GB04].

The use of variables can be particularly effective when they are used for representing values on datapaths within a circuit. Datapaths carry the information being processed by the circuit, as distinct from control buses, which govern the circuit’s mode of operation. In cases where there is little feedback from data to control, the use
of variables enforces separation between the data and control aspects of verification. Furthermore, when no data transformation occurs, such as in memories and buffers, the symbolic data expressions remain constant in size.

The use of symbolic representations also increases the effectiveness of STE by allowing for sharing within the simulation. For example, suppose we wish to simulate a circuit which calculates \( f(x, g(y)) \), for inputs \((x, y)\) in \{\((1,0), (0,0)\)\}. This can be encoded as the single symbolic run where \( x = (u \rightarrow 1 \mid 0) \) and \( y = 0 \). As a result, the simulation of \( g \) only takes place once, even though we actually calculate the result of two different input pairs. Given that \( g \) might represent an arbitrarily large piece of circuitry, this sharing can have a large impact on verification time.

### 2.4.1 Implementation

The implementation of STE inside the Forte verification platform [SJO+05] uses a canonical dual-rail encoding of symbolic ternary values for fast simulation. Each symbolic ternary value is represented by a pair \((p, q)\) of Boolean predicates. Predicate \( p \) encodes the symbolic cases under which the expression may be high, and \( q \) encodes the symbolic cases under which the expression may be low. For example, \( X \) is represented by \((true, true)\), \( 1 \) by \((true, false)\), \( u \) by \((u, \neg u)\) and \( u \rightarrow 1 \mid X \) by \((true, \neg u)\).

Each logic gate can then be quickly simulated by its appropriate interpretation on dual-rail values. In particular, the common logical operations from Figures 2.4 and 2.7 map to the following implementations for dual-rail representations:

\[
\begin{align*}
\neg (p, q) & := (q, p) \\
(p, q) \land (r, s) & := (p \land r, q \lor s) \\
(p, q) \lor (r, s) & := (p \lor r, q \land s) \\
(p, q) \Implies (r, s) & := (p \Rightarrow r) \land (q \Rightarrow s)
\end{align*}
\]

A dual-rail value \((p, q)\) is inconsistent when \( \neg p \land \neg q \). Under such conditions, the node value represented can be neither high nor low. Such a condition therefore signals an inconsistency within the circuit and simulation assumptions.

To avoid over-approximation during simulation, such inconsistencies need to be propagated between time-steps. But an inconsistent value such as this may ‘fall off’ the edge of the simulation when it is assigned to a circuit output node. To rectify this situation, the STE simulator also keeps a global persistent over-constraint predicate that keeps track of the symbolic valuations that are inconsistent.

The dual-rail predicates are traditionally represented using Ordered Binary Decision Diagram (OBBDs) [Bry92] for compact and efficient operation implementation.
More recently, there have been attempts to use other forms Boolean reasoning, such as SAT-based STE [RC05, GSY07].

2.5 Generalized Symbolic Trajectory Evaluation

STE is an effective technique that scales to industrial size verification efforts. But STE can only check bounded properties of fixed temporal length because of its basis in scalar simulation. In contrast, many other standard model checking techniques verify more expressive properties, such as liveness properties [JGP99, McM92]. Generalized symbolic trajectory evaluation (GSTE) extends the principles of symbolic ternary simulation to handle such richer classes of properties.

The first step toward GSTE was by Seger and Hazelhurst, who added an until operator [Haz96] to their specification descriptions. Seger and Bryant proposed a means for checking iterative simulations of arbitrary length [SB95] using simple specifications based on regular expressions. Specifications were first generalized to arbitrary transition systems by Beatty [BB94], and a generalized model checking algorithm for these specifications was proposed by Nelson and Jain in [NJB97]. This algorithm was subtly refined by Chou [Cho99], leading to introduction of GSTE by Yang and Seger using the graphical specification notation of assertion graphs [YS03, YS00]. GSTE has a high capacity beyond the scope of traditional model checking techniques, because of its approach to the state-explosion problem [YS02, Sch03].

2.5.1 Set-Based Assertion Graphs

Properties for verification by GSTE are traditionally specified using assertion graphs [YS00, YS03, YS02, YG02]. An assertion graph is a directed graph with an initial vertex, where each edge is labeled with antecedent and consequent conditions. The antecedent conditions drive the simulation by providing the input stimulus, whereas the consequent conditions describe the resulting circuit responses to be asserted. Assertion graphs resemble input-output automata, where the antecedent resembles the input, and the consequent resembles the asserted output. They most closely align with the variety of automata known as forall automata [MP87], owing to the fact that a word is accepted only if it satisfied by the assertions made in every path through the graph. We will start off by describing set-based assertion graphs, where antecedent and consequent conditions are defined in terms of sets of circuit states.
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Definition 2.5.1 (Set-Based Assertion Graphs). For a given Kripke Structure $\mathcal{K} = (S, T)$, an assertion graph is a triplet $\mathcal{G} = (V, v_0, E)$ where $V$ is a set of vertices, $v_0 \in V$ is an initial vertex, and $E \subseteq V \times 2^S \times 2^S \times V$ is a set of doubly-labeled edges. For a given edge $e = (v, a, c, v')$, we say that source$(e) = v$ is the source vertex, ant$(e) = a$ is the antecedent, con$(e) = c$ is the consequent, and sink$(e) = v'$ is the sink vertex.

Example An example assertion graph that might be used to verify a simple memory cell is shown in Figure 2.10. The edges are labeled with characteristic predicates in the form antecedent/consequent. This graph expresses that if write node $wr$ is enabled with input 3, then the output of the memory cell should subsequently be 3, as long as no further writes take place.

![Set-Based Assertion Graph](image)

Figure 2.10: Set-Based Assertion Graph

The property described by an assertion graph can be understood by considering all finite paths that start at the initial vertex. Each of these paths expresses an assertion about all circuit traces of the same length.

Definition 2.5.2 (Initial Edge). For assertion graph $\mathcal{G} = (V, v_0, E)$, we will say that an edge $e \in E$ is initial if source$(e) = v_0$.

Definition 2.5.3 (Assertion Graph Path). A path of an assertion graph is a non-empty finite sequence of edges $\rho = e_0 e_1 \ldots e_n \in E^+$, where $e_0$ is an initial edge and sink$(e_i) = \text{source}(e_{i+1})$ for $0 \leq i < n$.

Definition 2.5.4 (Path Satisfaction). A model trace $\sigma \in \text{tr}(\mathcal{K})$ is said to satisfy path $\rho$, of the same length, written $(\mathcal{K}, \sigma) \models (\mathcal{G}, \rho)$, if and only if whenever $\sigma$ satisfies all the antecedents along $\rho$, it also satisfies all the consequents along $\rho$:

$$(\forall i : 0 \leq i < |\rho| \cdot \sigma_i \in \text{ant}(\rho_i)) \implies (\forall i : 0 \leq i < |\rho| \cdot \sigma_i \in \text{con}(\rho_i))$$

Definition 2.5.5 (Assertion Graph Satisfaction). A Kripke Structure $\mathcal{K}$ satisfies an assertion graph $\mathcal{G}$, written $\mathcal{K} \models \mathcal{G}$, if and only if every trace $\sigma$ of $\mathcal{K}$ satisfies every path $\rho$ of $\mathcal{G}$ of the same length.
Example We will consider whether the simple memory cell circuit shown in Figure 2.11 satisfies the example assertion graph from Figure 2.10. The possible paths through the assertion graph are of the form:

\[
\begin{align*}
\text{Antecedent} & \quad \text{Consequent} \\
\text{Antecedent} & \quad \text{Consequent} \\
\text{Antecedent} & \quad \text{Consequent} \\
\text{Antecedent} & \quad \text{Consequent}
\end{align*}
\]

In order to satisfy the assertion graph, the circuit must satisfy all these bounded assertions. A trace satisfies one of these assertions if every time the antecedent conditions are satisfied, the consequent conditions are also satisfied. Table 2.1 shows the path of length 3 against some of the possible traces for the simple memory circuit. Trace 1 satisfies the path because the antecedent is not satisfied at the first edge. Trace 2 satisfies the path because the antecedent is not satisfied at the second edge. Trace 3 satisfies the path because both the antecedents and the consequents are satisfied at every edge. If we continue in this way for every trace and path then we will discover that the circuit satisfies the assertion graph.

<table>
<thead>
<tr>
<th>Antecedent</th>
<th>Consequent</th>
<th>in = 3 \land \neg \text{wr}</th>
<th>\neg \text{wr}</th>
<th>\neg \text{wr}</th>
<th>\neg \text{wr}</th>
<th>out = 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node</td>
<td>\text{wr}</td>
<td>\text{in}</td>
<td>\text{out}</td>
<td>\text{wr}</td>
<td>\text{in}</td>
<td>\text{out}</td>
</tr>
<tr>
<td>Trace 1</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Trace 2</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Trace 3</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>6</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 2.1: Path Satisfaction Example
2.5.2 Model Checking

The standard GSTE model checking algorithm [YS03] associates a set of model states, \( \text{sim}[e] \), with each assertion graph edge \( e \). This set collects the states that are reachable via a trace that satisfies the antecedent conditions along some path from the initial vertex to \( e \). Intuitively \( \text{sim}[e] \) holds the combined post-image for the antecedent paths that precede it.

Like many forms of reachability analysis, the algorithm proceeds by repeatedly calculating and including the post-image of each transition in turn, until a fixed-point is attained. The algorithm keeps a queue of edges, \( \text{queue} \), whose set of states has been updated but whose image remains to be computed. Initially, this queue is set to hold all the initial edges, and \( \text{sim}[e] \) is set to \( \text{ant}(e) \) for each of these edges.

To reach the required fixed-point, the algorithm repeats the following steps. First an edge \( e \) is removed from \( \text{queue} \). Then the post-image of \( \text{sim}[e] \) is computed. For each edge \( e' \) succeeding \( e \), \( \text{sim}[e'] \) is assigned \( \text{sim}[e'] \cup (\text{post}(\text{sim}[e]) \cap \text{ant}(e')) \). This adds those states from the post-image that satisfy the successor edge’s antecedent. If this assignment adds new states, then \( e' \) is enqueued to have its own post-image re-calculated. Once the fixed-point is complete, the containment check \( \text{sim}[e] \subseteq \text{con}(e) \) is performed for each edge of the graph. This completes the algorithm, which is summarized in Figure 2.12.

It has been shown in [SSTV04] that the GSTE algorithm without ternary abstraction corresponds to a partitioned form of standard symbolic model checking (SMC) [McM92]. The difference concerns the way in which the connection between property states and model states is represented. In SMC, each symbolic predicate represents a subset of the property-model product state-space. In contrast, GSTE maintains a map, \( \text{sim} \), from property states to model state-sets. Thus the GSTE approach partitions the representations according to property states. The two representations are isomorphic, but it has been shown that GSTE-style property partitioning is often advantageous [STV05].

2.5.2.1 Justifying Model Checking

We will briefly describe why model checking is sound and complete. First, to demonstrate completeness, suppose that model checking fails. Then there is some edge \( e \) such that \( \text{sim}[e] \nsubseteq \text{con}(e) \). Therefore there is some state \( s \) such that \( s \in \text{sim}[e] \) and \( s \notin \text{con}(e) \). There is a model checking invariant that states that \( s \in \text{sim}[e] \) only if there is some circuit trace \( \sigma \) that satisfies all the antecedents along an initial path \( \rho \) that ends
in \( s \). But such a path cannot satisfy \( \rho \) since it does not satisfy the last consequent. Hence the model does not satisfy the assertion graph.

Now suppose that the circuit model does not satisfy the assertion graph. Then there must be some path \( \rho \) and trace \( \sigma \) of minimal length such that \( \sigma \) does not satisfy \( \rho \). This means that \( \sigma \) satisfies all the antecedents along \( \rho \), but not all the consequents. Now, since \( \rho \) and \( \sigma \) are of minimal length, it must be on the last edge that the consequent fails, otherwise there would be a shorter prefix path and trace that also fails. After the fixed-point computation, we have by the model checking invariant that \( \text{last}(\sigma) \in \text{sim}[\text{last}(\rho)] \), since \( \sigma \) satisfies all the antecedents up to edge \( \text{last}(\rho) \). Therefore, it must be that \( \text{sim}[\text{last}(\rho)] \not\subseteq \text{con}(\text{last}(\rho)) \) and so model checking must fail.
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2.5.3 Using Symbolic Ternary Simulation

Like STE, GSTE is implemented via symbolic ternary simulation of the circuit netlist to combat the state-explosion problem. We show how the set-based algorithm presented so far can be adapted to this style of simulation.

2.5.3.1 GSTE Assertion Graphs

GSTE assertion graphs are just like set-based assertion graphs, except that the antecedent and consequent predicate labels are given as symbolic ternary vectors. We will write $V = (\text{Var} \rightarrow \mathbb{B})$ for the set of variable valuations. Symbolic ternary vectors then correspond to elements of $V \rightarrow T^N$.

**Definition 2.5.6 (GSTE Assertion Graph).** For a given Kripke Structure $K = (S, T)$, a GSTE assertion graph is a triplet $G = (V, v_0, E)$ where $V$ is a set of vertices, $v_0 \in V$ is the initial vertex, $E \subseteq V \times (V \rightarrow T^N) \times (V \rightarrow T^N) \times V$ is a set of edges.

As with STE, the use of symbolic ternary vectors allows simulations to be generalized over different variable valuations. For example, the set-style assertion graph in Figure 2.10 can only test the memory cell with a single data value, 3. By encoding an arbitrary data value as a vector of variables, $u$, of appropriate size, the GSTE assertion graph in Figure 2.13 expresses that any data value is stored correctly.

2.5.3.2 Symbolic Ternary Model Checking

We update the model checking algorithm to use symbolic ternary simulation. It is necessary simply only to replace each operation on sets of states by the corresponding abstract operation, lifted to symbolic ternary vectors. To approximate union and intersection, GSTE uses the join $\sqcup$ and meet $\sqcap$ respectively, of the lattice of ternary propagations (see Figure 2.7). The post-image function post is replaced with the abstract post-image simulation post$^\dagger$. Finally, the set inclusion test is replaced by checking the approximation order on the lattice of ternary vectors, $\sqsubseteq$.

The resulting algorithm is shown in Figure 2.14, where the operator symbols for ternary vectors have been overloaded with their symbolic counterparts. Notice that

Figure 2.13: A Symbolic Assertion Graph

\[ \text{in} = u \land \text{wr} \land \text{true} \]

\[ \neg \text{wr} \land \text{true} \]

\[ \text{true} \land \text{out} = u \]
it has exactly the same flow as the algorithm for set-based model checking in Figure 2.12. All that has changed is that concrete set operations have been replaced with their symbolic abstract counterparts.

```
// Initialization:
queue = empty
foreach e ∈ E
  if source(e) = v0
    sim[e] := ant(e)
    queue.push(e)
  else
    sim[e] := ⊥
  endif
endfor

// Fixed point calculation:
while queue ≠ empty
  e := queue.pop()
  foreach successor e′ of e
    update := sim[e′] ⊔ (post♯(sim[e]) ∩ ant(e′))
    if update ≠ sim[e′]
      sim[e′] := update
      queue.push(e′)
    endif
  endfor
endwhile

// Consequent check:
for e ∈ E
  assert sim[e] ⊑ con(e)
endfor
```

Figure 2.14: Abstract Model Checking Algorithm

### 2.5.4 Controlling Abstraction

Since both GSTE and STE model checking are based on symbolic ternary simulation, they both share many characteristics. Model checking is sound but not complete, and manual control over the property specification affects which parts of the circuit structure are simulated and what state information is retained. Although little has been written on abstraction in GSTE, the connection between these abstractions and cone-of-influence abstraction techniques has been explored in [YT00].
False negatives occur when a property holds, but there are too many \( X \) values in the simulation. The GSTE approach for dealing with false negatives is to refine the level of simulation abstraction by making changes to the structure of the specification of the property. Since the model checking flow is defined directly over the structure of the property, these changes can directly influence the precision with which state-sets are represented. Of course, such changes must also ensure that an equivalent or stronger property is verified as a result.

### 2.5.4.1 Case-splitting Edges

Over-abstraction most often occurs when model checking takes the union of two sets of states using the join operation \( \sqcup \). This operation is often responsible for loss of precision because it carries forward only those state constraints that are common to both of the operands. The most common approach to prevent such information loss is to split a single assertion graph edge into two, separating out the approximations. This is akin to instructing the model checker to keep two ternary vectors to represent the union, rather than merging them together and losing information.

**Example** Consider the run of GSTE that is depicted in Figure 2.15. The aim is to verify the behaviour of a twice-delayed XNOR-gate shown in (i). We write ternary vectors in the form \( abcdefg \). The first run, shown in Figure 2.15(ii), produces a false negative result, due to the over-abstraction that occurs at the second segment of the graph. During simulation, this edge is assigned \( XX10XXX \sqcup XX01XXX \), which is \( XXXXXXX \). Therefore, all information about the required post-condition is lost due to the ternary abstract representation.

In order to overcome this false negative, a case-split transformation can be applied to the second time-slice of the assertion graph. The case-split distinguishes the two possible input cases occurring in the preceding time-frame. Following such a transformation, GSTE returns a positive result, as shown in Figure 2.15(iii).

### 2.5.4.2 Unrolling Loops

Another example of an abstraction refinement transformation is the unrolling of assertion graphs loops. Whenever a loop occurs in an assertion graph, the corresponding fixed-point calculation collects an approximation of the satisfying circuit states. Each step calculates the abstract union, \( \sqcup \), of the previous state and the result of the next loop iteration. Since \( \sqcup \) loses information, however, these types of fixed-points can over-approximate.
(i) Delayed XNOR Circuit

(ii) False Negative by Over-Abstraction

(iii) Successful Refinement

Figure 2.15: Refining an Assertion Graph
By unrolling an assertion graph loop, the states that correspond to different iterations in the fixed-point can be separated from each other and represented more precisely. A loop-unrolling therefore corresponds to a form of temporal case-split. Examples of loop-unrollings are shown in Figure 2.16.

2.5.4.3 Introducing Variables

As with STE, ternary vectors can also be case-split by introducing fresh symbolic variables, to capture dependencies between circuit nodes that are lost by the ternary vector representation. Unlike STE, a problem arises when such variables are introduced in assertion graph cycles. Since the variables are never quantified-out, their values are scoped over the entire simulation, and not just over each cycle iteration. But when variables are being used purely for the purpose of abstraction control, a fresh variable is required for each time-step, otherwise extra state dependencies can be unintentionally introduced. To cater for such cases, Yang and Seger define a special class of variables, for use in only antecedents, that are automatically removed via existential quantification at the end of each simulation step [YS02]. This quantification is sound, because the variables all occur negatively with respect to model checking satisfaction. The effect of this is that these variables are scoped only to the edge in which they appear.
2.5.4.4 Knots

In some cases, the precision needed requires that case-splits within fixed-point persist for longer than a single simulation step. This can be overcome via manual specification of variable quantification points to avoid name conflicts. These points are called knots [NHY04] in GSTE terminology, because they conceptually permit the tying together of an infinite line of case-splits into a loop.

2.5.4.5 Precise Nodes

If the precision introduced by case-splitting needs to persist even longer, then variable renaming with fresh names can be used to avoid conflicts between temporally overlapping scopes. If fresh variables are introduced at every iteration, however, then a fixed-point may never be attained.

This difficulty is resolved in GSTE through the use of what are termed precise nodes [YS02]. The general idea is as follows, but we will revisit it in some detail in Section 4.3.4. The set of precise nodes for a run of GSTE is a set of circuit nodes for which temporary anonymous variables are automatically introduced to maintain interdependencies. The use of such a set allows us to direct the model checker to increase the level of detail with which certain segments of the circuit are represented.

As an example, suppose a circuit has two 2-bit counters progressing in synchrony. The set of states in which the second counter is one ahead of the first can be described explicitly as \{ (00, 01), (01, 10), (10, 11), (11, 00) \}. If the counters are marked as precise nodes, to avoid over-abstraction to \((XX, XX)\), the state of the counters is automatically encoded using extra variables \(t_1\) and \(t_2\):

\[
\begin{align*}
\neg t_1 \land \neg t_2 & \iff (00, 01) \\
\neg t_1 \land t_2 & \iff (01, 10) \\
t_1 \land \neg t_2 & \iff (10, 11) \\
t_1 \land t_2 & \iff (11, 00)
\end{align*}
\]

If we simulate such an encoding one step forward to find its post-image, then the result will be:

\[
\begin{align*}
\neg t_1 \land \neg t_2 & \iff (01, 10) \\
\neg t_1 \land t_2 & \iff (10, 11) \\
t_1 \land \neg t_2 & \iff (11, 00) \\
t_1 \land t_2 & \iff (00, 01)
\end{align*}
\]

Although this representation describes the same set of states, it uses a different variable indexing. For fixed-point detection, these differences can be overcome using
2.6 Compositional GSTE

GSTE has also been further generalized to a form known as compositional (or concurrent) GSTE (CGSTE) [YS04, YGT05]. This extension allows different areas of a circuit to be independently simulated, and then have their simulations merged together. Performing these smaller simulations can greatly increase the capacity of the model checker since the maximum state space being explored at any one time is reduced. It does, however, require some insight into the design implementation or circuit structure.

Instead of using a single assertion graph, CGSTE specifications consist of multiple named assertion graphs, representing the sub-simulations. These assertion graphs can be seen as executing concurrently, effectively specifying a property as a product of individual machines. To allow for composition, the conditions on edge antecedents can contain terms called compositional conditions. Each composition condition references a given edge on any one of the group of assertion graphs. A trace satisfies a path containing such an antecedent condition if it satisfies the standard condition for normal assertion graphs, and all prefixes of the trace that match a path ending at a composition condition also satisfy some initial path of the graph referenced by that condition that ends at the referenced edge.

Example Suppose we have two memory cells whose outputs are attached to a comparator (Figure 2.17). In order to verify this circuit using a run of conventional GSTE, we must create a single assertion graph such as that shown in Figure 2.18. This specification must simulate both memory cells at the same time, considering all ways of

![Figure 2.17: A Memory Cell Comparator](image-url)
2.7. GSTE - Other Variants

interleaving writes of data $u$ to the first memory cell and $v$ to the second. Under these conditions it would then be expected that the circuit output matches the value of $u = v$.

By using compositional GSTE we can simulate each of the two memory cells independently. We create assertion graphs $A$ and $B$ for each of the cells, each with an edge named $Done$, to capture the conditions under which each of the memory cells should hold their respective symbolic values (Figure 2.19). We create a third graph, $Main$, to compose the two simulations and check the operation of the comparator. In compositional GSTE, edge antecedents may include predicates of the form “$G$ ON $E$”, which describe those states reachable from a path in the graph named $G$ which ends at the edge named $E$. In our example, the first antecedent of the $Main$ graph asserts the compositional condition $(A$ ON $Done) \land (B$ ON $Done)$. Under this condition, we would expect the output of the comparator to be $u = v$ in the subsequent time-step.

During compositional model checking, each assertion graph is simulated in turn, and the compositional constraints from each are forwarded from one graph to another as symbolic ternary circuit states. Conjunction of the compositional conditions is interpreted using the meet on the lattice of ternary vectors. In the case where two graphs mutually refer to each other, the algorithm finds the corresponding fixed-point.

2.7. Other Variants

The framework for symbolic ternary simulation that we will present in the following chapters is sufficient to capture each of the simulation techniques that we have
introduced so far. There are several additional techniques that we will not cover. In particular, GSTE has been extended to liveness properties [YS00], specified using fairness constraints for assertion graphs. A form of backwards circuit simulation has also been proposed [YS02] that propagates circuit constraints bidirectionally. Although our framework will not cater for these approaches, we do not consider this to be a severe restriction, since compositional GSTE is sufficient for the majority of verification cases to which GSTE is applied in practice.
Chapter 3

Generalized Trajectory Logic

In this chapter, we address the problem of how runs of symbolic ternary simulation are best specified. A specification notation is required for two key roles. First, the notation needs to formally express the property of interest. This is necessary to communicate exactly what the verification demonstrates. Secondly, the notation must describe a simulation outline, giving information on how the verification takes place. Many model checking specification languages are concerned with the property alone, but manual guidance is paramount for symbolic ternary simulation, to allow for abstraction control and optimization strategies.

A successful specification notation achieves these roles in a way that makes all relevant aspects of the verification easy to manage. Most importantly, the notation needs to represent simulations directly and concisely with a clean semantics, so that their interpretations are as clear as possible. As well as this, it should provide good scope for formal reasoning, by existing in a form amenable to manipulation, and by preferably exhibiting compositional algebraic qualities that show promise for useful reasoning rules.

We introduce a specification language called generalized trajectory logic (GTL), which is a linear temporal logic that achieves these required qualities. We choose our notation to be expressive and detailed enough to express the common simulation patterns that we have explored in Chapter 2. An important quality of GTL is that each logical construct corresponds exactly with each of the atomic steps used within traditional symbolic ternary simulation techniques like STE and GSTE. By making the constructs of our logic in alignment with these steps, we allow our notation to describe both the simulation and the property in a single clean setting. By relating the constructs to propositional logic, we obtain a detailed and clear representation of simulations and their associated properties. As we will describe in Chapter 4, this fine level of simulation specification leads to clean reasoning rules.
To our knowledge, our logic is the first attempt at defining a formal property language capable of expressing all compositional GSTE runs. By providing a textual logical foundation, it greatly improves the outlook for formal reasoning about GSTE-style simulations. On top of this, we believe that GTL provides a good perspective from which to understand the model checking techniques that use symbolic ternary simulation, and in particular, GSTE.

3.1 Symbolic Indexing Notation

Before we define our specification, we introduce some notations for dealing with the symbolic mathematical structures used extensively by STE-based verification techniques. We will use the term symbolically indexed representation to describe a structure containing index variable symbols. These structures represent different values depending on the contextual valuation of the index variables that they contain. As we have seen in Chapter 2, STE-based techniques use symbolically indexed representations of sets of circuit states during verification. As a result of this, much of its underlying theory and notations are also built using these indexed representations.

We will assume that the indexing variables are Boolean-valued and drawn from a finite set \( \text{Var} \). They therefore have associated set of valuations \( \mathcal{V} = \text{Var} \rightarrow \mathbb{B} \). We will model the symbolic representations of a set \( X \) using the set \( X^{\mathcal{V}} \) of maps from valuations to \( X \), and write \( s\langle \nu \rangle \) for the value of \( s \) under valuation \( \nu \in \mathcal{V} \).

Given a function \( f : X \rightarrow Y \), its indexed lifting is the function \( f^{\mathcal{V}} : X^{\mathcal{V}} \rightarrow Y^{\mathcal{V}} \) that applies \( f \) independently in each valuation:

\[
(f^{\mathcal{V}}(x))\langle \nu \rangle := f(x\langle \nu \rangle) \quad (3.1)
\]

We will lift an \( n \)-ary relation \( R \subseteq X^n \) in three different ways. The indexed lifting of \( R \subseteq X^n \) is the map \( R^{\mathcal{V}} : (X^{\mathcal{V}})^n \rightarrow \mathbb{B}^{\mathcal{V}} \) that provides the Boolean predicate that is true in those valuations where the relation is satisfied. The universal lifting of \( R \) is the relation \( R^{\forall} \subseteq (X^{\mathcal{V}})^n \) that is true for those symbolic representations where \( R \) holds in every index valuation. Dually, the existential lifting of \( R \) is the relation \( R^{\exists} \subseteq (X^{\mathcal{V}})^n \) that is true of those representations in which \( R \) holds in some valuation. In summary:

\[
\begin{align*}
(R^{\mathcal{V}}(x))\langle \nu \rangle & \iff R(x\langle \nu \rangle) \\
R^{\forall}(x) & \iff \forall \nu \in \mathcal{V}. R(x\langle \nu \rangle) \\
R^{\exists}(x) & \iff \exists \nu \in \mathcal{V}. R(x\langle \nu \rangle)
\end{align*}
\]
3.2. GTL - Formal Definition

\[
\begin{align*}
f & ::= \text{tt} \quad \text{True} \\
& | \text{ff} \quad \text{False} \\
& | n \quad \text{Node is high} \quad n \in \mathcal{N} \\
& | \neg n \quad \text{Node is low} \quad n \in \mathcal{N} \\
& | f \land f \quad \text{Conjunction} \\
& | f \lor f \quad \text{Disjunction} \\
& | \text{Y} f \quad \text{Yesterday} \\
& | Z \quad \text{Recursion variable} \quad Z \in \mathcal{Z} \\
& | \mu Z . f \quad \text{Least fixed-point} \quad Z \in \mathcal{Z} \\
& | Q \rightarrow f | f \quad \text{Symbolic conditional} \quad Q \in \text{pred}(\text{Var}) \\
& | f(u := Q) \quad \text{Explicit substitution} \quad u \in \text{Var}, Q \in \text{pred}(\text{Var})
\end{align*}
\]

Figure 3.1: Syntax of GTL

Example Binary Decision Diagrams (BDDs) [Bry92] can be viewed as a form of symbolically indexed representation, commonly used to represent Boolean predicates over \( \text{Var} \) in model checking. Using our terminology, BDD conjunction is the symbolic lifting of Boolean conjunction. Similarly, implication on BDDs is the symbolic lifting of Boolean implication. The universal lifting of implication corresponds to Boolean implication followed by a validity check.

3.2 Formal Definition

This section provides a formal definition of generalized trajectory logic, and describes how it can be used to specify properties for symbolic ternary simulation.

3.2.1 Syntax

The syntax of GTL contains two different types of variables. First, we use Boolean-valued index variables \( u \in \text{Var} \) for the layer of symbolic representation that is maintained symbolic throughout the simulation process. Second, we use recursion variables, of the form \( Z \in \mathcal{Z} \), to capture fixed-point iteration in the style of the \( \mu \)-calculi [BS01]. These variables correspond to intermediate simulation states.

Definition 3.2.1. Formulas of GTL are those strings that satisfy the grammar shown in Figure 3.1, and that meet the syntactical requirement that within any fixed-point, \( \mu Z . f \), every occurrence of the recursion variable \( Z \) in \( f \) is bound by an occurrence of the temporal Yesterday operator \( \text{Y} \).
3.2.2 Semantics

The semantics for GTL is given in terms of non-empty finite words of states from the circuit model, which is assumed throughout to be the Kripke structure \( \mathcal{K}_C = (S, T) \), as described in Section 2.1.2. Recall that \( S \) is the finite set of bit-vectors that represent consistent circuit states, and that \( T \) is the model transition relation between these states. Each formula of GTL satisfies a particular set of words for each indexing variable valuation. This allows us to use indexing variables in formulas which correspond directly with the indexing variables in GSTE simulations. To model this, the semantic domain we use consists of maps from index valuations to sets of words, \( (2^S)^V \).

To capture recursion, we use a recursion context, \( \rho : \mathcal{F} \rightarrow (2^S)^V \), that provides semantic values for the free recursion variables in the formula being evaluated. We provide the semantics of GTL by giving a value to each formula of GTL in each possible fixed-point recursion context.

**Definition 3.2.2.** The semantics of GTL are defined in Figure 3.2. The notation \( \| f \|_\rho^\nu \) denotes the set of finite non-empty words from \( S^+ \) satisfied by formula \( f \) in symbolic indexing valuation \( \nu \in V \) and recursion context \( \rho \).

We describe each construct of the logic in turn. Every word satisfies truth, \( \tt \), and no word satisfies falsity, \( \ff \). A word satisfies the atomic proposition \( n \), or \( \neg n \), if node \( n \) is high, or low, respectively, in the final state of the word. The connectives \( \land \) and \( \lor \) behave exactly as their equivalents in propositional logic, but notice that we do not allow for negation of arbitrary formulas.

The only temporal operator is the *Yesterday* operator, written \( \mathbf{Y} \). Intuitively, \( \mathbf{Y} f \) expresses that \( f \) held one time-step ago. A word \( t.s \) ending in state \( s \) satisfies \( \mathbf{Y} f \)
if word $t$ satisfies $f$. We handle fixed-point recursion in the standard manner of the \( \mu \)-calculi. For example, \( \mu Z . f \lor Y Z \) expresses that $f$ has held at some point in the past.

Finally, GTL has constructs for managing symbolically indexed representations. The \emph{symbolic conditional} \( Q \rightarrow f | g \) is equivalent to $f$ in valuations where $Q$ holds, and $g$ otherwise. As an example, the formula \( u \rightarrow n | \neg n \) describes the symbolic words ending in states where node $n$ has value $u$. The \emph{symbolic substitution} operator, written $f(u := Q)$, explicitly changes the current variable valuation context. Indexing variables used within these constructs remain symbolic during model checking, providing us with a handle to control the balance between the explicit and symbolic simulation. For example, \( (Y(u \rightarrow n | \neg n))(u := T) \) specifies the run that symbolically simulates the circuit with variable $u$, and subsequently uses this symbolic result to reference the state indexed by the case where $u$ is true.

### 3.3 Semantic Characteristics

In this section, we explore some important characteristics of GTL that provide a basis for model checking. In particular, we show that GTL formulas are \emph{continuous} with respect to their recursion context. This allows us to apply the Knaster-Tarski Theorem to deduce that the GTL fixed-point can be attained by a finite number of simulation iterations.

In order to reason about the effects of the recursion context, we will define the following map, which interprets the semantics of a formula as a function of a given recursion variable context:

**Definition 3.3.1.** The function $R_{f, \rho, Z}$ maps value $U \in (2^{S^+})^V$ to the semantic value of $f$ in formula context $\rho$ extended by mapping variable $Z$ to $U$:

$$R_{f, \rho, Z}(U) = \| f \|_{\rho[Z := U]}$$

This map then models the effect of passing once through a single iteration of a fixed-point computation.

### 3.3.1 Monotonicity

We show that any formula of GTL is monotonic with respect to the value of each recursion variable. As well as being a step on the way to demonstrating continuity, this property will also allow us to derive many useful reasoning rules about GTL in
Chapter 4. The property states that if the set of words satisfied by recursion variable \( Z \) increases, then we also increase the words satisfied by \( f \).

**Theorem 3.3.2** (Monotonicity). \( R_{f,\rho,Z} \) is monotonically increasing with respect to the symbolic containment relation, \( \subseteq^\forall \).

**Proof.** The proof is by structural induction over \( f \) and is given in Appendix A.1.

### 3.3.2 Continuity

We demonstrate that the semantics of GTL are finitary, which is a sufficient condition for continuity. This corresponds to the statement that if a given word \( \sigma \) is satisfied by a formula recursion context \( \rho \), there must be another recursion context \( \rho' \) such that the value of each recursion variable \( \rho'(Z) \) is a finite subset of \( \rho(Z) \), and in which \( \sigma \) is also satisfied.

In order to show that this property is true for GTL, we will use the following observation. Whether or not a word of length \( n \) satisfies a formula depends only on which words of length less than or equal to \( n \) are satisfied by the recursion variables in the evaluation context. Informally, this expresses that GTL only looks backwards in time a finite distance for each finite word. We formalize this argument, with a function that restricts a set of symbolic words to those words of length \( n \) or less:

**Definition 3.3.3.** Let the \( n \)th length restriction, where \( n \in \mathbb{Z} \cup \{+\infty, -\infty\} \), be the map \( L_{\leq n} : (2^{S^+})^\forall \rightarrow (2^{S^+})^\forall \) defined by:

\[
L_{\leq n}(X)\langle \nu \rangle := \{ \sigma \in X\langle \nu \rangle \mid |\sigma| \leq n \}
\]

Notice that \( n \) need not be positive, and that \( L_{\leq i}(X) \), for upwards of any \( i \), is chain when ordered by \( \subseteq^\forall \). It is simple to show that:

**Lemma 3.3.4.** \( L_{\leq n} \) is chain-continuous.

**Proof.** Let \( X_i \) be a chain with respect to \( \subseteq^\forall \). Then:

\[
L_{\leq n}(\bigcup_i^\forall X_i)\langle \nu \rangle = \{ x \in (2^{S^+})^\forall \mid \exists i . x \in X_i\langle \nu \rangle \land |x| \leq n \}
\]

\[
= \bigcup_i^\forall L_{\leq n}(X_i)\langle \nu \rangle
\]

\( \square \)
We will say that a function on symbolic sets is *consistently lengthening* when it is both monotonic, and the words of length $n$ in its image are completely determined by the words of length less than or equal to $n$ in its argument. Intuitively, this means that as we iterate through the fixed-point, the words that are covered are of ever-growing length.

**Definition 3.3.5.** The map $F : (2^{S^+})^V \rightarrow (2^{S^+})^V$ is termed consistently lengthening iff $F$ is both monotonic, and
\[
L^\leq n(F(X)) \subseteq \forall V L^\leq n(F(X))
\]
for every $n \in \mathbb{Z}$ and $X \in (2^{S^+})^V$.

We can now show that any consistently lengthening map is continuous, by demonstrating that each word in the image of the map is determined by a finite number of words in the argument. These are the those words that are bounded by the same length.

**Lemma 3.3.6.** Every consistently lengthening map is chain-continuous.

*Proof.* Let $F : (2^{S^+})^V \rightarrow (2^{S^+})^V$ be a consistently lengthening map and $X_i \in (2^{S^+})^V$ be a chain with respect to $\subseteq \forall V$. Now suppose that word $\sigma$ is in $F(\bigcup_i^V X_i)$. It must be that $\sigma$ is in the restriction of this set to words less than or equal to its own length: $\sigma \in L^\leq |\sigma|(F(\bigcup_i^V X_i))$. It follows since $F$ is consistently lengthening that $\sigma \in F(L^\leq |\sigma|(\bigcup_i^V X_i))$. By Lemma 3.3.4, this equals $F(\bigcup_i^V L^\leq |\sigma|(X_i))$. Now, since $\bigcup_i^V L^\leq |\sigma|(X_i)$ is finite, there must exist some $j \in \mathbb{N}$ such that $\sigma \in F(L^\leq |\sigma|(X_j))$. Since $F$ is monotonic, it follows that $\sigma \in F(X_j)$ and so $\sigma \in \bigcup_i^V F(X_i)$. It is trivial to show that monotonicity also guarantees that $\bigcup_i^V F(X_i) \subseteq \forall V F(\bigcup_i^V X_i)$. Therefore $\bigcup_i^V F(X_i) = F(\bigcup_i^V X_i)$ and so $F$ is chain-continuous. \hfill $\square$

In order to demonstrate that $R_{f,\rho,Z}$ is consistently lengthening, and therefore continuous, we use the concept of the *temporal depth* of a formula:

**Definition 3.3.7.** Let the temporal depth of formula variable $Z$ in formula $f$, written $\text{depth}(Z,f)$, be the least number of $Y$ operators binding any free occurrence of $Z$ in $f$, and $+\infty$ when $Z$ does not occur free in $f$.

The temporal depth of a formula gives a measure of the difference in length between corresponding words that satisfy a formula $f$ and $Z$. For example, since $Y Z$ has temporal depth one, each word that satisfies $Z$ corresponds to words one letter larger satisfying $Y Z$. The temporal depth of a formula therefore gives a minimum measure of how much longer words will be after one recursive iteration through a formula.
We can show that $\mathcal{R}_{f,\rho,Z}$ is consistently lengthening by structural induction over $f$ in the following theorem. We use a stronger inductive invariant than is strictly necessary, so that we can reuse the condition later, in Section 4.1.2.

**Theorem 3.3.8** (Continuity). For every recursion context $\rho$ and GTL formula $f$ where every instance of recursion variable $Z$ is bound by at least one instance of $Y$, $\mathcal{R}_{f,\rho,Z}$ is consistently lengthening, and therefore continuous.

**Proof.** The proof of this lemma is by structural induction over $f$ and is given in Appendix A.2. For each formula it is shown in Appendix A.2 that the following condition holds:

$$L \leq n(\mathcal{R}_{f,\rho,Z}(R)) \subseteq \forall \forall \mathcal{R}_{f,\rho,Z}(L \leq n - \text{depth}(Z,f)(R))$$

Due to the given requirement, $\text{depth}(Z,f) \geq 1$. Therefore each formula is consistently lengthening map by virtue of this and Theorem 3.3.2. Hence by Lemma 3.3.6, it is chain-continuous.

The importance of this theorem is in demonstrating that fixed-points can be attained through finite iteration, providing a basis for model checking. We will define the *approximants* of a GTL fixed-point as follows:

**Definition 3.3.9** (Approximants). Let the $n$th approximant of $\mu Z . f$, written $\mu^n Z . f$, be defined inductively as:

$$\mu^0 Z . f := \mathcal{F}$$

$$\mu^{n+1} Z . f := f[(\mu^n Z . f)/Z]$$

Continuity allows us to apply the Knaster-Tarski Theorem to show that these approximants converge to the corresponding fixed-point:

**Corollary 3.3.10** (to Theorem 3.3.8). By the Knaster-Tarski Theorem on continuous maps, the GTL fixed-point $\mu Z . f$ is the least fixed-point of $\mathcal{R}_{f,\rho,Z}$, and the symbolically lifted union of the approximants:

$$\left(\text{fix}(\mathcal{R}_{f,\rho,Z})\right)(\nu) = \parallel \mu Z . g \parallel_{\rho}(\nu) = \bigcup_{n \geq 0}(\parallel \mu^n Z . f \parallel_{\rho}(\nu))$$
3.4 Syntactic Sugar

To describe some common temporal patterns, we define the past-time equivalents of the Linear Temporal Logic [Pnu77] operators Finally and strong Until. Previously f, written Pf, asserts that f held at some point in the past. The formula f Since g, written f S g, requires that f holds at every point backward in time until some point where g has held.

Definition 3.4.1. The two temporal operators P and S are defined by:

\[
P f := \mu Z. f \lor Y Z
\]

\[
f S g := \mu Z. g \lor (f \land Y Z)
\]

Notice that we cannot define an equivalent to LTL’s Globally operator, since our logic cannot express greatest fixed-points. This is in keeping with current applications of GSTE, which do not calculate any greatest fixed-points.

We define the following notations for symbolic quantification:

\[
(\exists u. f) \quad \text{for} \quad f(u := T) \lor f(u := F)
\]

\[
(\forall u. f) \quad \text{for} \quad f(u := T) \land f(u := F)
\]

We will also write ‘n is Q’ as short-hand for Q → n \mid ¬n. It is also useful to have a notation for describing the values on data buses. Data buses are commonly modeled as vectors of nodes, and conventionally written in the form b[n : 0], which represents the group b[n], b[n – 1], . . . , b[0] of nodes. We will similarly write v[n : 0] for the vector of variables consisting of v[n], v[n – 1], . . . , v[0]. We can then use the following syntax for the values on buses:

\[
b[n : 0] \text{ is } v[n : 0] \quad \text{for} \quad (b[n] \text{ is } v[n]) \land \ldots \land (b[0] \text{ is } v[0])
\]

3.5 Expressing Properties

We will use GTL in order to describe the outlines of symbolic ternary simulations, as well as to provide a sound semantics for the properties being verified by those simulations. The top level of simulation must be described with formulas that are closed with respect to recursion variables, since the fixed-point simulation iterations must be closed for us to be able to simulate them.

Definition 3.5.1. A GTL formula is closed if every occurrence of a recursion variable is bound by a corresponding \(\mu\)-expression.
To be able to use GTL to express runs of symbolic ternary simulation, it is necessary to introduce a construct to separate out the antecedent and consequent parts of the property. This allows us to differentiate those constraints that should be used to drive and define the circuit simulation, versus those constraints that are to be asserted about the simulation result.

**Definition 3.5.2 (GTL Properties).** A GTL property is of the form ‘antecedent A leads to consequent C’, written \( A \Rightarrow C \), where A and C are closed formulas of GTL.

We can now formally define what it means for a model to satisfy a GTL property. A model satisfies a property if every trace of it that satisfies the antecedent also satisfies the consequent.

**Definition 3.5.3 (Trace Satisfaction).** A model trace \( \sigma \in S^+ \) satisfies GTL property \( A \Rightarrow C \) if under every indexing variable valuation, the antecedent being satisfied by \( \sigma \) implies that the consequent is satisfied by \( \sigma \):

\[
\sigma \models A \Rightarrow C \iff \forall \nu \in V. (\sigma \models A \Rightarrow \sigma \models C \models \nu)
\]

**Definition 3.5.4 (Property Satisfaction).** A Kripke structure circuit model \( K_C \) satisfies GTL property \( P \) if every trace of the model satisfies \( P \):

\[
K_C \models P \iff \forall \sigma \in \text{tr}(K_C). \sigma \models P
\]

**Example** The following property can be used to verify a delayed AND-gate with inputs a and b and output o:

\[
Y((a \text{ is } u) \land (b \text{ is } v)) \Rightarrow o \text{ is } (u \land v)
\]

The property can be read as ‘whenever node a had value u and node b had value v in the previous time-step, node o should be \((u \land v)\)’. Notice that the property uses two different forms of conjunction. The first is that of GTL, and expresses that two temporal events have both occurred. The second instance is that of Boolean conjunction, that defines the Boolean function describing the expected value on node o.

**Example** As another example, consider the following property that we might expect to hold of a simple memory cell, which has write enable input \( wr \), data input node \( in \) and output \( out \):

\[
Y((\neg wr) \ S (wr \land in \text{ is } u)) \Rightarrow out \text{ is } u
\]

This property says that if from the previous time-step backwards no write has occurred since some time when a write occurred with input \( u \), then the output should equal \( u \). This property is equivalent to that of the assertion graph shown in Figure 2.13 (page 26).
3.6  Set-Based Model Checking

This section introduces set-based model checking for GTL properties, illustrating the algorithm behind our intended simulation approach, whilst keeping issues of abstraction aside. The algorithm will then be adapted in the subsequent section, for the ternary vector data structures required for abstract simulation.

The GTL property $A \Rightarrow C$ is verified by using the shape of antecedent formula $A$ to control and drive the flow of simulation. The resulting set of states is then checked for containment against the consequent $C$. Since the logical constructs of GTL are in one-to-one correspondence with the atomic steps of symbolic ternary simulation, the model checking procedure follows the shape of the formula directly. Like each formula of GTL, each intermediate set of states produced is symbolically indexed.

3.6.1 Preliminaries

First of all, we formally define the image of a formula to describe what it is that the simulation of a formula actually calculates.

**Definition 3.6.1** (Formula Image). The image of formula $f$, with respect to Kripke structure $K_C$ and context $\rho$, is the symbolic set of states that are the last states in those model traces of $K_C$ that satisfy $f$ in $\rho$:

$$\text{im}_{K_C,\rho}(f) := \text{last}(\text{tr}(K_C) \cap \parallel f \parallel^\rho)$$

We will often omit $K_C$, since it is assumed to be constant throughout. The states of a ternary simulation consist of representations of the set of states satisfied by an antecedent up until a particular time point. Once simulation is complete, each of these sets can be checked for containment against some consequent condition. For this reason, the consequents that we can use must not be temporal. We will call this class of formulas atemporal.

**Definition 3.6.2** (Atemporal). A GTL formula is atemporal if it does not contain any instances of $Y$.

Recall that every recursion variable used within a fixed-point expression must be bound by an instance of $Y$ (Definition 3.2.1). Therefore any fixed-point variables used within an atemporal formula must not contain recursion variables, so each such fixed-point may therefore be replaced by its inner expression. For example, $\mu Z . f$ may be replaced by $f$ if $Z$ does not occur freely in $f$. 
As would be expected, whether or not a word satisfies an atemporal formula is determined purely by the last state in the word:

**Lemma 3.6.3.** For any atemporal formula \( f \) and word \( t \in S^+ \), \( t \) satisfies \( f \) if and only if \( \text{last}(t) \) satisfies \( f \) as a singleton word.

**Proof.** The proof is in Appendix A.3.

GTL verification is different from either STE or assertion graph verification because we only check for conditions using the end-state of the simulation. In STE the consequent can refer to any point along a fixed-length finite trace of simulation states. But this approach is not possible in general for GTL, because properties can be unbounded.

In GSTE assertion graphs, consequents can be applied at any point in the simulation, and not just at the end. We have avoided this for GTL properties because we believe that it simplifies the structure of properties and makes them more amenable to reasoning. Since consequents in GTL properties are only linked to the end of simulation, and not the intermediate states, we are freer to transform the simulation without being concerned about additional side-effects. If we still wish to verify multiple consequent conditions then we can instead do so by using multiple properties.

### 3.6.2 Set-Based Simulation

Similar to the standard model checking approach for calculating the set of states that satisfy a formula of Computation Tree Logic (CTL) [CES86], we define simulation for GTL by structural recursion on the syntax of the antecedent formula. The algorithm results in a symbolic set of states from \( \mathcal{V} \rightarrow 2^S \) that is an upper-approximation of the image of a formula. We use a simulation context \( \tau : \mathcal{F} \rightarrow (\mathcal{V} \rightarrow 2^S) \) to assign values to the free recursion variables in a formula and accumulate fixed-point values.

**Definition 3.6.4 (GTL Simulation).** Figure 3.3 defines simulation for GTL formulas. The result of simulation is written \( [f]_{\tau^\nu} \), where \( f \) is the formula being simulated, \( \nu \) is the indexing variables valuation, and \( \tau \) is the simulation context. Fixed-points are calculated using the recursive function \( \text{fix} \), defined by:

\[
\text{fix} \ f \ x = \text{if } ((f \ x) = x) \text{ then } x \text{ else } (\text{fix} (f \ x))
\]
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\begin{align*}
[t t]^\nu_\tau &= S \\
[\top]^\nu_\tau &= \emptyset \\
[n]^\nu_\tau &= \{s \in S \mid s(n) = 1\} \\
[\neg n]^\nu_\tau &= \{s \in S \mid s(n) = 0\} \\
[f \lor g]^\nu_\tau &= [f]^\nu_\tau \cup [g]^\nu_\tau \\
[f \land g]^\nu_\tau &= [f]^\nu_\tau \cap [g]^\nu_\tau \\
[Yf]^\nu_\tau &= \text{post}([f]^\nu_\tau) \\
[Z]^\nu_\tau &= \tau(Z) \\
[\mu Z \cdot f]^\nu_\tau &= \text{fix} (\lambda S : [f]^\nu_\tau[Z \mapsto S]) (\lambda \nu'. \emptyset) \\
[Q \rightarrow f | g]^\nu_\tau &= \text{if } Q(\nu) \text{ then } [f]^\nu_\tau \text{ else } [g]^\nu_\tau \\
[f(u := Q)]^\nu_\tau &= [f]^\nu_\tau[u \mapsto Q(\nu)]
\end{align*}

Figure 3.3: Set-Based Simulation

3.6.2.1 Termination

For fixed-point $\mu Z \cdot f$, we first simulate $f$ in a context in which $Z$ is assigned the empty set of states in every index valuation. We then use this result as a new assignment to $Z$ to re-simulate $f$. This is repeated until equality is reached between iterations. Since our domain is finite, termination is ensured by the monotonicity of each simulation:

**Lemma 3.6.5.** For every formula $f$, simulation terminates and is monotonic in the simulation context of each recursion variable.

**Proof.** This is shown by induction, first on the number of fixed-points in a formula, and second by the length of the formula, and is given in full in Appendix A.3

3.6.3 Checking Properties

In order to use simulation to verify a GTL property, we simulate both the antecedent and the atemporal consequent of the property, and then assert containment:

**Definition 3.6.6** (Set-Based Model Checking). Set-based model checking of a GTL property succeeds if and only if the antecedent simulation is contained within the consequent simulation:

$$\text{MC}_{\text{set}}(K_C, A \Rightarrow C) \iff [A] \subseteq^{\nu \nu} [C]$$

We will now justify this model checking procedure. We do this by demonstrating relationships between the results of simulation and the simulated formula’s image.
Lemma 3.6.7. The simulation of any closed formula, \( f \), is an upper-approximation of its image:

\[
\text{im}(f) \subseteq^{\forall \nu} [f]
\]

Proof. In order to demonstrate this for closed formulas of GTL, we require the following inductive property of sub-formulas: for any formula \( f \), trace recursion context \( \rho \) and simulation recursion context \( \tau \), if \( \text{im}_\rho(Z) \subseteq^{\forall \nu} [Z]_\tau \) for every recursion variable \( Z \), then \( \text{im}_\rho(f) \subseteq^{\forall \nu} [f]_\tau \).

This property extends the lemma to formulas with free recursion variables, which requires the given simulation context to also contain upper-approximations of the image of the given corresponding semantic recursion context. A detailed proof of this property is in Appendix A.3, and proceeds by induction, ordering first by the length of a formula, and secondly by the number of \( \mu \)-expressions in a formula.

Lemma 3.6.8. For any atemporal GTL formula \( f \), the simulation and image are equal:

\[
\text{im}(f) = [f]
\]

Proof. The proof is very similar to that of Lemma 3.6.7, and is given in full in Appendix A.3.1.

These two lemmas allow us to use a simulation containment check in order to verify that a circuit model satisfies a given GTL property:

Theorem 3.6.9. If set-based model checking succeeds for property \( A \Rightarrow C \), with atemporal consequent \( C \), then the circuit satisfies \( A \Rightarrow C \).

\[
\text{MC}_{\text{set}}(K_C, A \Rightarrow C) \text{ implies } K_C \models A \Rightarrow C
\]

Proof. Model checking succeeds when \( [A] \subseteq^{\forall \nu} [C] \). Lemma 3.6.7 ensures that \( \text{im}(A) \subseteq^{\forall \nu} [A] \). Since \( C \) is atemporal then \( \text{im}(C) = [C] \) by Lemma 3.6.8. Therefore \( \text{im}(A) \subseteq^{\forall \nu} \text{im}(C) \). Now suppose \( \sigma \) is a trace of the model that satisfies the antecedent in valuation \( \nu \): \( \sigma \in \text{tr}(K_C) \cap [A]^{\nu} \). Then \( \text{last}(\sigma) \in \text{im}(A)^{\nu} \), so \( \text{last}(\sigma) \in \text{im}(C)^{\nu} \). Now since the consequent is atemporal, \( \sigma \in \text{im}(C)^{\nu} \) by Lemma 3.6.3. Hence every trace of the model satisfies the property in every valuation, so \( K_C \models A \Rightarrow C \).
3.7 Abstract Model Checking

Abstract model checking is the modification of set-based model checking to make use of symbolic ternary simulation. These changes counter the prohibitive state-explosion problem that would accompany explicit set-based model checking of sizable designs. Using the ternary vector abstract state set representations requires abstract interpretations of $\cup$, $\cap$ and post. The next section describes how each of these operations are calculated in practice, and demonstrates their soundness, and, in some cases, completeness. This will allow us to justify abstract model checking.

3.7.1 Abstract Simulation Operations

The foundations for the abstract operations in ternary simulation have already been given in Section 2.5.3.2, using the terminology of abstract interpretation theory (Section 2.3.3). Recall that elements in the lattice of ternary vectors, $\mathbb{T}^N_\bot$, are used to represent sets of circuit states, $2^S$, and that we can reason about abstraction using the Galois connection $(\alpha, \gamma)$.

We will say that an abstract map $f^\sharp : \mathbb{T}^N_\bot \rightarrow \mathbb{T}^N_\bot$, on ternary vectors, is a sound approximation of a concrete map $f : 2^S \rightarrow 2^S$, on sets of circuit states, if, for every $a \in \mathbb{T}^N_\bot$, the set represented by $f^\sharp(a)$ is a superset of the image under $f$ of the set represented by $a$: $f(\gamma(a)) \subseteq \gamma(f^\sharp(a))$. This is illustrated in Figure 3.4. We will say that an abstract map is furthermore complete if, $f(\gamma(a)) = \gamma(f^\sharp(a))$.

Throughout this section, in order to describe ternary vectors succinctly, we chose to define them using a lambda-expression notation. We will write $\lambda n.f(n)$ for the ternary vector $a$ that satisfies $a(n) = f(n)$ for all $n$ in $N$.

We will describe the calculation of each simulation operation in detail, with the exception of the propagation operator, $| \cdot |$ (see Section 2.3.1), which is beyond the scope of our work. We will merely make the assumption that this operation does not change the set of sets being represented: $\gamma(|s|) = \gamma(s)$. This is fair in practice, since
propagation adds information to the ternary vectors that can be deduced directly from the circuit constraints. We will also describe in detail how over-constraint conditions interact with simulations—something which is not covered in detail by other STE literature.

3.7.1.1 True and False

We will use $\bot$ to represent the empty set of states. Since $\gamma(\bot) = \emptyset$, it is clear that this is a sound and complete representation. For the set of all consistent states, we will use the propagation of the ternary vector that consists of $X$ at every node. Again, this representation is sound and complete since $\gamma(XX\ldots X) = S$.

3.7.1.2 Atomic Propositions

For the image of GTL’s atomic propositions, we use the following abstract representation:

**Definition 3.7.1.** Let $n \is b$ be the propagation of the ternary vector that has Boolean value $b$ at node $n$ and $X$ everywhere else:

$$n \is b := \lambda m. \begin{cases} b & \text{if } n = m \\ X & \text{otherwise} \end{cases}$$

**Lemma 3.7.2.** $n \is 1$ and $n \is 0$ are sound and complete representations for $[n]^\nu$, and $[\neg n]^\nu$, respectively.

**Proof.**

$$\gamma(n \is 1) = \gamma\left(\lambda m. \begin{cases} 1 & \text{if } n = m \\ X & \text{otherwise} \end{cases}\right) \quad \text{(Definition 3.7.1)}$$

$$= \gamma(\lambda m. \begin{cases} 1 & \text{if } n = m \\ X & \text{otherwise} \end{cases}) \quad \text{(Assumption)}$$

$$= \{s \in S \mid s(n) \sqsubseteq 1 \land \forall m \neq n. s(m) \sqsubseteq X\} \quad \text{(Definition 2.3.2)}$$

$$= \{s \in S \mid s(n) = 1\} \quad \text{(Definition 2.3.1)}$$

$$= [n]^\nu \quad \text{(Definition 3.6.4)}$$

The same proof outline holds for 0. \qed
3.7. Union

To approximate union and intersection, we use the join \( \sqcup \) and meet \( \sqcap \), respectively, of the lattice of ternary vectors. These operations have already been defined for single quaternary values \( X, 0, 1 \) and \( \bot \) in Figure 2.7. For elements of the ternary lattice, the join for vectors can be calculated as the point-wise join of the ternary value assigned to each circuit node:

**Definition 3.7.3.** *Join on the ternary vector lattice for ternary vectors \( a, b \in T_N^N \) is defined by:*

\[
a \sqcup b := \begin{cases} 
a & \text{if } b = \bot \\
b & \text{if } a = \bot \\
\lambda n \cdot a(n) \sqcup b(n) & \text{otherwise}
\end{cases}
\]

**Lemma 3.7.4.** *Join is a sound, but not complete, abstract interpretation of set union.*

**Proof.** Let \( a \) and \( b \) be elements of the ternary vector lattice, \( T_N^N \).

**Case** \( a = \bot \). Then \( \gamma(a) \cup \gamma(b) = \emptyset \cup \gamma(b) = \gamma(b) = \gamma(a \sqcup b) \).

**Case** \( b = \bot \). Then \( \gamma(a) \cup \gamma(b) = \gamma(a) \cup \emptyset = \gamma(a) = \gamma(a \sqcup b) \).

**Case** \( a \neq \bot \land b \neq \bot \). Then:

\[
s \in \gamma(a) \cup \gamma(b) \Rightarrow (\forall n \cdot s(n) \sqsubseteq a(n)) \lor (\forall n \cdot s(n) \sqsubseteq b(n)) \\
\Rightarrow (\forall n \cdot s(n) \sqsubseteq a(n) \sqcup b(n)) \\
\Rightarrow s \in \gamma(a \sqcup b)
\]

Hence \( \gamma(a) \cup \gamma(b) \subseteq \gamma(a \sqcup b) \), as required for soundness. The following case demonstrates that \( \sqcup \) is not complete:

\[
\gamma(10) \cup \gamma(01) = \{10, 01\} \subseteq \{00, 10, 01, 11\} = \gamma(XX) = \gamma(10 \sqcup 01)
\]

\[\square\]

3.7.1.4 Intersection

As a form of abstract set intersection, we use the meet of the lattice of propagations of ternary vectors. The meet is calculated by performing the point-wise meet on nodes, and then a propagation step. We use a propagation step at this stage, because we can deduce new information about the values of circuit nodes. This is because the knowledge that two conditions *both* hold allows us to increase the frontier of what we
know about the circuit state. For example, consider the simple case of an AND-gate. If we know that both of its inputs are high, then a propagation step allows us to deduce the additional constraint that the output must be high. The meet is ⊥ when either of its arguments is ⊥, or if it introduces an inconsistency. This is summarized in the following definition:

**Definition 3.7.5.** Meet on the ternary lattice is calculated by:

\[
 a \sqcap b := \begin{cases} 
    \bot & \text{if } a = \bot \lor b = \bot \\
    \lor n \cdot a(n) \sqcap b(n) = \bot \\
    \lor \left( |\lambda n . a(n) \sqcap b(n)| = \bot \right) \\
    |\lambda n \cdot a(n) \sqcap b(n)| & \text{otherwise}
\end{cases}
\]

**Lemma 3.7.6.** Meet is a sound and complete abstract interpretation of set intersection.

*Proof.* We show that \( \gamma(a) \cap \gamma(b) = \gamma(a \sqcap b) \).

**Case** \( a = \bot \lor b = \bot \). Then \( \gamma(a) \cap \gamma(b) = \emptyset = \gamma(\bot) = \gamma(a \sqcap b) \).

**Case** \( \exists n . a(n) \sqcap b(n) = \bot \). Then since \( a \) and \( b \) disagree at node \( n \), the sets of states represented do not overlap, so \( \gamma(a) \cap \gamma(b) = \emptyset = \gamma(\bot) = \gamma(a \sqcap b) \).

**Case** \( |\lambda n . a(n) \sqcap b(n)| = \bot \). Then by the assumption on \( \cdot \), \( \gamma(\lambda n . a(n) \sqcap b(n)) = \emptyset \), so no consistent states satisfy the conditions of both \( a \) and \( b \). Therefore, \( \gamma(a) \cap \gamma(b) = \emptyset = \gamma(\bot) = \gamma(a \sqcap b) \).

**Case** Otherwise:

\[
s \in \gamma(a) \cap \gamma(b) \iff (\forall n . s(n) \sqsubseteq a(n)) \land (\forall n . s(n) \sqsubseteq b(n))
\]

\[
\iff \forall n . (s(n) \sqsubseteq a(n) \land s(n) \sqsubseteq b(n))
\]

\[
\iff \forall n . (s(n) \sqsubseteq a(n) \sqcap b(n))
\]

\[
\iff s \in \gamma(a \sqcap b)
\]

3.7.1.5 Post-Image

The post-image function \( \text{post} \) is interpreted using the abstract post-image function \( \text{post}^\# \) that applies one step of forward symbolic ternary simulation. Recall from Section 2.3.1 that this calculation consists of propagating information through the circuit using the ternary logic, and then simulating a time-step by transferring values across delay elements. We will not formally demonstrate that \( \text{post}^\# \) is a sound abstract interpretation of \( \text{post} \), due to the additional work required to formally model gate-level
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Figure 3.5: Example of Post-Image Over-Approximation

simulation. The thrust of the argument, however, is that \( \gamma(\text{post}^\sharp(a)) \) includes all the successor states of \( \gamma(a) \), since the abstract post-image calculation transfers constraints across from the input of delay nodes to their output.

We note that \( \text{post}^\sharp \) is not a complete interpretation of \( \text{post} \), since it is possible to lose information due to the lack of backwards constraint propagation. For example, consider the ternary vector \( a \) illustrated in Figure 3.5. Since the output of the AND gate is 1, it follows that the second input, \( b \), must also be 1. Therefore, in every state of \( \text{post}(\gamma(a)) \), it must be that the output \( d \) is 1. Because simulation only propagates values forward, however, this constraint is not maintained.

### 3.7.1.6 Containment

Finally, the set inclusion test for the consequent is replaced by a point-wise application of the ‘is less approximate than’ order on the lattice of ternary values, \( \sqsubseteq \). We interpret this relation into the abstract Boolean domain where false is more approximate than true, since model checking will be sound, but not complete.

**Definition 3.7.7.** The abstract containment operation, \( \sqsubseteq^\sharp \), is defined by:

\[
a \sqsubseteq^\sharp c := \begin{cases} 
  \text{true} & \text{if } a = \bot \\
  \text{false} & \text{if } a \neq \bot \land c = \bot \\
  \forall n \in N . a(n) \sqsubseteq c(n) & \text{otherwise}
\end{cases}
\]

**Lemma 3.7.8.** The abstract containment operation is sound.

\[ a \sqsubseteq^\sharp c \implies \gamma(a) \subseteq \gamma(c) \]

**Proof.** We examine the cases in which \( a \sqsubseteq^\sharp c \) holds.

**Case** \( a = \bot \): Then \( \gamma(a) = \emptyset \), so the result holds trivially.

**Case** \( a \neq \bot \land c \neq \bot \) (\( \forall n \in N . a(n) \sqsubseteq c(n) \)):

\[
\forall n \in N . a(n) \sqsubseteq c(n) \\
\Rightarrow \forall s \in S . (\forall n \in N . s(n) \sqsubseteq a(n)) \Rightarrow (\forall n \in N . s(n) \sqsubseteq c(n)) \\
\iff \forall s \in S . s \in \gamma(a) \Rightarrow s \in \gamma(c) \\
\iff \gamma(a) \subseteq \gamma(c)
\]

\( \square \)
### Lemma 3.7.9. The abstract containment operation is not complete.

**Proof.** Consider the case where $S = \{00\}$, $a = 01$ and $c = \perp$. Here the ternary vector $a$ is inconsistent with the circuit constraints described by $S$, so $\gamma(a) = \emptyset$. But $\gamma(c) = \emptyset$. Therefore $\gamma(a) \subseteq \gamma(c)$, even though $a \subseteq^c b$ does not hold.

For STE, containment for ternary traces can be made complete by making use of bounded model checking instead of point-wise ternary checks [TG06]. We expect that containment can also be made complete in our set-based view of GTL simulation, by introducing similar forms of reasoning.

### 3.7.2 Abstract Simulation

We now have all the abstract operations necessary in order to perform abstract model checking. Table 3.1 shows a summary of the atomic set operations used, together with their abstract interpretations and characteristics. We adapt the set-based algorithm to use these abstract interpretations, resulting in abstract simulation, defined in Fig. 3.6.

#### 3.7.2.1 Termination

As with set-based simulation, we demonstrate the termination of fixed-point calculations by showing that abstract simulation is monotonic over a finite domain.

**Lemma 3.7.10.** Abstract simulation terminates and is monotonic in each recursion variable, i.e. $[f]_\alpha^{\nu_{Z-U}}$ is monotonic with respect to $\sqsubseteq^\nu$ as a function of $U$.

**Proof.** Proof is by induction, ordering first by the number of fixed-points in $f$, and secondly by the length of $f$, and is given in Appendix A.4.
\[ \begin{align*}
[tt]_\sigma^\nu &= \lambda m. X \\
[ff]_\sigma^\nu &= \bot \\
[n]_\sigma^\nu &= \text{n is}^2 1 \\
[-n]_\sigma^\nu &= \text{n is}^2 0 \\
[f \lor g]_\sigma^\nu &= [f]_\sigma^\nu \sqcup [g]_\sigma^\nu \\
[f \land g]_\sigma^\nu &= [f]_\sigma^\nu \sqcap [g]_\sigma^\nu \\
[Yf]_\sigma^\nu &= \text{post}^2([f]_\sigma^\nu) \\
[\mu Z . f]_\sigma^\nu &= \text{fix} (\lambda S . [f]_{\tau[Z\mapsto S]}^\nu) (\lambda\nu'.\bot) \\
[Q \rightarrow f ; g]_\sigma^\nu &= \text{if } Q \langle \nu \rangle \text{ then } [f]_\sigma^\nu \text{ else } [g]_\sigma^\nu \\
[f(u := Q)]_\sigma^\nu &= [f]_{\sigma[u := Q]}^\nu 
\end{align*} \]

Figure 3.6: Abstract Simulation

### 3.7.3 Checking Properties

We can now define what it means for abstract model checking to succeed:

**Definition 3.7.11.** Abstract model checking succeeds when the abstract simulation of the antecedent is contained within the abstract simulation of the consequent for every variable valuation:

\[ \text{MC}(\mathcal{K}_C, A \Rightarrow C) \iff [A]_\nu^\nu \subseteq [C]_\nu^\nu \text{ for every } \nu \in \mathcal{V} \]

Using our results on the soundness of our abstract operations, we can show that abstract simulation consistently over-approximates:

**Lemma 3.7.12.** If the value assigned to each recursion variable \( Z \in \mathcal{F} \) in abstract simulation context \( \sigma \) is an upper-approximation of its value in concrete simulation context \( \tau \), then abstract simulation of any formula \( f \) in this context will result in an upper-approximation of the concrete simulation of the same formula:

\[ (\forall Z \in \mathcal{F} . [Z]_\tau \subseteq^\mathcal{V} \gamma([Z]_\sigma)) \implies [f]_\tau \subseteq^\mathcal{V} \gamma([f]_\sigma) \]

**Proof.** The previous section has shown that every operation of abstract simulation is a sound approximation of set-based simulation. This lemma is a direct result of applying this observation inductively over the length of the simulation.

Model checking verifies that every trace which satisfies the antecedent must also satisfy the consequent. Therefore the consequent restricts the accepted set of behaviours, so the simulation of the abstract consequent image must not approximate. Since \( \sqcup \) is not a complete interpretation of \( \lor \), it follows that abstract model checking is sound only when the consequent under consideration does not contain disjunction.
This requirement rules out properties that express non-deterministic outcomes using disjunction. Since we are performing verification using simulation over a deterministic model, these types of properties typically require us to ‘determinize’ them via case-splitting. For example, consider a reverse OR-gate property such as:

\[
\text{input} \Rightarrow (\text{output}_1) \lor (\text{output}_2)
\]

Simulating the consequent condition \((\text{output}_1) \lor (\text{output}_2)\) for the two outputs involved will result in \(X\) being assigned to both of them, so that model checking succeeds no matter what the input. Unlike antecedent simulation, this form of consequent over-approximation is unsound, because it weakens the verification. Such a property might instead be soundly verified by

\[
\text{MC}(K_C, \text{input} \land A \Rightarrow \text{output}_1) \lor \text{MC}(K_C, \text{input} \land \neg A \Rightarrow \text{output}_2)
\]

where \(A\) is the case-split condition required to determine a concrete outcome for the circuit at-hand.

**Lemma 3.7.13.** If the value assigned to each recursion variable \(Z \in \mathcal{F}\) in abstract simulation context \(\sigma\) is an exact representation of its value in concrete simulation context \(\tau\), then abstract simulation of any formula \(f\) that does not contain disjunction or \(\text{Yesterday}\) will result in an exact representation of the concrete simulation of the same formula:

\[
(\forall Z \in \mathcal{F}. \ [Z]_\tau = \gamma(\lfloor Z \rfloor_\sigma)) \quad \text{implies} \quad [f]_\tau = \gamma(\lfloor f \rfloor_\sigma)
\]

**Proof.** Every operation of abstraction simulation is complete, with the exception of those for disjunction and post-image calculation. This lemma is a direct result of applying this observation inductively over the length of the simulation. \(\square\)

Finally, we can use this to demonstrate that abstract model checking is sound.

**Theorem 3.7.14.** If \(C\) is atemporal and does not contain disjunction then

\[
\text{MC}(K_C, A \Rightarrow C) \quad \text{implies} \quad K_C \models A \Rightarrow C
\]

**Proof.** By Lemma 3.7.12, \([A]^{\nu} \subseteq \gamma([A]^{\nu'})\) for any formula \(A\). For atemporal consequents without disjunction, Lemma 3.7.13 ensures \([C]^{\nu} = \gamma([C]^{\nu'})\). Now, if model checking succeeds, then \([A]^{\nu} \subseteq [C]^{\nu'}\), which implies \(\gamma([A]^{\nu}) \subseteq \gamma([C]^{\nu'})\) by Lemma 3.7.8. Combining these, we have that \([A]^{\nu} \subseteq \gamma([A]^{\nu}) \subseteq \gamma([C]^{\nu'}) = [C]^{\nu'}\). Thus set-based model checking also succeeds, which in turn implies \(K_C \models A \Rightarrow C\) by Theorem 3.6.9. \(\square\)
As described for STE in [TG06], it is possible to obtain more than justs ‘pass’ or ‘fail’ from the ternary containment check if required. If a failure is due to over-approximation, then the failed comparisons will be of the form $X \sqsubseteq 0$ or $X \sqsubseteq 1$. But if we have demonstrated a genuine error in the design then there will be a check of the form $1 \sqsubseteq 0$ or $0 \sqsubseteq 1$.

### 3.8 Related Work

We have presented a specification notation and model checking algorithm for symbolic ternary simulation, using a pure-past linear temporal logic with constructs for symbolic indexing. This section explores how GTL relates to existing notations, both inside and outside the domain of STE-based simulation.

#### 3.8.1 STE Specifications

The most commonly used specification notation for traditional STE is Trajectory Evaluation Logic (TEL) [BS91, SB95]. Like GTL, TEL takes the form of a restricted linear temporal logic, with formulas of the form $\text{TRUE}$, $n$ is 0, $n$ is 1, $f$ and $\neg f$, $Q \rightarrow f$, and next $f$, written $Nf$. Assertions are written in the form $[\text{antecedent} \Rightarrow \text{consequent}]$. The considerable success of TEL for describing and managing STE verifications [SJO+05, PRBA97] was one factor that inspired us to use similar foundations for GTL.

Unlike GTL, TEL does not use past time. This does not pose the same problems with composition as exist for GSTE, since past and future time operands are easily interchangeable in a bounded setting. The logic also differs in its use of an \textit{if-then} construct, rather than the \textit{if-then-else} construct of GTL. One reason for this is that TEL specifications intuitively feel more like assertions about sets of traces, whereas GTL formulas feel more like the sets of states that they describe. In practice we believe that our approach better represents common simulation cases such as symbolic case-splitting. The semantics of TEL also differs significantly from GTL, as the nodes in TEL circuits models themselves themselves have ternary states. This model structure derives from early use of STE for switch-level circuitry, where charge is not modeled as binary, but can include an extra logically neutral physical state corresponding to a node that is driven neither high nor low. This was part of the origin of the use of the value $X$. But binary models suffice at the gate-level targeted by GSTE, and there are significant benefits to staying within a binary model.
As STE evolved to deal with richer classes of properties, there were several intermediate specification notations proposed. Hazelhurst describes a variant of TEL with arbitrary negation and an additional *until* operator, implemented via a fixed-point calculation. This goes some way toward the expressiveness of GSTE and our own approach. But like TEL, the semantics of Hazelhurst’s language are also based on partially ordered model states, leading to a four-valued logic semantics that complicates reasoning.

STE was also adapted to include fixed-points by Seger and Bryant in [SB95]. In their notation, TEL assertions are sequentially composed with a ‘;’ operator, and a Kleene star syntax is used for iteration. For example, the property \([A_1 \Rightarrow C_1]^*; [A_2 \Rightarrow C_2]\), is interpreted as “A trace which initially satisfies any number of iterations of \(A_1\) must satisfy the same number of iterations as \(C_2\) and then subsequently satisfy \([A_2 \Rightarrow C_2]\)”. In order to model check such properties directly, fixed-points were introduced into the STE simulation flow.

Regular expressions are not so suitable for GSTE. First, there is no equivalent for GTL conjunction, which is used to describe the branching simulations of compositional GSTE. This does not limit the expressibility of properties, but does limit the description of how a simulation can take place. Second, the representation of fixed-points using the Kleene star approach is less compact. This is because it does not allow shared references to fixed-points as GTL \(\mu\)-expressions can. This means that regular expressions require nested fixed-points to be repeated explicitly in-line.

The main remaining difference is that regular expressions use concatenation to represent the progression of time, whereas GTL uses the \(Y\) operator. For simple properties the two notations are easily interchangeable, and this largely comes down to a question of aesthetics. The use of the concatenation operator enforces temporal conditions to follow from left to right as they pass from past to future, and is likely to require reduced use of parenthesis. But when we consider what happens during substitution, concatenation and \(Y\) behave quite differently.

For example, consider the condition \((Y \texttt{reset}) \land \texttt{init}\), which, we might express as the regular expression \texttt{reset.init}. Suppose we would now like to substitute the condition \(\texttt{init}\) with the initialization condition given by \((Y \texttt{init1}) \land \texttt{init2}\), or \texttt{init1.init2}. Direct substitution will give us \((Y \texttt{reset}) \land (Y \texttt{init1}) \land \texttt{init2}\) and \texttt{reset.init1.init2}\), respectively, which are quite different conditions. This shows that GTL formulas are better suited to independent backwards-looking temporal conditions, whereas regular expression concatenation is better suited to describing temporal events with defined
start and end points. We believe that the former is more relevant for hardware verification because circuits exhibit a high-degree of branching parallel behaviour with relatively little synchronization between components.

### 3.8.2 GSTE Specifications

Work by Beatty [BB94] laid the foundations for GSTE by relating circuits to arbitrary state transition graphs and using an individual run of STE to verify each transition in turn. In this work, each transition is specified as an STE assertion containing abstract state that is manually mapped into circuit state. Nelson and Jain [NJB97] introduced labeled transition graphs to connect these assertions, and proposed a generalized STE algorithm to model check multiple transitions in a single model checking run. In [Cho99], Chou shows that this algorithm is incomplete, and proposes an alternative graph satisfaction criterion that better fits the implementation. These graph structures were further formalized and extended to form GSTE assertion graphs (see Section 2.5.3.1) by Yang and Seger [YS02, YS03].

Although assertion graphs can be useful for displaying simple properties in a visual manner, the notation suffers from several drawbacks in comparison to GTL. It places strict limitations on the amount of formal reasoning that can be achieved, due to its graphical nature. Some progress has been made on formal reasoning with assertion graphs, but the resulting rules, and their proofs, tend to be complicated, because they deal with unstructured flat representation of what is naturally a graphical concept. In contrast, as we will see in the subsequent chapter, there exist simple reasoning rules for GTL that are clear and intuitive.

Assertion graphs also introduce problems associated with indexing variables. In particular, the variable scoping conventions are difficult to visually parse because the notations used do not positionally enclose the defined boundaries of scope. There are two areas where this is especially true: the use of variable classes with different scoping rules (see Section 2.5.4.3), and the use of knots (see Section 2.5.4.4). In both of these cases, the scoping rules are, in practice, dislocated from the assertion graph structure itself. In contrast, GTL variable scoping is more natural because the notation directly encloses a variable’s lexicographical scope. Since it follows conventional logical syntax, the notation is also more familiar.

The forall-semantics of assertion graphs can also cause confusion, because it differs from the typical semantics of standard automata. Some considerable effort is sometimes required to understand the interplay between the conditions asserted by
different concurrent paths in a graph. Another common misinterpretation of the assertion graph semantics is that the initial assertion graph state must align with some form of initial hardware state.

### 3.8.3 CGSTE Specifications

As well as the problems with formal reasoning, the notation of assertion graphs cannot describe the compositional extensions of GSTE that have been discussed in Section 2.6. These extensions are currently expressed with one of two different notations. The first is by using the language of compositional specification [YS04]. This language was primarily introduced as a theoretical notation, in the form of a process algebra, to explain the compositional GSTE technique. Because of this, it does not cater for certain aspects of GSTE, such as its symbolic nature. Unlike GTL, antecedents and consequents are mixed together in this language within the same temporal structure. We believe this complicates the resulting semantics, since each formula corresponds to both a verification check as well as a simulation description. As a result, the logical constructs are complex and unfamiliar. In contrast, GTL separates antecedent and consequent concerns to maintain the familiar form of propositional logic.

A second specification notation for compositional GSTE is provided by the compositional assertion graph data-types for the properties accepted by Intel’s compositional GSTE model checker, provided with the Forte verification platform [SJO+05]. This notation suffers from the opposite problem to the specification language—it is suitably expressive for practical use, but it does not have a formal semantics beyond that of the model checker’s implementation. Furthermore, our initial experiments have shown that the notation is not closed with respect to certain fundamental forms of composition, and suffers from some counter-intuitive irregularities.

### 3.8.4 Temporal Logics

Outside the realm of STE, temporal logics [Eme90, MP92] are widely used for the specification of properties for formal verification, as well as for controlling some forms of simulation [BC96]. Of these logics, GTL is most similar to the linear-time mu-calculus [Sti92]. In particular, when GTL’s two symbolic indexing operators are removed, the remaining constructs form the negation-free pure-past fragment of the linear-time mu-calculus over finite traces. GTL’s particular qualities are born out of the need to align the logic closely with the existing simulation methodology of GSTE. We will comment on each of the logic’s aspects in turn.
The most striking feature of our logic is that we only refer to past time. The use of both past and future temporal operators is relatively common in other logics, such as in LTL+Past [Eme90] and the ForSpec temporal property specification language [AFF+02]. It has been shown that the addition of these past time operators does not affect expressibility [Gab87], although logics with past time can be exponentially more succinct [LMS02]. There are also arguments that the use of past time operators make specifications more natural to write [LPZ85]. Logics that reference only the past are more rare, although some pure-past temporal logics on finite traces have been used recently for characterizing attacks on security protocols [RLSC05]. Despite it being more conventional to think of properties defined using the future, we believe that past time is the natural way to express properties for GSTE. Since simulations proceed forward in time, the simulation state is a reflection on the events that have occurred in the past, not those that will occur in the future. This means that by using a past operator, simulation patterns become compositional. For example, $Y f$ can be simulated first by simulating $f$ and then calculating the post-image of this simulation step. In contrast, a future time operator would introduce a requirement for us to temporally invert properties before we are able to model check them. Furthermore, since we cannot simulate backwards, a future time operator would introduce predicates that be cannot simulated. The correspondence between past-time logics and executable specifications has been explored by Gabby [Gab87], and work in other fields has resulted in similar observations [FW93].

We have chosen to use a finite trace semantics for GTL. An infinite semantics is often more appropriate for reasoning about ongoing, nonterminating behaviour. There are, however, two reasons why an infinite semantics is not appropriate for GTL. First, since we are reasoning with respect to the past, we are obliged to consider finite words, otherwise traces that start with a state with no predecessor are not included in our analysis. Second, since we are only considering forms of GSTE that describe safety properties, there is no need for us to consider infinite words, and by restricting ourselves to finite words, we obtain a simpler and cleaner semantics, which is one of our main aims. One example of this is that GTL fixed-points are unique, as we will show in detail in the next chapter. This is because the finite lengths of traces enforce bounds on the depth of fixed-point recursion. If we instead consider a logic equivalent to GTL but defined over infinite traces then fixed-point are no longer unique. For example, the equation $Z = n \land Y Z$ would have the empty set as a least fixed-point, as well as the greatest fixed-point $\{ \sigma \mid \forall i \in \mathbb{N}. \sigma_i(n) \}$. With finite traces, the least and greatest fixed-points are equal. The result of this is that we can use uniqueness to reason about
3.8. GTL - Related Work

GTL formula. Such reasoning is used by various rules in the subsequent chapter, as well as for the verification methodology that we propose in Chapter 6.

Finite forms of linear-time temporal logic have been used elsewhere [GP02], including for the verification of sizable industrial systems where the abstractions required for liveness reasoning are infeasible [HR01]. Generally these logics raise questions about how temporal operators should be interpreted once they reach the end of a trace. The most common way to deal with this is to introduce weak and strong operators that are true and false, respectively, when a trace is exhausted. Alternatively, an extra undetermined value can be used for the end of traces [RHKR00], but this requires the use of a three-valued meta-logic. In GTL, the absence of negation above temporal operators prevents us from requiring these extra operators.

Another property of GTL is that it is negation free. This aligns the logic with the use of upper-approximation in ternary simulation, where the best approximation of a negated ternary vector is truth itself. By excluding negation, we also limit the expressibility of our logic to those states that we can approximate using simulation. For instance, if we were to adapt our logic and semantics to include arbitrary negation, then the hypothetical formula $\neg Y_{\text{true}}$, would ideally correspond to the set of states without a predecessor. It is not clear how forward abstract simulation could be used to find such states. Furthermore, our avoidance of negation brings about monotonicity rules in the subsequent chapter that are useful for reasoning about property decomposition and abstraction refinement. We note that similar lack of negation occurs in other logics deriving from abstract interpretations, such as in Schmidt’s approach to reasoning about abstraction-interpretation-based static analysis [Sch07]. The constructive aspect of our logic also provides a similar feel to many process algebras [Hoa85, Bar93, Mil82].
Chapter 4
Reasoning With GTL

In this chapter, we use the GTL specification language to develop and categorize reasoning rules for managing symbolic ternary simulation. Such rules are of vital importance for enabling large-scale verifications, serving as the glue between different model checking runs and ensuring property reductions are sound. As well as being a contribution in its own right, the development of these rules also validates the work of Chapter 3, by demonstrating that GTL can express the types of transformations that are useful for refining typical GSTE verification approaches.

The first section considers simple rules for property equivalence in GTL. These rules form the foundations for simulation optimization, since they express how a simulation can be transformed without changing the property being represented. The second section considers rules for decomposition. By splitting a run into several smaller runs that together imply the first, verification can become practically possible. The third and final section explores rules for abstraction refinement. Such rules transform a simulation to change the precision with which states are represented.

4.1 Equivalence Rules

In this section, we describe some fundamental rules for GTL that can be used to demonstrate property equivalence. Since formulas of GTL determine both the shape of simulation flow as well as the property being checked, these equivalence rules effectively describe property-preserving simulation transformations. Simulation transformations are useful in practice because they can affect both the efficiency and abstraction level with which the simulation is carried out.
4.1. GTL Reasoning - Equivalence Rules

4.1.1 Boolean Connectives

First, we show that GTL follows the normal rules of logic that we would expect from a propositional temporal logic. GTL formulas form a distributive lattice with respect to $\land$, $\lor$, $tt$ and $ff$:

$tt \land f = f$ \hspace{1cm} $ff \lor f = f$ \hspace{1cm} Ones

$ff \land f = ff$ \hspace{1cm} $tt \lor f = tt$ \hspace{1cm} Zeros

$f \land (g \land h) = (f \land g) \land h$ \hspace{1cm} $f \lor (g \lor h) = (f \lor g) \lor h$ \hspace{1cm} Associativity

$f \land g = g \land f$ \hspace{1cm} $f \lor g = g \lor f$ \hspace{1cm} Commutativity

$f \lor (f \land g) = f$ \hspace{1cm} $f \land (f \lor g) = f$ \hspace{1cm} Absorption

$f \lor (g \land h) = (f \lor g) \land (f \lor h)$ \hspace{1cm} $f \land (g \lor h) = (f \land g) \lor (f \land h)$ \hspace{1cm} Distributivity

These rules all follow directly from the trace-set semantics of GTL, and the corresponding rules for set arithmetic. For example,

$$\| f \lor (g \land h) \|_\rho^\nu = \| f \|_\rho^\nu \lor (\| g \|_\rho^\nu \land \| h \|_\rho^\nu)$$

$$= (\| f \|_\rho^\nu \lor g \|_\rho^\nu \land (\| f \|_\rho^\nu \lor \| h \|_\rho^\nu))$$

$$= \| (f \lor g) \land (f \lor h) \|_\rho^\nu$$

The built-in semantics for negated propositions behaves as we would expect negation to, since the value of a node in the final state of a trace is Boolean:

$$n \land \lnot n = ff$$ \hspace{1cm} $$n \lor \lnot n = tt$$

Although these logical rules are simple, they are useful for simulation simplification, as well as for describing the abstraction refinement transformations to be covered in Section 4.3. Furthermore, these rules are not evident for the existing specification notations of assertion graphs.

4.1.2 Fixed-Points

As we have already shown, GTL fixed-points are the limit of their approximants from below (Corollary 3.3.10). Hence fixed-points can be unrolled with the rule:

$$\mu Z . f = f[(\mu Z . f)/Z] \quad (\mu\text{-unroll})$$

Applying this rule does not directly change the result of simulating the fixed-point. It does, however, mean that last iteration of the fixed-point can be distinguished from the other iterations during the application of subsequent rules, since it has been taken outside of the $\mu$-expression.
Example Suppose we are trying to demonstrate the property $\neg n \land (m S n) \Rightarrow m$. Using the definition of $\textit{Since}$ and the fixed-point unrolling rule, we can rewrite the antecedent as follows:

\[
\neg n \land (m S n) = \neg n \land (\mu Z . n \lor (m \land Y Z)) = \neg n \land (n \lor (m \land Y (\mu Z . n \lor (m \land Y Z)))) = \neg n \lor (\neg n \land m \land Y (\mu Z . n \lor (m \land Y Z))) = \text{if } \neg n \land m \land Y (\mu Z . n \lor (m \land Y Z))) = m \land \neg n \land Y (\mu Z . n \lor (m \land Y Z))
\]

It is quite clear that $m \land \neg n \land Y (\mu Z . n \lor (m \land Y Z)) \Rightarrow m$ holds, so the original property must also hold.

By splitting off the last iteration in this way, the unroll rule will also allow us to selectively apply the rules that we will present for abstraction refinement and property decomposition.

GTL fixed points also have the property that they are unique, so if $Z = f(YZ)$ and $W = f(YW)$ then it follows that $Z = W$:

**Theorem 4.1.1 (Unique Fixed-Point).** If every free occurrence of $Z$ in $f$ occurs within a $Y$ operator, then $R_{f,\rho,Z}$ has a unique fixed-point.

**Proof.** Since every instance of $Z$ is bound by $Y$, the temporal depth of $Z$ in $f$ must be greater than or equal to one. Therefore, by the intermediate result of Theorem 3.3.8:

\[
L^{\leq n}(R_{f,\rho,Z}(R)) \subseteq^V R_{f,\rho,Z}(L^{\leq n-1}(R))
\]

Since $L^{\leq n}$ is a lower-closure,

\[
L^{\leq n}(R_{f,\rho,Z}(R)) \subseteq^V L^{\leq n}(R_{f,\rho,Z}(L^{\leq n-1}(R))) \tag{4.1}
\]

Now, $R_{f,\rho,Z}$ is monotonic, so:

\[
R_{f,\rho,Z}(R) \supseteq^V R_{f,\rho,Z}(L^{\leq n-1}(R))
\]

so, by applying the monotonic function $L^{\leq n}$ to both sides,

\[
L^{\leq n}(R_{f,\rho,Z}(R)) \supseteq^V L^{\leq n}(R_{f,\rho,Z}(L^{\leq n-1}(R))) \tag{4.2}
\]

Therefore by Equations 4.1 and 4.2,

\[
L^{\leq n}(R_{f,\rho,Z}(R)) = L^{\leq n}(R_{f,\rho,Z}(L^{\leq n-1}(R))) \tag{4.3}
\]
Now suppose $R$ and $Q$ are fixed-points of $R_{f,\rho,Z}$ and $R \neq Q$. Then w.l.o.g. there is some word $\sigma$ and valuation $\nu \in V$ such that $\sigma \in R(\nu) \setminus Q(\nu)$. Then it must be that $\sigma \in (L^{\leq |\sigma|}(R))\langle \nu \rangle \setminus (L^{\leq |\sigma|}(Q))\langle \nu \rangle$, so $\{m \in \mathbb{N} \mid L^{\leq m}(Q) \neq L^{\leq m}(R)\}$ is non-empty. Let $n = \min \{m \in \mathbb{N} \mid L^{\leq m}(R) \neq L^{\leq m}(Q)\}$. $n$ is therefore the shortest length trace for which $R$ and $Q$ differ.

Now $L^{\leq n}(Q) \neq L^{\leq n}(R)$ implies $L^{\leq n}(\|f\|_{\rho[Z \rightarrow Q]}) \neq L^{\leq n}(\|f\|_{\rho[Z \rightarrow R]})$ since both $Q$ and $R$ are fixed-points. Therefore

$$L^{\leq n}(R_{f,\rho,Z}(L^{\leq n-1}(Q))) \neq L^{\leq n}(R_{f,\rho,Z}(L^{\leq n-1}(R)))$$

by Equation 4.3. This in turn implies $L^{\leq n-1}(Q) \neq L^{\leq n-1}(R)$, contradicting minimality of $n$. 

This theorem is useful for demonstrating equivalence between two fixed-point formulas, as we will show in the next section.

### 4.1.3 Temporal Operators

In this section we will consider rules that apply to the temporal operators $Y$, $P$ and $S$. As a consequence of GTL being a linear logic, the Yesterday operator distributes over the other connectives. For example:

$$Yf \land Yg = Y(f \land g) \quad \text{(Y-dist-\land)}$$
$$Yf \lor Yg = Y(f \lor g) \quad \text{(Y-dist-\lor)}$$

Although $Y\mathbb{f} = \mathbb{f}$, $Y\mathbb{t}$ is not equivalent to $\mathbb{t}$, since $\mathbb{t}$ satisfies all traces of length one, but $Y\mathbb{t}$ does not. This may seem a counter-intuitive rule, but it is in fact useful, because it accurately matches the characteristics of ternary simulation. Since not every state has a pre-image in our circuit model, the set of all states may differ from its own post-image.

Because $\text{Previous}$ and $\text{Since}$ are defined in terms of fixed-points, fixed-point unrolling directly induces the following rules for them:

$$Pf = f \lor YPf \quad \text{(P-unroll)}$$
$$f S g = g \lor (f \land Y(f S g)) \quad \text{(S -unroll)}$$

The first of these rules might, for example, be used to case-split based on whether the event described by $f$ occurred in the most recent time-step or not. These also allow
us to instantly derive that:

\[ P \top \top = \top \top \quad (P-\top) \]
\[ f S \top \top = \top \top \quad (S-\top-2) \]
\[ \text{iff } S f = f \quad (S-\text{iff}-1) \]

The distributive law for disjunction, together with the uniqueness of fixed-points, allows us to demonstrate some interesting properties of \( P \) and \( S \). For example, the following two equations for \( YPf \) and \( PYf \) are obtained by simple unrolling and distribution:

\[ PYf = Yf \lor Y(PYf) \quad (P\text{-unroll}) \]
\[ YPf = Y(f \lor YPf) \quad (P\text{-unroll}) \]
\[ = Yf \lor Y(YPf) \quad (Y\text{-dist-}\lor) \]

Therefore both \( YPf \) and \( PYf \) satisfy the equation \( Z = Yf \lor YZ \). Applying the Unique Fixed-Point Theorem, this demonstrates, as we would expect, that

\[ PYf = YPf \quad (Y\text{-dist-P}) \]

This result can be used, for example, for us to case-split and independently simulate the first step of an iteration, since \( Pf = f \lor YPg = f \lor PYf \).

We can also use the uniqueness of fixed-points to derive the following similar results:

\[ Pf = f \quad (P-\text{iff}) \]
\[ P(f \lor g) = Pf \lor Pg \quad (P\text{-dist-}\lor) \]
\[ f S f = f \quad (S-\text{iff}-2) \]
\[ \top S g = Pg \quad (S-\top-1) \]
\[ Y(f S g) = (Yf) S (Yg) \quad (Y\text{-dist-}S) \]
\[ f S (g \lor h) = (f S g) \lor (f S h) \quad (S\text{-dist-}\lor) \]
\[ (f \land g) S h = (f S h) \land (g S h) \quad (S\text{-dist-}\land) \]
4.1. GTL Reasoning - Equivalence Rules

4.1.4 Symbolic Constructs

The symbolic constructs of GTL are orthogonal to the other types of constructs, since they are the only constructs that affect the differences between each of the symbolic indices. As a result, the other logical operations distribute over symbolic ones. For example,

\[(Q \rightarrow f \mid g) \land h = Q \rightarrow (g \land h) \mid (f \land h)\]  \(\text{(^\text{\text{-dist-\land}})}\)

\[(Q \rightarrow f \mid g) \lor h = Q \rightarrow (g \lor h) \mid (f \lor h)\]  \(\text{(^\text{\text{-dist-\lor}})}\)

\[Y(u \rightarrow f \mid g) = u \rightarrow Yf \mid Yg\]  \(\text{(^\text{\text{-dist-Y}})}\)

\[(f \land g)(u := Q) = (f(u := Q)) \land (g(u := Q))\]  \(\text{(^\text{-dist-\land}})\)

\[(f \lor g)(u := Q) = (f(u := Q)) \lor (g(u := Q))\]  \(\text{(^\text{-dist-\lor}})\)

\[Y(f(u := Q)) = (Yf)(u := Q)\]  \(\text{(^\text{-dist-Y}})\)

The conditional follows a few simple rules that we would expect it to:

\[\text{true} \rightarrow f \mid g = f\]  \(\text{(^\rightarrow-true})\)

\[\text{false} \rightarrow f \mid g = g\]  \(\text{(^\rightarrow-false})\)

\[\neg Q \rightarrow f \mid g = Q \rightarrow g \mid f\]  \(\text{(^\rightarrow-neg})\)

\[Q \rightarrow f \mid f = f\]  \(\text{(^\rightarrow-equal})\)

Rules for introducing and removing variables are useful because they allow control over whether properties are model checked explicitly or symbolically. This is important because some property aspects, such as values on datapaths, can be more efficiently represented symbolically. For example, we have the option of representing disjunction either explicitly or symbolically by introducing a fresh variable \(u\):

\[f \lor g = (\exists u . u \rightarrow f \mid g)\]  \(\text{(^\text{\text{-sym-disj}}})\)

This rule can be combined with the distributive laws for disjunction in order to affect the model checking process. For example, the rule allows us to change the two explicit post-image calculations represented by \(Yf \lor Yg\) into the single symbolic post-image calculation given by \((\exists u . Y(u \rightarrow f \mid g))\).

We can also go in the reverse direction and make model checking more explicit. The following rule states that symbolic substitution is equivalent to textual substitution on its operand.

\[f(u := Q) = f[Q/u]\]  \(\text{(^\text{\text{-subst}}})\)
4.2. GTL Reasoning - Decomposition Rules

We can use this rule to flatten symbolic model checking into explicit model checking, as the following example demonstrates.

Example  Suppose we would like to verify that a 4-step clock generator signals clk when reset with signal r, and every fourth time interval afterward. We can model check this behaviour explicitly with the following formula:

$$\mu \text{Count}_0 . r \lor (\neg r \land Y(\neg r \land Y(\neg r \land Y\text{Count}_0)))$$

Model checking calculates the set of states where either a reset occurs, or has last occurred a multiple of four time-steps ago. Now suppose that we know that the timer is implemented using a two-bit counter, and we would like to use a more efficient symbolic model checking approach. The following property finds the symbolic set of states in which the value of the counter is u:

$$(\mu \text{Count} . ((u = 0) \rightarrow r \lor (\neg r \land Y\text{Count}(u := u - 1)))(u := 0)$$

It is not immediately obvious that the two properties are equivalent. We can repeatedly use the substitution rule, however, to flatten-out the symbolic states and demonstrate equivalence:

$$\text{Count}[0/u] = (((u = 0) \rightarrow r \lor (\neg r \land Y\text{Count}(u := u - 1)))(u := 0)$$

We can now use the unique fixed-point theorem to deduce that $\text{Count}_0 = \text{Count}[0/u]$.

4.2 Decomposition Rules

We now consider rules that enable decomposition of a property into multiple model checking runs. Such rules can be employed in cases where the original property requires excess resources, but splitting it up allows each piece to be verified successfully.
4.2. GTL Reasoning - Decomposition Rules

4.2.1 Logical Decomposition

There are some straightforward rules for decomposing GTL properties by splitting antecedents or consequents. For example, if an antecedent can be case-split into conditions $A_1$ and $A_2$, then we can verify each of these conditions in turn:

$$A_1 \Rightarrow C \quad A_2 \Rightarrow C$$

$$A_1 \lor A_2 \Rightarrow C$$  \hfill (\lor\text{-split})

This rule follows directly from the semantics of GTL. Dually, if the consequent of a property requires us to verify two independent responses, then we can verify each of these separately:

$$A \Rightarrow C_1 \quad A \Rightarrow C_2$$

$$A \Rightarrow C_1 \land C_2$$  \hfill (\land\text{-split})

Recall that the GTL property $A \Rightarrow C$ is satisfied if and only if every model trace that satisfies $A$ also satisfies $C$. Therefore, for any circuit model, the leads-to relation is reflexive and transitive:

$$A \Rightarrow A$$  \hfill (\Rightarrow\text{-refl})

$$A \Rightarrow B \quad B \Rightarrow C$$

$$A \Rightarrow C$$  \hfill (\Rightarrow\text{-trans})

Transitivity allows us to split a simulation in half by introducing an intermediate state, $B$. The new verification approach first shows that simulating from $A$ results in $B$. Secondly it verifies that simulating from $B$ results in $C$. These two properties will typically simulate different adjacent segments of the circuit, with the formula $B$ corresponding to a ‘cut-point’ between them. This is illustrated in Figure 4.1(i). In logical terms, it can also be seen as expressing the soundness of either weakening an antecedent, or strengthening a consequent.

The transitivity rule is linear in nature, but we can extend the approach to branching simulations, given that the GTL semantics is monotonic. We can express monotonicity (Theorem 3.3.2) with the rule

$$A \Rightarrow C$$

$$f[A/X] \Rightarrow f[C/X]$$  \hfill (mono)

Or equivalently as

$$A_1 \Rightarrow C_1$$

$$f[A_1/C_1] \Rightarrow f$$

$$f \Rightarrow f[C_1/A_1]$$
4.2. GTL Reasoning - Decomposition Rules

Using these rules combined with transitivity, we can show that it is sound to weaken, or strengthen, any sub-formula of an antecedent, or consequent, respectively:

\[
\frac{A_1 \Rightarrow C_1 \quad A_2 \Rightarrow C_2}{A_2[A_1/C_1] \Rightarrow C_2} \quad \text{(pre-composition)}
\]

\[
\frac{A_1 \Rightarrow C_1 \quad A_2 \Rightarrow C_2}{A_1 \Rightarrow C_1[C_2/A_2]} \quad \text{(post-composition)}
\]

Because these substitutions can take place at any place within a formula, these rules express that branching simulations can be split apart on any branch. The first rule is termed pre-composition, because it effectively adds a simulation before some part of the antecedent condition. Similarly, the post-composition effectively places an extra simulation after one part of the consequent of another. Figures 4.1 (ii) and (iii) illustrate the possible layout of the segments of a circuit corresponding to such decompositions.

Monotonicity and transitivity allow us to derive other rules for decomposition. For example, the following derived rule can be used to compose simulations conjunctively:

\[
\frac{A_1 \Rightarrow C_1 \quad A_2 \Rightarrow C_2}{A_1 \land A_2 \Rightarrow C_1 \land C_2} \quad \text{(mono)}
\]

\[
\frac{A_1 \land A_2 \Rightarrow C_1 \land C_2}{A_1 \land A_2 \Rightarrow C_1 \land C_2} \quad \text{(⇒-trans)}
\]

This can be useful if two parallel independent circuit segments can be simulated independently. Since monotonicity holds for every formula, we can equally well derive this result for any function of two recursion variables. For example, we can show that \( A_1 \Rightarrow C_1 \) and \( A_2 \Rightarrow C_2 \) implies

\[
(YA_1)S A_2 \Rightarrow (YC_1)S C_2
\]

Properties can also be split based on the value of a symbolic variable. For example, if we can verify a property for both valuations of a particular variable, then the entire property must hold:

\[
\frac{(A \Rightarrow C)[true/u] \quad (A \Rightarrow C)[false/u]}{A \Rightarrow C}
\]
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4.2.2 Temporal Decomposition

In this section, we examine decomposition relating to temporal aspects of a property.

4.2.2.1 Temporal Shifting

Since GTL properties have no notion of a starting state, we can temporally shift properties without affecting their meaning, i.e. for a given model:

\[(A \implies C) \iff (YA \implies YC)\] (Y-shift)

Proof. By monotonicity of \( YZ \), it is clear that \( A \implies C \) implies \( YA \implies YC \).

Now suppose \( \mathcal{K} \models YA \implies YC \) and pick some trace \( \sigma \in \text{tr}(\mathcal{K}) \) that satisfies \( A \). Since every Kripke structure has a total transition relation, there is some trace \( \sigma.s \in \text{tr}(\mathcal{K}) \), where \( s \) is some state of the system. By the semantics of Yesterday, \( \sigma.s \) satisfies \( YA \), and so, by our assumption, also satisfies \( YC \). Now by the semantics of Yesterday, it must be that \( \sigma \) satisfies \( C \). Hence \( \mathcal{K} \models A \implies C \).

Section 3.7.3 introduced a model checking algorithm for GTL properties with atemporal consequent (containing no \( Y \)). Using the temporal shifting rule allows us extend this algorithm to those properties that may contain \( Y \) in their consequent. Properties that are bounded and linear, like those of STE, can be re-written into a form where both the antecedent and consequent are a conjunction of formulas that refer to distinct time-slices, such as:

\[Yf \land g \implies Yh \land i\]

The consequent conjuncts can then be split up. For this example there is one to check the final time-step, \( i \), and one which checks the preceding condition, \( h \):

\[
\begin{align*}
Yf \land g & \implies Yf \land Yh \\
y \implies f \implies h & \implies Yf \land Yh \\
Yf \land g \implies g & \implies Yf \land Yh \\
\end{align*}
\]

\( Y \)-shift

\(-\text{trans}

\( Y \)-shift

\(-\text{split}

Example Suppose a 16-bit adder should deliver the first 8-bits of its output in one time-step, and the remainder in the subsequent time step. This can be captured by the property:

\[Y(Y(\text{opA is } a \land \text{opB is } b)) \implies Y(\text{out1 is } (a + b)[7 : 0]) \land \text{out2 is } (a + b)[15 : 8] \]
We can verify this property by showing independently that both outputs are correct, using the two properties
\[
Y(\text{opA is } a \land \text{opB is } b) \Rightarrow \text{out1 is } (a + b)[7 : 0] \\
Y(Y(\text{opA is } a \land \text{opB is } b)) \Rightarrow \text{out2 is } (a + b)[15 : 8]
\]
In practical implementations, the model checking process for such simulations can be shared, since the simulation of the second property will include that of the first.

4.2.2.2 Induction

Since GTL fixed-points represent finite iteration, we can use an induction rule to decompose them. For formulas \( f \) where every free instance of \( Z \) is bound by \( Y \), such a rule is captured by:
\[
\frac{f[f/f] \Rightarrow C \quad f[C/Z] \Rightarrow C}{\mu Z . f \Rightarrow C} \quad (\mu\text{-induct})
\]
In effect, this rule states that fixed-points satisfy their inductive invariants.

Proof. We show by induction that the assumptions are sufficient to conclude that each approximant ‘leads to’ \( C \).

Case \( n = 0 \): \( \mu^0 Z . f = f[f/f] \) and \( f[f/f] \Rightarrow C \) is vacuously true.

Case \( n = 1 \): \( \mu^1 Z . f = f[f/f] \), which is covered by the first assumption.

Case \( n + 1 \) given case \( n \): Suppose \( \mu^n Z . f \Rightarrow C \). Then since \( f[C/Z] \Rightarrow C \), by monotonicity we have that \( f[C/Z][\mu^n Z . f/C] \Rightarrow C \). But \( f[C/Z][\mu^n Z . f/C] = f[\mu^n Z . f/Z] = \mu^{n+1} Z . f \). Hence \( \mu^{n+1} Z . f \Rightarrow C \).

Since the traces that satisfy each approximant also satisfy \( C \), and the fixed-point is the union of these approximants, it must be that traces satisfying the fixed-point also satisfy \( C \), as required.

This induction principle allows us to derive some powerful high-level temporal patterns. For example, we can verify that some invariant \( I \) holds perpetually after reset \( R \), by first showing that the reset establishes the invariant, and then that the invariant inductively holds:
\[
R \Rightarrow I \quad YI \Rightarrow I \\
PR \Rightarrow I
\]
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Proof.

\[
\begin{align*}
R \Rightarrow I & \quad Y \Rightarrow I & \quad R \Rightarrow I \\
\lor & \quad \lor & \quad \lor \\
\mu Z \cdot (R \lor Y Z) & \Rightarrow I & \Rightarrow I \\
\end{align*}
\]

- \( Y \)-split
- \( \mu \)-induct
- \( \text{P-def} \)

Example To illustrate the use of one of these rules, we will examine the decomposition of the verification of an industrial memory design previously described in [HCY03b]. The design consists of two blocks: a memory block for storing incoming data, and a processing block that performs selection, alignment and masking on the data being read.

Verification aims to show that if data \( D \) has been written to address \( A \), and not overwritten since, then if address \( A \) is accessed with appropriate options, the correct selection, alignment and mask of \( D \) is returned. The selection and alignment options must be provided with the read request, and the mask options provided one cycle later, when the read completes. Introducing extra names to describe the simple input predicates required, the property can be specified with GTL as:

\[
Y (\text{no}\_\text{overwrite} \ S \ \text{write}) \land \text{read} \land \text{sel}\_\text{align} \\
\land \text{mask} \Rightarrow \text{data}\_\text{correct} \quad (4.4)
\]

The decomposition approximately halves verification time [HCY03b] by introducing an internal predicate, \( \text{read}\_\text{result} \), to assert that the data is correctly transmitted on the bus between memory and processing blocks. The first stage of verification checks that the memory correctly stores the data and sends it on this bus:

\[
Y (\text{no}\_\text{overwrite} \ S \ \text{write}) \land \text{read} \Rightarrow \text{read}\_\text{result} \quad (4.5)
\]

The second stage verifies that if the processing block correctly receives the data then it is processed correctly:

\[
Y (\text{read}\_\text{result} \land \text{sel}\_\text{align}) \land \text{mask} \Rightarrow \text{data}\_\text{correct} \quad (4.6)
\]

To justify such decomposition it is necessary to show that Equation 4.4 is implied by Equation 4.5 and Equation 4.6 together. This condition is exactly captured by the branching pre-composition rule, since substituting the antecedent of Equation 4.5 in for \( \text{read}\_\text{result} \) in the antecedent of Equation 4.6 results in the original property of Equation 4.4.
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As well as expressing what is being checked, GTL specifications also express the model checking approach that will be used to check it. This means that the shape of a formula can be used to control the degree of precision employed. Abstraction refinement can therefore be described using property-preserving rewrite rules that change the model checking direction. Since every atomic step of simulation can be described precisely using GTL, we have complete control over model checking. We will formalize abstraction refinement as follows:

Definition 4.3.1. The transformation of GTL formula \( f \) to GTL formula \( g \) is an abstraction refinement, written \( f \preceq g \), if \( f \) and \( g \) are semantically equivalent, and the abstract simulation of \( g \) is more precise than the abstract simulation of \( f \), \( \left\lfloor f \right\rfloor_\sigma \supseteq \forall V \left\lfloor g \right\rfloor_\sigma \), for every circuit model.

Any abstraction refinement rule can be soundly applied to any sub-formula in order to create another abstraction refinement rule:

\[ f \preceq g \text{ implies } h[f/Z] \preceq h[g/Z] \]

This is a result of the monotonicity of abstract simulation, given by Lemma 3.7.10. In practical terms, this allows us to refine the abstraction of any intermediate simulation state.

There are two ways in which a ternary simulation can over-approximate the image of an antecedent. First, set-based simulation itself is not complete for certain antecedents. Second, the ternary representation introduces information loss due to its approximation of disjunction and post-image calculation. We will consider rules for each of these effects in turn.

4.3.1 Refining Disjunction

Suppose \( f \) does not contain any fixed-points, and model checking \( f(g \lor h) \Rightarrow C \) fails due to over-abstraction. If the loss of required information is caused by this disjunction alone, then it must be that both \( f(g) \Rightarrow C \) and \( f(h) \Rightarrow C \) would succeed individually.

One way of avoiding such information loss is to repeat the simulation \( f \) for both disjuncts independently. By doing this, we effectively make model checking more explicit. This refinement is captured by distributing \( f \), where possible, over disjunction:

\[ f(g \lor h) \preceq f(g) \lor f(h) \quad (\lor\text{-dist}) \]
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Proof. By definition of $\sqcup$, 

$$\left[ g \right]_{\sigma}^{\nu} \sqcup \left[ h \right]_{\sigma}^{\nu} \equiv \left[ g \right]_{\sigma}^{\nu}$$

so by monotonicity of abstract simulation of $f(Z)$, 

$$\left[ f \right]_{\sigma[Z \mapsto \rightarrow \left[ g \right]_{\sigma}^{\nu} \sqcup \left[ h \right]_{\sigma}^{\nu}}^{\nu} \equiv \left[ f \right]_{\sigma[Z \mapsto \rightarrow \left[ g \right]_{\sigma}^{\nu}]}^{\nu}$$

Hence 

$$\left[ f \right]_{\sigma[Z \mapsto \rightarrow \left[ g \right]_{\sigma}^{\nu} \sqcup \left[ h \right]_{\sigma}^{\nu}}^{\nu} \equiv \left[ f \right]_{\sigma[Z \mapsto \rightarrow \left[ h \right]_{\sigma}^{\nu}]}^{\nu} \sqcup \left[ f \right]_{\sigma[Z \mapsto \rightarrow \left[ g \right]_{\sigma}^{\nu}]}^{\nu}$$

or, equivalently 

$$f(g \lor h) \preceq f(g) \lor f(h) \tag{\lor\text{-sym-dist}}$$

Intuitively, this rule is an abstraction refinement because it delays the stage at which information is lost until later in the simulation. This allows more to be deduced from this information, increasing the precision with which model checking runs. Unfortunately, this increases the number of simulation steps that occur during model checking, giving a performance penalty.

Symbolic representation can allow us to reduce this penalty by sharing the common elements between two repeated steps. We will term this technique symbolic disjunctive completion due to the correspondence with disjunctive completion in abstract interpretation theory [CC79]. Symbolic disjunctive completion uses $u \rightarrow g \mid h$ to represent $g \lor h$, where $u$ is existentially quantified at the top level of simulation. The symbolic states capture circuit node dependencies that would otherwise have been lost by the abstract disjunction. This induces the following form of abstraction refinement:

$$f(g \lor h) \preceq \exists u . f(u \rightarrow g \mid h) \tag{\lor\text{-sym-dist}}$$

In abstract interpretation theory, using the set of downwards closed abstract elements to express disjunction is known as disjunctive completion [GRS00]. When computing over sets of representatives of sets of states, union is a complete abstract interpretation of disjunction. The symbolic representation can be viewed as indexing such sets. Under this interpretation, the symbolic indexing encodes the disjunctive completion of ternary propagations.
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Example  Consider the XOR-gate with delayed inputs shown in Figure 4.2. We would like to verify that if the inputs were mutually exclusive in the preceding time step, then the output should now be high. The most obvious option to simulate this, $\text{Y}((a \land \neg b) \lor (\neg a \land b))$, loses all information in the first time-step, as shown in Figure 4.2(i). This is because we are specifying a dependency between circuit nodes that ternary vectors cannot capture. Applying the ($\lor$-dist) rule distributes the disjunction so that the information about the mutual exclusion case is retained in the post-image, as shown in Figure 4.2(ii). If we apply the rule for symbolic disjunctive completion, ($\lor$-sym-dist), then we achieve the same effect with a single simulation (Figure 4.2(iii)). The variable $u$ captures the required dependency, and the output can be shown to be high.

4.3.2 Product Reduction

It is often possible to simplify a model checking run by forcing separate parts of the circuit to be exercised independently. This is the motivation behind compositional GSTE, described in Section 2.6. The result of such a transformation is that, rather than simulating an entire system $Q_1 \times Q_2 \times \ldots \times Q_n$, simulation takes place independently within each component $Q_1, Q_2, \ldots, Q_n$ in turn. For this reason, we will term this type of transformation product reduction.

In terms of GTL, the degree of product reduction is determined by the point in the simulation where the result of two sub-simulations are conjoined. Since GTL model checking keeps track of only the final states, or images, of each formula, a product reduction effectively allows for more traces than required, since they are not limited by the constraining interaction between the system components. Product reduction can be expressed as the abstraction refinement rule:

$$\text{Y}f \land \text{Y}g \succsim \text{Y}(f \land g)$$

(prod. red.)

Proof. By definition of $\ominus$,

$$[f]_\sigma^n \sqcap [g]_\sigma^n \sqsubseteq [f]_\sigma^n$$
$$[f]_\sigma^n \sqcap [g]_\sigma^n \sqsubseteq [g]_\sigma^n$$

so by monotonicity of post$^\sharp$,

$$\text{post}^\sharp([f]_\sigma^n \sqcap [g]_\sigma^n) \sqsubseteq \text{post}^\sharp([f]_\sigma^n)$$
$$\text{post}^\sharp([f]_\sigma^n \sqcap [g]_\sigma^n) \sqsubseteq \text{post}^\sharp([g]_\sigma^n)$$
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(i) Initial Verification

(ii) Repeating the Simulation

(iii) Symbolic Disjunctive Completion

Figure 4.2: Two Methods of Refining Abstract Disjunction
Hence

\[
\text{post}^{\sharp}([f]^\nu_\sigma \sqcap [g]^\nu_\sigma) \sqsubseteq \text{post}^{\sharp}([f]^\nu_\sigma) \sqcap \text{post}^{\sharp}([g]^\nu_\sigma)
\]

which exactly corresponds to

\[
\mathbf{Y}(f \land g) \preceq \mathbf{Y}f \land \mathbf{Y}g
\]

**Example**  Consider verifying a three-stage pipeline that independently decrements its two binary inputs, a and b, then adds them together. We can try to simulate the two inputs independently, and combine the results at the final stage using: \((\mathbf{Y}\mathbf{Y}(a \text{ is } u)) \land (\mathbf{Y}\mathbf{Y}(b \text{ is } v)).\) Suppose this run fails due to over-abstraction and we discover that, in fact, the two inputs start to interact at the second stage. We refine the simulation to \(\mathbf{Y}(\mathbf{Y}(a \text{ is } u) \land \mathbf{Y}(b \text{ is } v))\) (or even \(\mathbf{Y}\mathbf{Y}(a \text{ is } u \land b \text{ is } v)).\) This simulation may have greater space requirements, but may now maintain enough information for verification to succeed.

### 4.3.2.1 Partial Order Reduction

When simulation with fixed-points is involved, product reduction can correspond to partial order reduction. Partial order reduction helps improve the performance of model checking by eliminating the interleaving of independent actions.

For example, suppose that we wish to simulate the condition under which event \(f\) and \(g\) have both occurred in the past. The most obvious way to simulate this condition is to use the formula \(\mathbf{P}f \land \mathbf{P}g.\) When this is given to the model checker, it simulates the results of \(f\) and \(g\) independently. This is perfectly acceptable if \(f\) and \(g\) simulate different parts of the circuit, but if there is any dependency between the effects of the two formulas, then they will not be captured.

An alternative way to simulate the condition is to case-split on which event occurred first. This is captured by the simulation

\[
\mathbf{P}(f \land \mathbf{P}g) \lor \mathbf{P}(\mathbf{P}f \land g)
\]

that is capable of capturing the interaction between the two events.

### 4.3.3 Refinement by Case-Splitting

Due to the nature of abstract simulation, there are several other ways in which information can be lost, leading to over-abstraction. First, propagation is calculated
locally, on a node-by-node basis. Because of this, the algorithm does not take account
of global patterns that affect the dependencies between nodes. For example, consider
the multiplexer in Figure 4.3. The output should be the same as $a$ when $\text{sel}$ is 1, and
the same as $b$ when $\text{sel}$ is 0. It follows that if both $a$ and $b$ are high then the output
should also be high. The propagation shown in this figure does not derive this global
outcome, however, as it simulates each gate locally.

Second, propagation only takes place in a forward direction, although backwards
propagation is sometimes required to attain new constraints. An example of this has
already been illustrated in Figure 3.5.

In both such cases, the required precision can be retained by suitably case-splitting
the simulation. This is captured by the abstraction refinement rule:

$$f \succ (f \land \neg n) \lor (f \land n)$$  \hspace{1cm} \text{(case-split)}

It is easy to show that this is a refinement rule, since $f$ is equivalent to $f \land (n \lor \neg n)$, and
we can then apply the rule for refinement via distribution of disjunction. Typically, $n$
is some circuit node whose simulation directly affects the segment of interest.

**Example** Figure 4.4 shows the result of applying the rule case-split on a multiplexer
by splitting on the $\text{sel}$ input node. The two scalar inputs of 1 and 0 are each considered
in turn (Figures 4.4 (i) and (ii)) and the simulator maintains that the output is always
high when the two cases are merged in (iii).

As with disjunctive completion, we also have the option of using a variable to
index the two cases symbolically:

$$f \succ \exists u . (f \land n \text{ is } u)$$  \hspace{1cm} \text{(sym-case-split)}

This powerful transformation effectively allows us to pepper the simulation with extra
detail, by introducing pieces of complete symbolic simulation within a predominantly
ternary run.
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4.3.4 Emulating Precise Nodes

As described in Section 2.5.4.5, the GSTE simulator for assertion graphs allows a set of *precise nodes* to be specified. Ghost variables are created to mirror the value of these nodes, thus maintaining their dependencies precisely. This allows us to select aspects of the circuit that we believe require a more concrete representation. In this section, we describe a GTL transformation that achieves the same effect.

The transformation works by using a set of ghost variables, $p_i$, to encode the values on precise nodes $n_i$. Similar to symbolic model checking [McM92], the simulator keeps a Boolean predicate, containing these ghost variables, that precisely characterizes the set of possible node states associated with each simulation state. This is encoded using the *over-constraint* predicate (see 2.4.1). The connection between the values on the nodes and the constraints on the ghost variables is maintained by asserting that the two match in each simulation step.
In symbolic model checking, the variables used to encode state are effectively scoped locally to each time-step. Typically the transition relation, $T$, is a predicate over the current-state variables, $p_i$, and the next-state variables, $p'_i$. The image of a state predicate $S$ is then calculated as $(\exists_i p_i . T \land S)[p_i/p'_i]$. This use of substitution and quantification eliminates the need to use one set of variables for each time-step. Our precise nodes transformation uses substitution and quantification in a similar way, so that variables can be used by each property state independently.

Let us use the example from Section 2.5.4.5, of a circuit with two 2-bit counters, $c_1$ and $c_2$, that increment in synchrony. When a reset occurs, by signaling node $r$, both counters are reset to zero. Suppose that both counters are attached to a comparator, and we would like to verify that this comparator always returns true.

If we simulate the circuit with the formula $\mu Z . r \lor \neg r \land Y Z$ then the values of both counters are quickly abstracted to $XX$. In the first iteration, $(a_1a_0, b_1b_0) = (00,00)$. In the second iteration $(a_1a_0, b_1b_0) = (00,00) \sqcup (01,01) = (0X,0X)$. In the third iteration, $(a_1a_0, b_1b_0) = (0X,0X) \sqcup (XX,XX) = (XX,XX)$. The final output of the comparator is $X$ and so verification fails.

Now we will aim to use variables to index these different cases. The situation is different from symbolic model checking because we will use current-state variables, $p_i$, and previous-state variables, $p^-_i$. Given any simulation state, we can add variables to the state to encode the precise nodes, $n_i$, with the formula

$$D = (\bigwedge_i n_i \text{ is } p_i)$$

In our example, the formula $r$ resets the counters to zero. Therefore $D \land r$ sets the counters to zero, and asserts that the ghost variables match these zero counts. Now suppose that state $Z$ is already indexed in terms of the counters’ ghost variables for the current state. Then we can capture the relationship between the states by substituting the current state variables for previous state variables during the post-image calculation, then asserting the new current state variables and quantifying out the previous state variables:

$$\mu Z . \exists_i p^-_i . ((D \land r) \lor (D \land \neg r \land Y(Z(p_i := p^-_i))))$$

Let us step though this simulation for the dual-counter example with set of precise nodes $\{a_1, a_0, b_1, b_0\}$. In the first iteration, simulating $r$ drives $(a_1a_0, b_1b_0)$ to $(00,00)$, and then $D$ asserts that $(p_1a_1p_0a_0, p_0b_1p_b_0) = (00,00)$. Therefore the ternary vector associated with each symbolic valuation is $\bot$ (over-constrained) except for the state where $(p_1a_1p_0a_0, p_0b_1p_b_0) = (00,00)$.
for which it is \((00, 00)\).

We then substitute and take the post-image, giving us a simulation state where every symbolic valuation is \(\bot\) except for

\[
(p_{a_1}^{-} p_{a_0}^{-} p_{b_1}^{-} p_{b_0}^{-}) = (00, 00)
\]

which is assigned ternary vector \((01, 01)\). Now D again asserts that the current-state variables encode the post-image,

\[
(p_{a_1} p_{a_0}, p_{b_1} p_{b_0}) = (01, 01)
\]

Following quantification of the previous-state variables, every symbolic valuation is assigned \(\bot\) except for when

\[
(p_{a_1} p_{a_0}, p_{b_1} p_{b_0}) = (00, 00) \vee (p_{a_1} p_{a_0}, p_{b_1} p_{b_0}) = (01, 01)
\]

which are assigned \((00, 00)\) and \((01, 01)\) respectively. This process continues until a fixed-point is reached where the only symbolic values that are not \(\bot\) satisfy

\[
(p_{a_1} = p_{b_1}) \land (p_{a_0} = p_{b_0})
\]

and have assigned ternary vector \((p_{a_1} p_{a_0}, p_{b_1} p_{b_0})\). In each of these consistent states, the output of the comparator is true. Therefore the verification succeeds.

This method generalizes to arbitrary GTL formulas, although the matter becomes more complicated when the formula is made up from more than one recursion variable. One way around this is to create a family of ghost variables, so that there is one for each of the occurrences of the variable being simulated.

4.4 Related Work

Although limited reasoning techniques currently exist for GSTE, the development of reasoning rules and associated theorem proving infrastructure has in the past played an important role within the more restricted setting of STE verification.

4.4.1 STE Reasoning

Seger and Joyce [SJ92] first formally reason about STE runs by embedding their semantics in Higher-Order Logic (HOL), and using HOL’s associated theorem proving environment [GM93] to manipulate properties. They describe STE assertions as a set of tuples, each tuple of which encodes the timing and value information about a particular event in the circuit. The connection to STE simulation is then performed using
a decision procedure tool called Voss. Manual reasoning is then used to connect STE assertion tuples to custom higher-level specification definitions in HOL.

Seger and Hazelhurst [Haz96] structure and simplify this approach, by describing runs in terms of the simple domain specific logic, Trajectory Evaluation Logic (TEL). They develop a simple set of rules for this logic that can be applied directly within their lightweight proof tool, VossProver. This makes reasoning more accessible, since it no longer requires either low-level reasoning at the level of assertion tuples, or an understanding of reasoning with HOL. The rule-base [SC95] contains rules for equivalence and decomposition, and have shown to be useful in industrial verification [AS95]. A range of extra reasoning rules for TEL have also been presented to complement particular advances in STE verification techniques. For instance, Aagaard et al. [AJS98] describe extra rules for temporal induction and case-splitting. Kaivola and Aagaard describe a range of rules used in an industrial divider circuit in [KA00]. TEL is also used to express symbolic indexing transformations [AJS99, MJ02], which can dramatically reduce memory verifications [PRBA97], as well as play a part in automatic abstraction refinement [RC06b, ABMS07, TG06, CHXY07].

Since TEL is close to being a sub-language of GTL, these rules are similar to some of our own. For instance, some are closely related to our rules for transitivity, temporal shifts, weakening and strengthening, and some aspects of symbolic reasoning. One significant difference is that TEL is defined in terms of a partial model structure, and so does not allow a law of the excluded middle. When using TEL in a binary setting, its partially ordered state-space models must be connected with additional Boolean relational models [AMO99] in order to derive such rules. In contrast, the semantic approach of GTL models the circuit as Boolean from the start, thus simplifying both our specification notation semantics as well as our theory. Of course, the main advantage of our reasoning system is that the rules are generalized to an unbounded setting.

### 4.4.2 GSTE Reasoning

In contrast to STE, reasoning techniques for GSTE are fewer in number, and are less formally specified. We suspect that this is primarily due to the difficulties that accompany reasoning with assertion graphs. Systematic transformations for abstraction control in GSTE were first described by Yang and Seger [YS02], where it is noted that case-splitting of assertion graph edges, and unrolling of edge loops, are often sufficient for abstraction refinement. In GTL, equivalent transformations to these are
captured cleanly by a combination of case-splits, fixed-point unrolling and distributive operations. Our abstraction rules are, to our knowledge, the first general-purpose formalization of abstraction refinement applicable to GSTE simulation approaches.

Jain [Jai97] describes some similar forms of transformation and composition for his graphical simulation specification notations—the fore-runners of assertion graphs. Like assertion graphs, reasoning with and manipulating these forms requires lengthy proofs and algorithms. Hu et al. [HCY03b] are the first to formally reason with the currently accepted specification notation of assertion graphs, by providing decision procedures for both implication and verification under assumption. The methods rely on constructing monitor circuits [HCY03a] from assertion graphs, which signal when an assertion on their inputs fails. GSTE itself is then used on such monitor circuits to verify the required characteristics. An alternative approach to checking implication is provided by in [YYSX06], via an algorithm for explicit calculation of maximal models for assertion graphs. Although both these approaches are sound, they are long-winded when compared to some of the options available with GTL. For instance, at the end of Section 4.2, we demonstrate a GTL decomposition that is shown to be sound via a simple syntactic proof rule in our logic. The same decomposition verified using monitor circuits [HCY03b] requires an entirely separate GSTE verification effort.

As well as approaches that use decision procedures to reason formally about assertion graphs, some progress has also been made with exhaustive manual reasoning. A series of results regarding implication between assertion graphs is provided in [YYHS05]. These rules and proofs are long and involved, because they deal directly with flat mathematical representations of assertion graphs. Furthermore, the rules have a very limited range of applicability, with comparisons typically requiring equal assertion graph structures. When translated into GTL specifications, many of these rules become trivial instances of monotonicity.

Our product reduction abstraction refinement rule characterizes the motivation behind compositional GSTE [YS04]. This rule amounts to a universal abstraction of the dependencies between the parallel processes of which the circuit is composed. Similar abstractions between parallel processes have also been explored in [KDGG95].
Chapter 5

Assertion Programs

This chapter introduces the language of assertion programs, which can be used to describe GSTE specifications at a higher level of abstraction than generalized trajectory logic. This enables more succinct specifications that can connect and make sense of the often numerous and complex simulation patterns required to fully verify a non-trivial hardware component.

There are several reasons why a language such as this is required above-and-beyond GTL. Most importantly, GTL formulas operate at the bit-level, so operations like arithmetic are generally obscured beyond the point of easy recognition. Assertion programs get around this problem by providing standard data types to capture these patterns directly. Another problem with GTL is the low limit on nested $\mu$-expressions before a simulation becomes unintelligible to the human eye. In contrast, recursion in assertion programs is captured in a more scalable style, based on familiar programming notations. Furthermore, GTL specifications must sometimes be written in unintuitive forms to enforce a particular model checking strategy. In contrast, assertion programs are independent of model checking, so can be written in the best way to represent the properties most clearly.

Traditionally, GSTE specifications are complete forms of component specification. A single GTL property, however, expresses a single cause-of-effect relation, so a multiplicity of properties are typically required to verify the complete functionality of a hardware component. For example, several distinct GSTE simulations may be used for each different output signal of a particular circuit. Although these simulations are distinct, they often share some of their structure, since they are intended to drive the same device. It therefore makes sense to collate these common factors into a unified component specification. For this reason, we choose to use assertion programs to describe high-level model specifications that capture the required circuit
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Figure 5.1: Conceptual Framework

behaviour. GSTE simulations for different aspects of the specification can then be generated directly from these specifications.

5.1 Specification Approach

In the conceptual view of our framework, the high-level model and the circuit design receive the same input data from the environment at each time-step. Both execute independently with these inputs, and produce their own responses. A set of assertions are then used to verify that the outputs of the circuit match the expectations from the specification, meaning that the circuit is considered a refinement of the high-level model. This is illustrated in Figure 5.1.

One apparent disadvantage of our approach is that the high-level models will be susceptible to the same human error as the circuit designs themselves. But verification does plug a significant abstraction gap, since factors other than pure functionality drive practical circuit designs to higher levels of complexity. For instance, nondeterminism is often introduced by design optimizations such as resource sharing, power reduction features and pipelines with additional control state. Symmetries in the functional specification are often not mirrored in the design, for reasons of layout placement or even electrical interference with neighbouring components.

5.2 Language Overview

Assertion programs are cycle-accurate executable representations of circuit specifications, so the language of assertion programs subscribes to the same temporal characteristics as the hardware itself. Time is modeled as a series of discrete steps, each of which contains some amount of synchronous parallel computation. So that we can
describe any timing characteristics that might be possible in hardware, we follow its reactive nature. Therefore the current output values and the subsequent circuit state in our high-level model are determined by the current state and current input values.

5.2.1 Structure

Each program is split into four different blocks:

- The **variable declaration block** defines the types and variables used by the program.
- The **model block** describes the transition system of the specification in terms of statements that assign values to variables.
- The **interface block** describes how the inputs to the circuit relate to those of the high-level model.
- Finally, the **assertion block** describes properties to verify, regarding how the circuit output relates to that of the high-level model.

5.2.2 Types

Assertion programs make use of higher-level data types, and their associated functional operators, in order to represent complex patterns of specification succinctly. The language is strongly typed, to support the semantics, as well as for type-checking and aiding reasoning. In principle, any relevant range of data types and operators may be used within our framework, matching the specific requirements of the design at hand. For the purposes of this chapter, however, we will limit our data types to the Boolean type, bool, and the family of bounded non-negative integer types int\((n)\) for \(n \in \mathbb{N}\), where int\((n)\) describes those non-negative integers that are strictly less than \(n\). As operators on these types, we will allow the standard Boolean operators, together with conventional operators for arithmetic modulo \(n\).

5.2.3 Variables and Declarations

Assertion programs contain two classes of variables: program variables and indexing variables. **Program variables** capture the state of the high-level model in a given time-step. **Indexing variables** are used for defining locally scoped generalizations, such as generalized parallel composition and Boolean quantification. Only program variables are evaluated with respect to the current temporal context. For instance, it makes sense
to refer to the value that a program variable held in the last time-step, but not to the previous value of an indexing variable.

For clarity and typing, program variables, constants and type aliases are declared at the beginning of a program, in the declaration block. Program variables are declared with the `var` keyword, as such:

```plaintext
var variable_name : variable_type
```

Constant declarations provide a simple and useful means of easily parameterizing specifications. In practice, parameterization would be better serviced by a complete module system, but this is beyond the scope of our work. Constants are defined with the `const` keyword. For example:

```plaintext
const SIZE = 10
```

It is also useful to be able to define type constants, or aliases, via declarations of the form

```plaintext
type index = int(SIZE)
```

### 5.2.4 Expressions

Assertion program expressions allow us to describe how to compute the values with which to update the program state. Expressions can consist of literal constant values, program or indexing variables, or be constructed using Boolean operators, equality or other data-specific functions. This allows us to build expressions such as

```plaintext
((1 + count) = max) ∨ done
```

We will also allow conditional expressions, using the same syntax as the GTL conditional construct:

```plaintext
guard → if_expression | else_expression
```

We introduce the special operator `last` which modifies an expression to refer to its value in the preceding time-frame. For example, `last(input + 1)` refers to the value assigned to program variable `input` in the preceding synchronous time-step, incremented by one.

This form of temporal expression is useful for several reasons. First, since our output may be functionally dependent either the current or past values of other signals, we
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require a means of specifying temporal references. Second, being able to temporally shift signal specifications is useful, since hardware interfaces are frequently affected by pipelining adjustments. Third, the use of last expressions conveniently mirrors the Yesterday operator of GTL. This correspondence is vital in the translation which we will present from programs to GTL properties.

5.2.5 Statements

The state transitions for our high-level models are described using assignment statements that set the values of program variables at each synchronous time-step. Statements can be viewed either imperatively or declaratively. Interpreted imperatively, the statements provide instructions that describe how to update the state of the model. This gives the specifications an intuitive feeling, and mimics many common programming languages. In contrast, assignments can also be viewed declaratively, as defining constraints on the model’s possible state transitions. This alternative viewpoint also forms a logical basis for our translation to GTL properties, presented in the subsequent chapter.

Setting a program variable is described by an assignment statement of the form:

\[ \text{identifier} := \text{expr} \]

where identifier is the variable to be set and expr is the expression to evaluate for the update value. For example, \( \text{count} := \text{last(count)} + 1 \) stipulates that the program variable count is be incremented at every time-step. From the declarative viewpoint, the statement can be viewed as the constraint given by the corresponding equality: \( \text{count} = \text{last(count)} + 1 \). Such an equation says that in any model transition, the value of count is one greater in the successor state than in the original state.

Statements are composed via parallel composition, written using the infix symbol ‘∥’, or, alternatively, as a line-break. For example, the statement

\[ \text{count}' := \text{last(count)} \parallel \text{count} := \text{count}' + 1 \]

says that count’ should be set to the previous value of count and count should be set to the current value of count’ plus one. In terms of logical specification, parallel composition can be seen as the conjunction of the logical constraints of its two component statements.

Since parallel updates take place simultaneously, two potential problems are raised by this form of composition. First, it is possible to construct inconsistent programs.
that assign different values to the same variable. For example, \( a := 1 \parallel a := 2 \) does not have a clear interpretation. We will judge such multiple assignments to be ill-formed statements, which it is the responsibility of the user to avoid. Second, mutually recursive dependency loops such as \( a := b \parallel b := a \) can be created, which do not have a well-founded evaluation strategy. We will avoid this problem by requiring of the user that there are no dependency loops in the programs.

Programs also include conditional statements for specifying control, using the \texttt{if}, \texttt{then} and \texttt{else} keywords. Such statements follow the standard expectations of a conditional. An example of this is shown in the assertion program in Figure 5.2, which models a simple 8-bit counter.

### 5.2.6 Arrays

We include arrays as built-in composite data types in assertion programs, as they are frequently useful for the describing common hardware specification patterns that mirror structural circuit duplication and memories. Array types consist of an element type and a index type, written in the form

\[
element\_type[index\_type]
\]

Array-lookup expressions are written in the form

\[
array\_name[index\_expression]
\]

Notice that we allow arrays to be indexed over any type, and not just the integers. In this sense, they resemble arbitrary value maps. For example, we might describe an address to be an array of 8-bit values, and describe a memory to be an array of data.
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```plaintext
type data = int(256)
type addr = int(8)

model
  var mem : data[addr]
  var data_in, data_out : data
  var write_addr, read_addr : addr
  var write_enable, read_enable : bool

for i : addr do
  if write_enable ∧ (i = write_addr) then
    mem[i] := data_in
  else
    mem[i] := last(mem)[i]
  if read_enable then
    data_out := last(mem)[read_addr]
```

Figure 5.3: Program Segment for an 8-Place 32-bit Memory

indexed by addresses:

```plaintext
type addr = bool[int(8)]
type mem = data[addr]
```

Modeling often requires simultaneous assignment to array indices within a single time-step. To express this, we use `for` statements to describe indexed parallel composition, generalizing parallel composition over typed indexing variables. As an example, Figure 5.3 shows a program that models an 8-place memory for 32-bit integers, using a `for` statement to update each index of the memory array model at every time-step.

In order to achieve a clean semantics, we will place the restriction that assignment statements can only assign the primitive types of Boolean and integers. This enforces the degree of atomicity with which variables can be set. As a result, an array cannot be copied directly with a single assignment of the form `a := b`. We can, however, always introduce `for` statements to handle such cases:

```plaintext
for i : type do a[i] := b[i]
```

5.2.7 Circuit Interface

The `interface block` describes how the inputs to the high-level model relate to the input nodes of the circuit implementation. Circuit input nodes are represented by special
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Boolean program variables, declared with lines of the form:

```
node reset, write_en
```

The names of these variables correspond with the string identifiers used by circuit netlist models, and necessarily have type `bool`. Since they represent environmental input, they may not be assigned to. Buses of nodes may be declared using the conventional square bracket hardware notation for defining vector index ranges. For example, the declaration

```
node data_in[7 : 0]
```

declares the array of the nodes named `data_in[7]`, `data_in[6]`, ..., `data_in[0]` in the circuit model. For such a bus, `data_in` is assigned the array type `bool[int(8)]`.

By introducing these variables, we can now express the mapping between these variables and the high-level model inputs using the same types of statements that are used to define the model. At each time-step, the inputs to the high-level model are set using assignments evaluated from circuit input expressions. This follows the approach set out in Figure 5.1.

Since these statements follow the same semantics as statements in high-level models, the interface block can be seen as merely a parallel extension to the high-level model. By enforcing the separation between the two, however, we can greatly enhance the clarity of the high-level model by separating it from the messy details of the interface. It is also common for there to be many different hardware designs and interfaces for different circumstances even though they implement the same functional purpose. Therefore our separation of model and interface allows for the model to be reused and only the interface part need be rewritten for different circuit implementations. The use of a separate interface ensures that the high-level model does not contain details such as:

- The names of circuit nodes, which, following synthesis, many be long and obscure.
- The binary implementation encodings for high-level data types.
- The timing details about when circuit signals are stable.
- Small aspects of control (termed ‘pre-logic’) that conditionally select, route and decode parameters in an implementation specific manner.
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```plaintext
interface
node force_bypass_rd_L_335
node res_op_FH_334[35 : 0]
node bypass_H_333[31 : 0]
node res_op_out_H_338[31 : 0]

write_addr := bvn2int_raw(res_op_FH_334[4 : 1])
read_addr := bvn2int_raw(res_op_FH_334[4 : 1])
write_enable := res_op_FH_334[0]
read_enable := ¬res_op_FH_334[0]
if last(force_bypass_rd_L_335) then
data_in := last(last(bypass_H_333))
else
data_in := res_op_FH_334[35 : 4]
```

Figure 5.4: Example Interface for an 8-Place 32-bit Memory

The methodology surrounding the Forte verification platform has demonstrated the benefits of separating such hardware interfaces from the core functional specification, using what it terms circuit APIs [SJO+05].

5.2.7.1 Encoding Mappings

Our programs make use of the library of functions provided by Forte [SJO+05] for mapping between high-level data types and bit-vector representations. Forte includes functions for bit-vector arithmetic, conversion, extension, contraction and signing. An example is the useful map int2bvn, which converts non-negative integers to their unsigned bit vector encoding, and bvn2int, which converts back again.

**Example** Suppose we are to use the program in Figure 5.3 to verify a small memory. In the implementation at hand, the memory receives either a read or write operation encoded on the bus res_op_FH_334[35 : 0]. The node res_op_FH_334[0] is set true if this operation is a write, otherwise the operation is a read. The address is encoded as an unsigned integer in res_op_FH_334[4 : 1]. If this is a write then the data is in res_op_FH_334[35 : 4], unless a special flag force_bypass_rd_L_335 was set in the previous time-step, in which case the data should come from the values on bus bypass_H_333[31 : 0] two time-steps previously. The assertion program interface for this is shown in Figure 5.4, and characterizes typical interfaces found during microprocessor verification.
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5.2.8 Assertions

The final block of an assertion program specifies properties that link the output of the circuit to the behaviour of the high-level model. Such properties can be seen as an output interface mapping between the two. Assertions are of the form

\[ \text{antecedent} \Rightarrow \text{consequent} \]

where the antecedent and consequent are Boolean expressions, and the consequent is an expression involving only circuit nodes and indexing variables. Each line asserts that if the circuit is operating in parallel with the interface mapping and high-level model, within the same environmental input trace, then at every step, if the antecedent condition is true, then the consequent condition must also evaluate to true. Typically, the antecedent corresponds to a particular high-level model state, and the consequent describes the resulting signals that we would expect to see in the circuit implementation under such conditions. Often this is used to assert simple output equivalence.

For example, suppose we have a high-level model of a counter, consisting of program variable `count`. We can assert that under the conditions in which the count is zero, the circuit under verification should signal `empty`:

\[ (\text{count} = 0) \Rightarrow \text{empty} \]

When programs are compiled into symbolic ternary simulations, as described in the subsequent chapter, the antecedents of these assertions are used to calculate those circuit execution traces that need to be simulated, and the consequents are used to assert that the right values occur in these traces.

In order to bridge the gap between antecedent and consequent, it is often necessary to introduce indexing variables that remain symbolic in the corresponding simulation run. This is achieved via indexed `forall` assertions. For example, we might make the following assertion about the memory model of Figure 5.3:

\[ \forall i : \text{data}. ((\text{data\_out} = i) \Rightarrow (\text{res\_op\_out\_H\_338}[31 : 0] = i)) \]

5.3 Formal Semantics

This section introduces the formal semantics for assertion programs. A formal grammar for the programs can also be found in Appendix B.
Definition 5.3.1. Assertion programs satisfy the grammar in Appendix B together with the conditions that there are no atemporal cyclic dependencies between the values assigned to the program variables and conditional guards cannot depend on the variables set within either of their branches (i.e. we cannot set some element of state conditional upon its future value).

These sanity conditions are used later in order to ensure that the expressions assigned to variables can be calculated directly from the inputs available.

We provide a semantics for programs by viewing statements as declarative constraints on execution traces. A circuit then satisfies each program trace if each of the assertions holds in every circuit trace with matching inputs.

As we have already described, assertion programs make use of program variables, which we will denote with the finite set $\text{ProgVars}$, and indexing variables, for which we will use the finite set $\text{IndexVars}$. The circuit nodes $\mathcal{N} \subseteq \text{ProgVars}$ are described using special program variables that cannot be assigned to. Let $\text{Types}$ be the set of types in use, containing at least a Boolean type, $\text{bool}$.

We designate $\text{Values}$ to be the set of primitive values, which, for illustrative purposes will contain $\text{true}$, $\text{false}$ and the non-negative integers. We will define values to map from the set of types to the sets of values that a particular type represents. For example, we might have that $\text{values}(\text{int}(4)) = \{0, 1, 2, 3\}$. For our purposes, such sets are assumed to be finite.

The state of a program is modeled as a finite words of stores, corresponding to execution histories, where a store is a map from locations to values. Since an expression may incorporate arbitrarily many last expressions, we must keep track of the complete past execution history. A store location consists of a program variable, together with a list of lookup indices, giving us the set:

$$\text{Locations} = \text{ProgVars} \times \text{Values}^*$$

For example, the location associated with address $a[3][4]$ is $(a, [3, 4])$, and the address for $v$ is $(v, [])$. A store is then a map from locations to values:

$$\text{Stores} = \text{Locations} \rightarrow \text{Values}$$

The possible transitions between such stores are determined by the assignment statements that a program contains.
5.3.1 Evaluating Expressions

Expression evaluation is performed using two different variable contexts, which cater for program and indexing variables respectively. Program variables are evaluated using the store history, $\sigma \in \text{Stores}^+$. The index store, $\nu \in \text{IndexVars} \rightarrow \text{Values}$, is the local context in which to evaluate indexing variables.

We will define a natural semantics [Kah87] for expression evaluation using the judgment

$$E \xrightarrow{\sigma, \nu} e$$

which means that expression $E$ evaluates to value $e$ in store history $\sigma$ and index store $\nu$. To define expression evaluation, we first define how to evaluate locations from assignable expressions, such as program variables and array indices. These expressions will be evaluated by first evaluating their store location, and then looking up this location in the current store. The judgment

$$E \xrightarrow{\sigma, \nu, \text{loc}} l$$

will be used to denote that an expression evaluates to location $l \in \text{Locations}$. Program variables evaluate to the location consisting of themselves with the associated empty index. Array indices are evaluated by creating a location from the name of the array and the evaluations of each index expression:

$$x \in \text{ProgVars}$$

$$x \xrightarrow{\sigma, \nu, \text{loc}} (x, [])$$

$$A \xrightarrow{\sigma, \nu, \text{loc}} (x, \pi)$$

$$E \xrightarrow{\sigma, \nu} e$$

$$A[E] \xrightarrow{\sigma, \nu, \text{loc}} (x, \pi e)$$

An expression that can be evaluated to a location can then be evaluated to a value by being looked up in the current store:

$$E \xrightarrow{\sigma, \nu, \text{loc}} l$$

$$E \xrightarrow{\sigma} s(l)$$

Indexing variables are simply evaluated by looking up their value in the index store:

$$u \in \text{IndexVars}$$

$$u \xrightarrow{\sigma} \nu(u)$$

Functional application is evaluated by first evaluating the arguments in the same context, and then applying the function:

$$E_i \xrightarrow{\sigma} e_i$$

$$f(E_0, \ldots, E_n) \xrightarrow{\sigma} f(e_0, \ldots, e_n)$$
We will assume that equality and Boolean negation correspond to specific types of functional application, with their standard definition. We will also allow for the other Boolean operators, as well as conditional expressions, although these are to be interpreted lazily. For example, if the first argument of Boolean conjunction evaluates to false, then the second argument need not be evaluated. Universal quantification is defined lazily by:

\[
\forall e \in \text{values}(t) . (E \sigma_{\nu[x \mapsto e]} \rightarrow \text{true}) \quad (\forall x : t . E) \sigma_{\nu} \rightarrow \text{true}
\]

and existential quantification is defined dually. Finally, last-expressions are evaluated by shifting the program variable store context by one time-step backwards:

\[
E \sigma_{\nu} \rightarrow e \\
\text{last}(E) \sigma_{s,\nu} \rightarrow e
\]

Notice that as a result, there is no guarantee that an expression can be evaluated at all, since the current execution history may not be sufficiently lengthy.

### 5.3.2 Statements

We will write the judgment

\[
\sigma \xrightarrow{T_{\nu}} \sigma_{s}
\]

to indicate that statement \( T \) is consistent with the transition from state history \( \sigma \) to \( \sigma_{s} \) in indexing variable context \( \nu \). Transitions always corresponds to the addition of one time-step to the store history. The skip statement poses no constraints on execution:

\[
\sigma \xrightarrow{\text{skip}_{\nu}} \sigma_{s}
\]

Assignment statements assert that current store value for a program variable matches the value of the assigned expression:

\[
E \sigma_{s,\nu} \rightarrow e \\
\sigma \xrightarrow{x := E_{\nu}} \sigma_{s}
\]

A transition respects a parallel composition of statements if it respects both statements at once:

\[
\sigma \xrightarrow{T_{1,\nu}} \sigma_{s} \\
\sigma \xrightarrow{T_{2,\nu}} \sigma_{s} \\
\sigma \xrightarrow{T_{1} \parallel T_{2,\nu}} \sigma_{s}
\]
The branches of conditional statements must only constrain the state when the guard evaluates correspondingly:

\[
\begin{align*}
E & \stackrel{\sigma}{\longrightarrow}_\nu \text{true} & \sigma & \stackrel{T_1}{\longrightarrow}_\nu \sigma s \\
\sigma & \quad \text{if } E \text{ then } T_1 \text{ else } T_2 & \rho & \stackrel{T_2}{\longrightarrow}_\nu \sigma s
\end{align*}
\]

The statements provided by a for expression apply under every valuation of the corresponding indexing variable:

\[
\begin{align*}
e & \in \text{values}(t) & \sigma & \stackrel{T}{\longrightarrow}_\nu \sigma s \\
\sigma & \quad \text{for } u : t \text{ do } & \rho & \stackrel{T}{\longrightarrow}_\nu \sigma s
\end{align*}
\]

Notice that these conditions can result in a nondeterministic transition system. In particular, if a particular program variable is not constrained by an assignment statement, then it may take on any value at that time-step.

### 5.3.3 Transition System

We will say that a statement is deadlock-free if every state history has a successor. Statements that introduce deadlock are those that assert inconsistent state updates, such as \(x := \text{true} \parallel x := \text{false}\).

**Definition 5.3.2.** A statement \(T\) is deadlock-free if for every \(\sigma \in \text{Stores}^+\), there exists some \(s \in \text{Stores}\) such that

\[
\sigma \stackrel{T}{\longrightarrow}_\nu \sigma s
\]

Assuming that a given statement \(T\) is deadlock-free, then it has associated transition system given by \((\text{Stores}^+, \sigma \stackrel{T}{\longrightarrow}_\nu \{\} )\). If the statement has a bounded nesting depth \(n\) of last expressions, we can reduce this infinite state structure to the finite Kripke Structure \((\bigcup_{i \leq n+1} \text{Stores}^i, \stackrel{T}{\longrightarrow}_\nu \{\} )\), since the state is not dependent on the entire execution history. Given a program \(\text{AP}\), with model block \(\text{model}(\text{AP})\) and interface block \(\text{interface}(\text{AP})\), let its Kripke Structure be given by:

\[
\mathcal{K}_{\text{AP}} = ( \bigcup_{i \leq n+1} \text{Stores}^i, \stackrel{\text{model}(\text{AP}) \parallel \text{interface}(\text{AP})}{\longrightarrow}_\nu \{\} )
\]
5.3.4 Satisfaction

Now that we have defined this transition system, we can describe what it means for a circuit to satisfy the assertions laid down by an assertion program. Recall that we intend to subject the high-level model and circuit to the same input traces, and then assert that every output guaranteed by the high-level model is also guaranteed by the circuit. First, we will define the traces that can be performed when a program runs in parallel with a circuit:

**Definition 5.3.3 (Monitor Traces).** Given a trace $\sigma \in tr(K_C)$ of circuit model $K_C$, then the set $\text{monitor}_{AP}(\sigma)$ of corresponding monitor traces for program $AP$ is defined by those traces of the same length as $\sigma$ that are in lock-step agreement over the circuit nodes:

$$\text{monitor}_{AP}(\sigma) = \{ \text{last}(\pi) \mid \pi \in tr(K_{AP}) \land |\sigma| = |\pi| \land \forall i < |\sigma|. (\sigma_i = (\text{last}(\pi)_i)_{\pi} \}$$

**Definition 5.3.4 (Satisfying Traces).** For circuit $K_C$, a given circuit trace $\sigma \in tr(K_C)$ satisfies assertion $A \Rightarrow C$ of program $AP$ when for every indexing context $\nu \in \text{IndexVars} \rightarrow \text{Values}$, $\sigma$ satisfies $C$ whenever every monitor trace of $\sigma$ satisfies $A$:

$$\left( \forall \pi \in \text{monitor}_{AP}(\sigma) . (A \xrightarrow{\nu} \text{true}) \right) \implies (C \xrightarrow{\sigma \nu} \text{true})$$

**Definition 5.3.5 (Satisfying Circuits).** A circuit $K_C$ satisfies program $AP$ when every trace of the circuit satisfies every assertion $A \Rightarrow C$ from $AP$.

Notice that our assertions require that the consequent hold only if the antecedent holds for every possible monitor trace of a given circuit (input) trace. Therefore, if the antecedent nondeterministically holds for a given input trace then no assertion is made at all. For example, suppose we are modeling a memory cell, that has a non-deterministic starting state. We assert that if the content of the memory cell matches some constant $d$, then the circuit should output this value. Since the initial state is not specified, there will be some execution traces where this antecedent holds initially. Under our definition of satisfaction, however, the assertion only applies after those input traces that guarantee the antecedent under all possible execution traces. Therefore, the specification will only assert that the memory outputs the correct value after an input trace occurs that first writes to it.
5.3.5 Example

Consider the program in Figure 5.5, which describes a simple counter that operates modulo 5. The circuit under test contains at least a reset node, resetnode, and a node signalnode that is supposed to signal true whenever the counter is zero. The reset node should set the counter to zero after a delay of one cycle. We consider exactly what it means for a circuit to satisfy this specification.

Satisfaction requires that the assertion \((\text{count} = 0) \Rightarrow \text{signalnode}\) holds for any input trace given both to the program and the circuit. First, we will consider input traces of length one. The input consists solely of whether the reset node is high or not, so there are only two possible cases. In either case, the input trace does not force the value of the count to zero in the current time-step, so the antecedent fails, and the trace is satisfied.

Now let us consider traces of length two. A similar scenario now holds, with the exception of the cases where resetnode is high in the first time-step. Under this condition, the constraints of the program transition force \(\text{count}\) to be zero in the subsequent time-step, so that the antecedent condition evaluates to true. We therefore assert that if resetnode is high then signalnode must be high in the subsequent time-step.

By the time we reach traces that are longer than length five, another option presents itself. The antecedent now evaluates to true either if resetnode is high in the penulti-
mate step, or if it was high six steps previously, and has been low for the following five steps. Clearly, as traces lengthen further, we will assert that signalnode must be high \(1 + 5n\) steps after the most recent reset. The traces for which we assert a signal are illustrated in Table 5.1.

### 5.4 State Variables

When a program variable is not assigned an update in a given time-frame, its value is effectively nondeterministic. This quality is useful for modeling hardware, since it allows us to write partial specifications. It is often easier, however, to specify transitions using variables with persistent state, that retain their value if an update is not explicitly given. Of course, we can specify such persistence using assignments of the form \(a := \text{last}(a)\), but including a large number of such assignments can cloud the overall view of the specification. We therefore provide an alternative mechanism for this, by allowing individual program variables to be marked as state variables, meaning that their values persist by default. Figure 5.6 shows a memory cell program that has been simplified through the use of a state variable.

A program that uses state variables can be changed into an equivalent program that does not include state variables by adding extra state preservation assignments of the form \(a := \text{last}(a)\) at various points in the program. For example, the memory cell specification in Figure 5.6 (i) can be obtained automatically from the state variables used in (ii). We do not describe this procedure in detail, but note that it involves calculating a symbolic condition under which no assignments update the value of a state variable, and inserting a top-level state preservation assignment guarded by this condition.
5.5. Related Work

One of the most common methods of property specification for hardware verification is to use assertion languages like Property Specification Language (PSL) [PSL05], ForSpec [AFF+02] or System Verilog Assertions (SVA) included in-line within the circuit description itself. These linear assertion languages tend to use a mix of temporal logic and regular expressions, making them useful for checking individual aspects of a design’s functionality. GSTE verification, however, tends to be based around complete component specifications, and therefore resembles refinement checking rather more than property verification. For example, the GSTE FIFO property in [YS02] describes all the requirements of the device, in a single assertion graph, by essentially describing a complete abstract reference model. Although such abstract states can be captured using \( \mu \)-expressions in GTL, this approach does not scale well, especially in terms of human legibility. Therefore, because they can succinctly describe these arbitrary abstract state transition systems, assertion programs are more suitable for GSTE-style verifications. We therefore use assertion programs and relate the implementation to the specification via trace equivalence. Similar approaches using reference models and trace equivalence for processor verification can be found in [Cyr03, Kai05].

There is a large range of existing languages that may also be suitable for describing such high-level models. The most important characteristic required is the ability to describe the synchronous parallel behaviour of reactive systems [Hal98]. Broadly speaking, these languages can be divided into: synthesizable hardware description languages, hardware modeling languages, and languages used purely for specification.
5.5.1 Hardware Description Languages

Hardware description languages have been widely used to describe systems at all levels of abstraction, and have the benefit of being familiar to many engineers. Some of the most commonly used include Verilog [TM91], VHDL [Nav97], and SystemC [GLMS02]. One main drawback of these languages is that they are not defined with a formal semantics. Formalization attempts have proved difficult [Gor95], although limited progress has been made [Gor97, PLC94]. These languages also contain significantly more complexity than required for our purposes, for example by including support for sequentiality, timing, synchronization conditions and recursion. Such complexity would significantly affect the cleanliness and reasoning ease of our specifications. Furthermore, since these languages are designed for providing implementations rather than reference models, they can also tend to over-specify systems, not allowing for partial specification.

Aside from the most popular hardware description languages, there are other options built around solid formal semantics. The synchronous programming languages [Hal98], such as Esterel [BC85], Signal [RMC94] and Lustre [HLR92] are particularly relevant for our requirements, due to their alignment with the temporal models of hardware execution. Of these, assertion programs most closely resemble the dataflow language Lustre [HLR92], which also uses assignment-based constraints built from expressions with a last-time operator. Lustre models include a concept of initial state, but ternary simulation models do not, so relating the two via refinement could prove troublesome. The mutually recursive equation definitions described by both Lustre and assertion programs can also be embedded as mutually recursive functional definitions in a functional programming languages, leading to languages such as Lava [CS00] and the original formulation of Bluespec [HA00].

5.5.2 Modeling Languages

There is also a class of similar languages used to describe design models for verification. Like assertion programs, these languages generally declare some form of model state, and then describe behaviour as a series of transition constraints, based around this state.

One example is the modeling language for the Symbolic Model Verifier (SMV) [McM99]. As with assertion graphs, assignment in the SMV language can be interpreted as a logical equality, allowing reasoning in the flavor of Lamport’s Temporal Logic of Actions [Lam94]. Unlike assertion programs, temporal aspects in SMV are
slightly more rigid. Instead of allowing arbitrary last expressions, there are two forms of assignment: instantaneous assignment, written $x := E$, and delayed assignment, written $\text{next}(x) := E$. Our use of the last operator is not only more succinct in certain cases, but also provides a closer fit when we come to translate to GTL properties, as we will see in the subsequent chapter.

Assertion programs also share much in common with other transition-based modeling languages. Mur$\phi$ [DDHY92] is one such language, developed for protocol verification. As with assertion programs, transitions are specified as updates to abstract state, and assignments can be guarded or composed in indexed parallel. One crucial difference, however, is that updates are grouped into guarded blocks called rules (or transitions), at most one of which is nondeterministically chosen to execute in each time-step. Although such nondeterminism in the order of update execution is useful for simplifying protocol models, it does not help for GSTE verifications, where specifications are required to be cycle-accurate. Similar languages, such as synchronized transitions [GS90], CIRCAL [Mil85] and UNITY [CM88] are also structured in this form. The language of the Symbolic Analysis Library (SAL) [dMOS03] is an example that includes support for a mixture of both interleaved and truly synchronous updates.

Other hardware modeling languages used to model hardware deviate significantly from the semantics of assertion programs. In SML [BC86], for example, timed sequential composition is permitted by associating each statement with a given discrete time length, allowing the modeling of algorithmic state machines that are more prone to changing mode sequentially.

### 5.5.3 Specification Languages

There are also languages similar to assertion programs that exist purely for the abstract specification of systems. The Abstract State Machine Language (AsmL) [GRS05] is an executable specification language for formally specifying and dynamically exploring hardware and software models. As with assertion programs, AsmL programs have a procedural flavor, modeling systems with sets of synchronous updates to some abstract program state. The main assertion program constructs, such as indexed parallel composition, are also present. AsmL is primarily intended for software, so it is also object-oriented, and supports sequential composition. Although these constructs operate at a higher level of abstraction than we are aiming for with assertion programs, work by Hanna and Melham proposes to link the two levels.

The e specification language [HMN01] was developed to aid automatic hardware test-case generation in a richer programming environment than those of traditional
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hardware description languages. Assertions are specified with an assertion language similar to PSL [PSL05]. The language defines extensive rules for test-case selection heuristics, but allows C-like procedures for writing assertion-based monitors. The Tempura language [Mos86] is another example of a logic-based specification language with similar sequential imperative features. Whilst both of these languages permit high-level reference models similar to assertion programs, we believe that their use of sequentiality is unnecessary for most GSTE properties, and makes them less amenable to direct reasoning. Furthermore, neither contains constructs such as indexing variables, which are of integral importance when we come to translate assertion programs into runs of symbolic ternary simulation.

5.5.4 STE-Based Specifications

There are several existing formalisms to express specifications for symbolic ternary simulation at higher-levels of abstraction. Joyce and Seger [SJ92] connect the HOL [GM93] theorem prover to an STE model checker so that functional definitions in HOL can be used to provide more expressive user-defined abstractions. At the same time, they proposed a basic specification language and a library of pre-defined bit-vector arithmetic functions to standardize these abstractions. Whilst the original proposals were quite limited in scope, this work has provided a basis for the specification libraries contained within the Forte verification platform [SJO+05], the use of which we have proposed for assertion programs.

Beatty [BB94] describes specifications of considerable complexity by using sets of actions defined in terms of their pre- and post-conditions. Jain and Nelson [NJB97] extend this specification methodology to unbounded properties, introducing the graphical specifications on which assertion graphs are based. Relatively little work has attempted to abstract above the detail of these assertion graphs. Yang and Goel [YG02] describe how graphs can be automatically generated using functional programming scripts. Whilst this does allow the user to progressively build-up parameterizable abstract concepts of assertion patterns, the situation is not much improved, since these scripts are not compositional or standardized, and are often as unstructured as the graphs themselves.

Another approach is described by Kaivola [Kai05], based on creating STE runs from high-level models embedded in a functional language. The high-level state is given as a data type in the function language, and the model is described using Boolean functions on pairs of states that characterize the model transition relation. This gives
the specifications a feel somewhat similar to assertion programs, since it encodes constraints on the current model state in terms of the current and previous state.
Chapter 6

Verifying Assertion Programs

This chapter describes an approach for generating the simulations structures that can be used to verify that a circuit satisfies a given assertion program. Simulation generation is described by defining a collection of rules within an interactive framework, allowing us to combine the formalisms and techniques that we have introduced so far.

Within this framework, we use our low-level logic, generalized trajectory logic (GTL), to progressively build up an exact representation of the simulation being built. We extend this logic, first by allowing a means of embedding program propositions, and second by creating a vector form that helps with the management of sizable simulations.

The core contribution is a set of rules that can be used to create concise representations of the patterns of input sequences that bring about a given antecedent condition for a particular program. This is done by using weakest precondition calculations to progressively rewrite antecedent conditions as formulas of GTL, until a point is reached where the conditions are expressed solely in terms of the circuit inputs. We also describe how the techniques for abstraction control, simplification and decomposition from Chapter 4 can be added as rules in our framework. These can then be applied throughout the generation process to affect the resulting simulation.

6.1 Extending GTL

For simulation generation it is necessary to extend GTL to be able to capture the relationship between input traces and the program states they induce. In this section, we describe how we can unify the semantics of GTL and assertion programs, to allow Boolean program expressions as GTL propositions. We then go on to describe vector GTL, which uses a set of equations to capture a simulation, rather than nested $\mu$-expressions.
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6.1.1 Adding Assertion Program Expressions

Recall from Section 5.3.4 that a circuit satisfies an assertion program if the two agree on outputs when they are running in parallel on the same input traces. During simulation generation, we must therefore reason about the parallel composition of the program and circuit in question.

We create a connection between input traces and program states by extending GTL to include formulas that express that given program expressions evaluate to truth. The connection is natural, owing to the similarities in the temporal and symbolic foundations of the two formalisms.

We first allow GTL’s indexing variables to use the same types that are found in assertion programs. We can then use the same context for both GTL and program index variables, since both classes of variables are semantically independent of time and used solely for quantification. As a result, the index context in extended GTL is a map from the set of all index variables, IndexVars, to the set of program values, Values.

We include Boolean-typed program expressions as propositions in extended GTL. These are written in the form \( \text{eval}(E) \), where \( E \) an expression.

**Definition 6.1.1.** The proposition \( \text{eval}(E) \) is true only in those combined circuit and program states where \( E \) evaluates to true:

\[
\pi \in \| \text{eval}(E) \|_{\nu} \quad \text{if and only if} \quad E \quad \stackrel{\pi}{\longrightarrow}_{\nu} \quad \text{true}
\]

Recall that a program expression is not guaranteed to evaluate at all, for example, if there is not enough past store data to evaluate the required depth of last expressions. Therefore, \( \text{eval}(E) \) is false either if \( E \) evaluates to false, or if \( E \) does not evaluate at all. The \( \text{eval} \) operator plugs the gap between the three-valued and Boolean models, at the same time allowing GTL formulas to express the requirements of assertion program satisfaction (Section 5.3.4).

6.1.1.1 Example

As an example, we will consider the GTL formula

\[
\exists i : \text{int}(256) . \ Y(\text{eval}((i < 64) \land (\text{int2bvn}(i) = \text{in}[7 : 0])))
\]

that contains the program expression \((i < 64) \land (\text{int2bvn}(i) = \text{in}[7 : 0])\). This formula says that in the previous time-step, the integer encoded by the 8-bit bus \(\text{in}[7 : 0]\) held a value less than 64. It is semantically equivalent to the formula \(\neg \text{in}[7] \land \neg \text{in}[6] \).
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6.1.1.2 Transforming Expressions into GTL

We progressively generate our simulation structures, by transforming program expressions into simulation steps expressed by the constructs of GTL. This is achieved through a series simple of rules that relate the two. For example, conjunction in an assertion program is equivalent to GTL conjunction: 
\[ \text{eval}(E \land E') = \text{eval}(E) \land \text{eval}(E') \].

This step allows us to simulate the condition represented by this conjunction by simulating the conditions represented by each conjunct in turn, and then taking the greatest lower bound, as defined by GTL model checking.

6.1.2 Vector GTL

Because of their flat syntax, \( \mu \)-expressions are particularly useful simulation representations for theoretical reasoning and automated manipulation. But nested fixed-point simulation descriptions can quickly become incomprehensible to the human reader, making simulations difficult to manually manipulate and debug. Assertion programs have addressed this problem for high-level specifications, but an alternative representation is also desirable for the low-level. For this we introduce vector GTL, which has the same syntax and semantics as GTL except that fixed-points are defined using mutually dependent systems of equations.

For example, consider the standard GTL property
\[ rd \land (\mu \text{Written}.(\text{in is } u \land wr) \lor (\neg wr \land \text{YWritten})) \Rightarrow \text{out is } u \]

An equivalent property in vector GTL is:
\[
\begin{align*}
\text{Write} &= \text{in is } u \land wr \\
\text{Written} &= \text{Write} \lor (\neg wr \land \text{Y(Written)}) \\
\text{Reading} &= rd \land \text{Written}
\end{align*}
\]
\[ \Rightarrow \text{out is } u \]

Notice that the vector GTL representation uses the same recursion variables as regular GTL to break up the monolithic syntax graph of the original GTL property. Each of these fixed-point variables represents the simulation state that is described by the GTL expression on the right-hand side of the equation.

Vector GTL has several advantages over standard GTL properties. One is that fixed-point variables can be used as top-level handles to reference particular simulation states. This is useful for simulation introspection and transformation, as well as for generally improving legibility. Another advantage is that the notation allows for
sharing, which can be used for common sub-expression elimination. Not only does this make the specifications more succinct, but it can be used by the simulator to avoid duplicate work. In a similar vein, vector GTL also allows us to specify multiple consequent checks at various states within the simulation. In addition to these benefits, this form is likely to be more familiar to verification engineers than \( \mu \)-expressions.

Although the tabular nature of vector GTL generally aids all aspects of human interaction with simulations, it unfortunately also makes automated reasoning more difficult. Deviating from the linear textual form of traditional logic creates a richer structure that no longer directly fits term-based reasoning systems. For example, applying transformations using pattern matching is now not as easy, as patterns may span multiple variable definitions, and transformations can affect other sub-simulations. Scoping of indexing variables is also more complicated. Despite this, we found that vector GTL is still preferable for real verification efforts, and that these reasoning problems are largely surmountable through the use of explicit recursion variable substitutions.

Vector GTL can also be seen as an adaptable hybrid between assertion graphs and GTL, since states can be optionally explicitly labeled, or else hidden in the syntactical structure of GTL formulas. The degree to which the syntax tree is explicitly broken into named chunks is determined by the requirements of the particular user or algorithm.

A GTL vector property is formally defined as follows:

**Definition 6.1.2.** A vector GTL specification \( \mathcal{P} \) consists of a set of recursive equations and a set of assertions. For each GTL recursion variable \( Z \) there must be exactly one equation of the form \( Z = f \), where \( f \) is any GTL formula. Since GTL requires that each recursion path passes through a \( Y \) operation, we require that there is no atemporal recursive cycle through the definitions that does not pass through a \( Y \) operator. The assertions are of the form \( Z \Rightarrow C \) where \( C \) is a closed formula of GTL.

Such systems of equations prescribe a unique semantic value to each of the recursion variables, as a result of the Unique Fixed-point Theorem (Theorem 4.1.1). These recursion variable assignments are then used to define what it means for a circuit trace to satisfy the assertions associated with the same vector property:

**Definition 6.1.3.** Let \( \bar{\rho} : \mathcal{F} \to (\mathcal{V} \to S^+) \) be the unique solution to the fixed point equations in vector specification \( \mathcal{P} \). Then a circuit trace \( \sigma \in S^+ \) satisfies assertion \( A \Rightarrow C \) of \( \mathcal{P} \), written \( \sigma \models A \Rightarrow C \), if, for every index context \( \nu \in \mathcal{V} \),

\[
\sigma \in \| A \|_{\bar{\rho}} \nu \quad \text{implies} \quad \sigma \in \| C \|_{\nu}
\]
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**Definition 6.1.4.** A circuit $K_C$ satisfies the entire property $P$, written $K_C \models P$, if every trace of the circuit satisfies every assertion made by the property.

**Example** Consider the vector property given by:

- \( \text{ZERO} : \) \( \text{reset} \lor Y(\text{TWO}) \land \neg \text{reset} \)
- \( \text{ONE} : \) \( Y(\text{ZERO}) \land \neg \text{reset} \)
- \( \text{TWO} : \) \( Y(\text{ONE}) \land \neg \text{reset} \)

\( \text{ZERO} \Rightarrow \) empty

In this property, the dependencies between the recursion variables set up a simple three-state cycle. The variable names correspond to the number of steps, modulo 3, since a reset has occurred. The assertion \( \text{ZERO} \Rightarrow \text{empty} \) therefore requires that \( \text{empty} \) is high during a reset and every three subsequent steps where \( \text{reset} \) has not held since.

**6.1.2.1 Model Checking**

The algorithm for model checking vector GTL differs slightly from that of standard GTL (Section 3.7). Instead of calculating the fixed-point for $\mu$-expressions independently, we calculate a single global vector fixed-point. We will use the same notation as Chapter 3 to express model checking contexts and simulations.

**Definition 6.1.5 (Model Checking Vector GTL).** Model checking starts off with the empty recursion variable context $\sigma_0$ where $\sigma_0(Z)(\nu) = \bot$ for each recursion variable $Z \in \tau$ and index context $\nu$. Model checking steps are then calculated using the following recurrence:

\[
\sigma_{i+1}(Z) = \lfloor f_Z \rfloor_{\sigma_i}
\]

where $f_Z$ is the GTL simulation associated with variable $Z$ in property $P$. Since we know that abstract simulation is monotonically increasing over a finite domain, a fixed-point, $\bar{\sigma}$, is eventually reached. Each assertion $A \Rightarrow C$ of $P$ is then verified by:

\[
\lfloor A \rfloor_{\bar{\sigma}} \subseteq^\delta \lfloor C \rfloor_{\bar{\sigma}} \quad \text{for every } \nu \in \mathcal{V}
\]

We will say that vector GTL model checking succeeds, written $\text{MC}_{\text{vec}}(K_C, P)$ if every assertion check holds.

Recall from Definition 3.6.1 that the image of a formula, $\text{im}_\rho(f)$ is the set of end-states of circuit traces that satisfy $f$ in context $\rho$. We will show that model checking is sound by linking the simulated abstract state with the image of the antecedent.
Lemma 6.1.6. The fixed-point recursion context $\bar{\sigma}(Z)$ defines a sound approximation of the set of circuit traces that are satisfied by $Z$, $\text{im}_p(Z)$.

Proof. Let the trace semantics fixed-point approximants, $\rho_i$, be defined by:

$$\rho_0(Z)\langle \nu \rangle := \emptyset$$
$$\rho_{i+1}(Z)\langle \nu \rangle := \| fZ \|_{\nu}$$

Lemma 3.6.7 states that set-based simulation is a sound approximation of the image of a formula:

$$(\forall Z \in F . \text{im}_p(Z) \subseteq \uparrow [Z]_{\tau}) \text{ implies } \text{im}_p(f) \subseteq \uparrow [f]_{\tau}$$

Furthermore, Lemma 3.7.12 has stated that abstract simulation is always an upper-approximation of set-based simulation:

$$(\forall Z \in F . [Z]_\tau^\nu \subseteq \gamma([Z]_\sigma)) \text{ implies } [f]_\tau^\nu \subseteq \gamma([f]_\sigma)$$

Combining these two Lemmas we therefore have:

$$(\forall Z \in F . \text{im}_p(Z) \subseteq \uparrow [Z]_{\sigma}) \text{ implies } \text{im}_p(f) \subseteq \uparrow [f]_{\sigma}) \quad (6.1)$$

We aim to show by induction that the image of each trace approximant is approximated by the corresponding abstract simulation approximant:

$$\text{im}_{\rho_i}(Z) \subseteq \uparrow \gamma(\sigma_i(Z))$$

The base case is trivially satisfied since $\text{im}_{\rho_0}(Z) = \emptyset$. Let us assume the $i$th case holds. Then (6.1) gives

$$\text{im}_{\rho_i}(fZ) \subseteq \uparrow \gamma([fZ]_\sigma)$$

which is exactly equivalent to:

$$\text{im}_{\rho_{i+1}}(Z) \subseteq \uparrow \gamma(\sigma_{i+1}(Z))$$

Now, taking the limit of both approximants, we have that

$$\bigcup_i \text{im}_{\rho_i}(Z) \subseteq \uparrow \bigcup_i \gamma(\sigma_i(Z))$$

and so model checking is a sound upper-approximation of the semantics:

$$\text{im}_p(Z) \subseteq \uparrow \gamma(\bar{\sigma}(Z))$$
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**Theorem 6.1.7.** If model checking of vector GTL succeeds, and every assertion consequent is atemporal and does not contain disjunction, then the circuit satisfies the vector GTL property:

\[
\text{MC}_{\text{vec}}(K_C, P) \implies K_C \models P
\]

**Proof.** Let \( A \implies C \) be any assertion in property \( P \). Since model checking succeeds, \([A]^{\nu}_\sigma \subseteq [C]^{\nu} \) for every \( \nu \in V \), and so by Lemma 3.7.8:

\[
\gamma([A]^{\nu}_\sigma) \subseteq \gamma([C]^{\nu}) \quad (6.2)
\]

Now by Lemma 3.7.13, \( \gamma([C]^{\nu}) = [C]^{\nu} = \text{im}(C) \). By the monotonicity of abstract simulation and Lemma 6.1.6, we have \( \text{im}_\rho(A) \subseteq^{\nu \sigma} \gamma([A]^{\nu}_\sigma) \). Therefore, combining these two results with (6.2), we have that:

\[
\text{im}_\rho(A) \subseteq^{\nu \sigma} \text{im}(C)
\]

So any circuit trace in \( \| A \|^{\nu}_\rho \) must also be in \( \| C \|^{\nu} \), meeting the requirements of Definition 6.1.5. \( \square \)

### 6.2 Simulation Structure Generation

An assertion program describes a high-level specification model, and a series of assertions of the form \( A \implies C \) that each describe the expected circuit response \( C \) when a given antecedent \( A \) holds of the model state. The aim of simulation generation is to create a simulation pattern consisting of all possible input sequences that can bring about a given antecedent condition. Using simulation, it can then be checked that the circuit state satisfies the associated consequent \( C \), which in turn implies that the assertion holds.

Our simulation generation approach rewrites antecedent predicates to obtain a description of the required input traces. Each rewriting step uses substitutions to calculate the *weakest preconditions* for the antecedent to be satisfied following one step of execution. In a similar manner to [Dij76], the substitutions are shaped by the program assignments themselves. By repeating this rewriting procedure, and merging equivalent states, we effectively perform a symbolic backwards traversal of the program’s state-space.

During this backwards rewriting process, choices about how to arrange the simulation formulas can affect the shape of the resulting simulation. In particular, many
of the rules already explored in Chapter 4 can be applied at any stage of the simulation generation process to change the resulting size of the simulation and/or level of simulation abstraction. For this reason, we make use of an interactive simulation generation environment, where named rules can be called on to transform the simulation in different ways. There is also a composite rule that generates simulations automatically, which is generally useful as a starting point when no manual control is yet required.

6.2.1 Simulation Goals

We use check predicates to define the top-level verification goals in our environment. These assert the relationship between the circuit, the program and the vector GTL property to be verified. Following common theorem proving methodology [Mil72], we keep a list of goals, made up of such assertions, that can be rewritten, discharged, or decomposed into further goals.

**Definition 6.2.1.** The predicate “CHECK \( \mathcal{K}_C \ AP \) sim \( (A \Rightarrow C) \)” holds for circuit \( \mathcal{K}_C \), assertion program \( AP \), vector GTL equations \( \text{sim} \) and GTL property \( A \Rightarrow C \), if for every circuit trace \( \sigma \in \text{tr}(\mathcal{K}_C) \) and every indexing context \( \nu : \text{IndexVars} \rightarrow \text{Values} \), if every monitor trace \( \pi \) of \( \sigma \) satisfies antecedent \( A \) in the states \( \bar{\rho} \) given by the fixed-point of the GTL equations \( \text{sim} \), then \( \sigma \) also satisfies the consequent \( C \):

\[
(\forall \pi \in \text{monitor}_{AP}(\sigma). \pi \in \|A\|_{\bar{\rho}}^{\nu}) \implies \sigma \in \|C\|^{\nu}
\]

6.2.2 Initialization

For a given circuit \( \mathcal{K}_C \) and program \( AP \), simulation generation starts off with initial checks for each assertion. These predicates set-up a goal, using the program to be verified and the initially empty vector GTL simulation.

**Lemma 6.2.2.** The circuit \( \mathcal{K}_C \) satisfies program \( AP \) consisting of assertions \( A_i \Rightarrow C_i \) exactly when following predicate holds for each \( i \):

\[
\text{CHECK } \mathcal{K}_C \ AP \ () \ (\text{eval}(A_i) \Rightarrow C_i)
\]

**Proof.** When the simulation is empty, it imposes no constraints, so the meaning of the assert predicate for each assertion simplifies to:

\[
(\forall \pi \in \text{monitor}_{AP}(\sigma). \pi \in \|\text{eval}(A)\|^{\nu}) \implies \sigma \in \|C\|^{\nu}
\]
which by Definition 6.1.1 is equivalent to
\[ \left( \forall \pi \in \text{monitor}_{\text{AP}}(\sigma) \cdot (A \xrightarrow{\pi} \text{true}) \right) \quad \text{implies} \quad (C \xrightarrow{\sigma} \text{true}) \]

This is exactly the condition required by Definition 5.3.5 for the circuit to satisfy each assertion made in an assertion program.

A repeated series of steps can now be performed to rewrite this assertion into a form where the antecedent is defined by a simulation purely in terms of circuit inputs, and independent of the program state. When this stage is reached, symbolic ternary simulation can be used for verification.

### 6.2.3 Weakest Precondition Rewriting

We use a derivative of Dijkstra’s weakest precondition transformer [Dij76], to rewrite assertion antecedents in terms of constraints on state further back in time. We describe the transform with the map \( \wp \), which takes a program and a Boolean postcondition expression, and calculates the weakest precondition. The process can also be seen as the selective application of a structured set of rewriting rules described by the program.

In the simplest instance, the weakest precondition of a single assignment statement \( x := E \) can be calculated via the single substitution of \( E \) for each free variable \( x \) in the antecedent condition:

\[ \wp (x := E) \ E' = E'[E/x] \]

The weakest precondition of a parallel composition is determined by the fair fixed-point application of the weakest precondition calculation for both arguments:

\[ \wp (T_1 \parallel T_2) \ E = (\text{fix} ((\wp T_1) \circ (\wp T_2))) \ E \]

The calculation can be guaranteed to terminate with the non-cyclical dependency assumption for programs in Definition 5.3.1 through the use of a marking procedure. The weakest preconditions of conditional statements can be calculated as conditional substitution:

\[ \wp (\text{if } E \text{ then } T_1 \text{ else } T_2) \ E' = E \rightarrow (\wp T_1 \ E') \ | (\wp T_2 \ E') \]

The second and third constraints given in Definition 5.3.1 ensure that this calculation rewrites the condition as far as possible.
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The simplest approach for rewriting with array assignment is to introduce a conditional expression to check the array index:

\[ \wp (x[E] := G) (x[F]) = ( (E = F) \to G \mid (x[F]) ) \]

The simplest approach for rewriting indexed for statements is to apply one statement for each variable valuation:

\[ \wp (\text{for } i : t \text{ do } T \mid E) = \wp (\parallel v \in \text{values}(t) \mid T[v/i]) \mid E \]

But these approaches can lead to some excessively large terms when simultaneous array update is indexed with a for statement. This is because a new conditional expression is generated for every value in the array index.

Since this pattern occurs commonly, especially when dealing with memories, we provide a more efficient way of rewriting these cases. First we rewrite the statement so that only a single indexing variable appears in the indexing expression of each array. Where more complicated index expressions occur, a conditional can take their place.

We then choose to rewrite for statements using a syntactical analysis of the term being rewritten. We calculate the weakest precondition of the parallel composition only for each index value that can actually affect the source condition being rewritten. This is given by:

\[ \wp (\text{for } i : t \text{ do } T \mid E) = \wp (\parallel v \in \text{matches}(i, T, E) \mid T[v/i]) \mid E \]

where \( \text{matches}(i, T, E) \) provides the possible symbolic values of \( i \) such that statement \( T \) assigns to a value referenced in \( E \). For example,

\[ \wp (\text{for } i : t \text{ do } a[i] := \text{true}) (a[0] \land a[j]) = \wp (a[0] := \text{true} \parallel a[j] := \text{true}) (a[0] \land a[j]) \]

Assignment to an array expression is then modified so that there is a direct substitution when there is an exact match:

\[ \wp (x[E] := G) (x[E]) = G \]
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6.2.3.2 Example

The following statement sets the two-dimensional array $a$ to an identity matrix:

```plaintext
for i : int(100) do
  for j : int(100) do
    if $i \neq j$ then $a[i][j] := 0$
    else $a[i][j] := 1$
```

Now suppose we would like to find the weakest precondition for which $a[k][5] = 1$. Using the first approach for array assignment and for statements would generate 10,000 conditional expressions. By instead doing analysis on the source condition, we can calculate the result as:

```plaintext
wp (for i : int(100) do
     for j : int(100) do
       if $i \neq j$ then $a[i][j] := 0$
       else $a[i][j] := 1$
     for j : int(100) do
       if $k \neq j$ then $a[k][j] := 0$
       else $a[k][j] := 1$
   (a[k][5] = 1))
= wp (if $k \neq 5$ then $a[k][5] := 0$
      else $a[k][5] := 1$
   (a[k][5] = 1))
= $k \neq 5$ \rightarrow (wp (a[k][5] := 0) (a[k][5] = 1))
= $k \neq 5$ \rightarrow (wp (a[k][5] := 1) (a[k][5] = 1))
= $k \neq 5$ \rightarrow false | true
= (k = 5)
```

6.2.4 Detecting Fixed-points

In the previous example, there are no recursive dependencies between program states. As a result, the weakest precondition rewriting approach is guaranteed to terminate. When temporal recursive dependencies are introduced, however, rewriting can expand a condition indefinitely. For example, consider the following statement expansion:

```plaintext
flip := (if reset then
  b := true
else
  b := last(\neg b))
```

```plaintext
wp flip b
= wp flip (reset \lor Y(\neg b))
= wp flip (reset \lor Y(\neg reset \land Y(b)))
= wp flip (reset \lor Y(\neg reset \land Y(reset \lor Y(\neg b))))
= wp flip (reset \lor Y(\neg reset \land Y(reset \lor Y(\neg(\ldots))))))
```
In this instance, we would like to be able to generate the fixed-point simulation:

\[ \mu Z . \text{reset} \lor Y(\neg \text{reset} \land Y(Z)) \]

Our strategy for doing this is to keep track of a set of terms that are already having, or have already had, their weakest precondition calculated. Once the calculation reaches a term that it has already seen, then an explicit fixed-point is created.

\[
\text{wp flip } \box{eval(b)} \\
= \text{wp flip } (\text{reset} \lor Y(\text{eval(\neg b)})) \\
= \text{wp flip } (\text{reset} \lor Y(\neg \text{reset} \land Y(\box{eval(b)}))) \\
= \mu Z . \text{reset} \lor Y(\neg \text{reset} \land Y(Z))
\]

To perform this calculation in practice, we label each equation of a vector GTL simulation with the original predicate from which this segment of the simulation was derived. This labeling also provides a valuable means of debugging in the case of over-abstraction during simulation, since it shows how each of the simulation states are associated with program predicates.

In this labeled form of vector GTL, each equation is a triplet \((Z, E, E')\) where \(Z\) is the recursion variable used to name this state, \(E\) is the program predicate that this state correspond to, and \(E'\) is the GTL simulation necessary to produce this state.

Rather than create a new simulation state for each simulation step, we only create a new state for each time-step that passes in the simulation. We adapt the re-writing algorithm so that substitution only occurs on terms not enclosed by \(Y\). When this rewriting is complete, we create new simulation states from those terms enclosed by \(Y\). If there is already a simulation state that matches the term, then this state is referenced instead.

Using this approach, the flip example expands as follows. First, we start off with the initial simulation state named \(X_0\) for condition \(\text{eval(b)}\):

\[(X_0, \text{eval(b)}, \text{eval(b)})\]

Now we rewrite the simulation using the \(\text{wp}\) rule on current-time expressions to:

\[(X_0, \text{eval(b)}, \text{reset} \lor Y(\text{eval(\neg b)}))\]

Since the expression \(\text{eval(\neg b)}\) refers to the previous time-step, we do not expand it further. We now ‘split’ the simulation to form a new simulation state from the sub-term of the simulation that refers to the preceding time-frame. This is achieved by
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creating a new state for this term, with a fresh recursion variable, and substituting the term in the original simulation for this variable.

\[
\begin{align*}
( X_0, & \text{ eval}(b), \text{ reset} \lor Y X_1, ) \\
( X_1, & \text{ eval}(\neg b), \text{ eval}(\neg b), )
\end{align*}
\]

Again we rewrite the second simulation state using the \( \wp \) rule:

\[
\begin{align*}
( X_0, & \text{ eval}(b), \text{ reset} \lor Y X_1, ) \\
( X_1, & \text{ eval}(\neg b), \neg \text{ reset} \land Y (\text{eval}(b)), )
\end{align*}
\]

Now when we come to split the term \( \text{eval}(b) \), we notice that this condition has already been expanded in simulation state \( X_0 \). Therefore after splitting the state we can apply a rule that checks for equal states and merges them. This ties the fixed-point knot:

\[
\begin{align*}
( X_0, & \text{ eval}(b), \text{ reset} \lor Y X_1, ) \\
( X_1, & \text{ eval}(\neg b), \neg \text{ reset} \land Y X_0, )
\end{align*}
\]

Now the simulation is completely generated, as no program state remains in the simulation description. Notice that our approach ensures that fixed-point definitions, corresponding to dependency cycles through simulation states, always pass through one unit of time, \( Y \), and hence are well-defined.

6.2.4.1 Boolean Encodings

In most cases, the simple approach of checking for syntactic equivalence is not sufficient for termination. Instead, we can enhance our algorithm by creating Boolean functions to characterize our states, and check for equivalence using standard techniques such as BDD equivalence or SAT solving. Since our program types are all bounded, and expressions all refer to a bounded temporal depth, such checks are decidable.

Formulas of GTL that do not contain fixed-points can be encoded into a single Boolean predicate that characterizes the linear traces that satisfy them. GTL formulas are represented as single Boolean predicates containing variables that encode the combined circuit and program traces. For instance, \( n \land Y (\neg n) \) is encoded as the predicate \( n_0 \land \neg n_1 \).

We encode program expressions into Boolean vectors that describe their evaluation, and an extra Boolean predicate that captures whether the expression fully evaluates or not. For instance, consider a 3-bit integer literal, encoded with:

\[
\text{encode}(3 : \text{int}(8)) = (\langle F, T, T, T \rangle, T)
\]
The first component of this pair is the binary encoding of the integer 3. The second component asserts that this expression always evaluates. Boolean variables are encoded directly:

\[
\text{encode}(v : \text{bool}) = (\langle v \rangle, T)
\]

Variables of other types are converted into a vector of suitably-named Boolean variables:

\[
\text{encode}(v : \text{int}(8)) = (\langle v_{\text{int8}}[2], v_{\text{int8}}[1], v_{\text{int8}}[0] \rangle, T)
\]

Maps and equality are given bit-vector interpretations, so that complex expressions can be encoded. The application of these encoded maps on the encoding must be isomorphic to the maps on the original value domain. For example:

\[
\text{encode}(\{v : \text{int}(8)\} < 4 = b) = (\langle \neg v_{\text{int8}}[2] \land b \lor v_{\text{int8}}[2] \land \neg b \rangle, T)
\]

The importance of the second component of the encoding comes into play when partial functions are applied. For example, the expression that encodes the head of an empty list is encoded as any value together with false, indicating that it can not be evaluated:

\[
\text{encode}(\text{head } []) = (\langle * \rangle, F)
\]

For the expression \(E\) that encodes to \((a, b)\), the corresponding proposition \(\text{eval}(E)\) encodes to \(a \land b\), since such propositions must fully evaluate in order to hold.

### 6.2.5 Simplification

During simulation generation it is useful to apply various simplification rules to decrease the size of the terms involved, and to clarify any required debugging. The rule \textsc{Simplify} attempts to apply various simplification rules at every depth within a term. The core simplification rules are shown in Figure 6.1, and can be extended to cater for additional data types or functions.

### 6.2.6 Trimming

As a result of these simulation rules, we will sometimes find that orphaned simulation states become disconnected from the main simulation. The rule named \textsc{Trim} finds the set of simulation recursion variables that the antecedent checks depend on, and removes from the simulation any variables that are not required. A similar rule, \textsc{Elim_false} removes those states whose Boolean encoding is false. Variables that refer to such states in other parts of the simulation are replaced with \texttt{ff}.
6.2.7 Parameterization

Although weakest precondition rewriting removes all the program variables via substitution, it is sometimes not possible to directly simulate the resulting terms because they still contain higher-level constructs such as arithmetic operations. Simulation requires that we know the symbolic ternary value that should be used to drive each circuit node involved in such expressions. Deducing this information requires additional analysis. For example, consider how the vector \(din\) should be simulated to achieve the condition \(\text{int2bvn}(i \gg 1) = \langle din[2], din[1], din[0] \rangle\). We need to rewrite such a predicate into a form that determines the possible ranges and interdependencies between the nodes involved.

Fortunately, this problem has already received attention and is part of general STE verification methodology. The act of expressing a predicate in terms of the possible range of values of several variables within it is known as parametrization, and can be achieved using the \text{param} algorithm of [AJS99]. The \text{param} algorithm receives a set of variables and a target predicate to parameterize, and returns a new predicate for each variable, defining the possible range of that variable under which the original predicate is satisfied. For example,

\[
\text{param} \{ \text{din}[2], \text{din}[1], \text{din}[0] \}
\]

\[
(\text{encode}(\text{int2bvn}(i \gg 1)) = \langle \text{din}[2], \text{din}[1], \text{din}[0] \rangle)
\]
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returns:

\[ \text{din}[2] = \text{false}, \quad \text{din}[1] = \text{i_int8}[2], \quad \text{din}[0] = \text{i_int8}[1] \]

This can be used to directly build the GTL formula

\[ \neg \text{din}[2] \land (\text{din}[1] \text{ is } \text{i_int8}[2]) \land (\text{din}[0] \text{ is } \text{i_int8}[1]) \]

which can then be simulated.

### 6.2.8 Model Checking

Once a simulation structure has been completely generated, after a couple of adaptations it can be used to drive a simulation run that checks the property.

#### 6.2.8.1 Temporal Mapping

Assertion programs will typically be cycle-accurate descriptions of the required circuit characteristics. In contrast, each step of STE-based simulation normally corresponds to a phase of the fastest clock in the simulation. Therefore some extra temporal transformation is normally required to translate a simulation to the circuit’s internal timing.

In practice, many different clocking schemes may be used to match the particular characteristics and requirements of the device. We will consider a common case, where a cycle is composed of a *high* and a *low* phase, and the circuit is considered stable at the rising-edge of the cycle. We will also assume that the clock is distinguished by the logical value of node \( \text{clk} \).

The rule \( \text{RETIME} \) rewrites a cycle-accurate simulation description for this timing model. The rule first doubles the temporal delay between asserted antecedent values by replacing each \( \text{Y} f \) with \( \text{YY} f \). It then adds alternating assertions about the value of node \( \text{clk} \). For example, the cycle accurate simulation \( a \land \text{Y} b \) is replaced by the phase accurate simulation:

\[ a \land \text{Y}(\text{Y}(b \land \neg \text{clk}) \land \text{clk}) \land \neg \text{clk} \]

This mapping is illustrated in Figure 6.2. The top arrows illustrate the point in the circuit timing that the program steps are mapped to. These are in alignment with the end of the last clock phase in each cycle. As a result, the simulation input values are stable at the times required by the circuit, and the consequent checks expect the circuit to have reached a stable value at these sample points.

We may now finally run the model checking algorithm for vector GTL by invoking the rule \( \text{SIM} \) on the constructed simulation.
6.3 Controlling Simulation Generation

In the previous section, we have described a method for the automatic generation of symbolic ternary simulation descriptions. In many cases such simulations succeed with no further intervention. But experience from GSTE shows that the level of control over the simulation approach is of vital importance for verification success. This flexibility can be used both for manual abstraction refinement, in cases of either over- or under-abstraction, as well as for switching between symbolic and explicit forms of simulation.

These types of refinements as well as forms of property decomposition can be achieved using the reasoning rules for GTL that we described in Chapter 4. We will now show how these rules can be applied midway though the simulation generation process to control the characteristics of the resulting simulation run. If desired, the user can choose which rewriting rules should be applied at each generation step, shaping the GTL simulation and its resulting characteristics. The use of the these rules is illustrated in the subsequent chapter, where we examine some particular case study verifications.

6.3.1 Vector GTL Rules

The following two simple rules can be used to manage the way in which simulations are encoded as fixed-point equations.

6.3.1.1 SPLIT

The SPLIT rule breaks off sub-terms of a simulation to form a new recursion variable definition. This can be useful for introducing sharing, or to focus the effects of subsequent rule applications, since it introduces a fresh reference name. As an example, SPLIT $Z (n \land m)$ transforms

$$Z = k \land Y(n \land m)$$

into

$$Z = k \land YW$$

$$W = n \land m$$
whilst introducing the name $W$ for this formula.

### 6.3.1.2 SUBSTITUTE

The SUBSTITUTE rule is in some ways the dual to the SPLIT rule. It substitutes a recursion variable instance with its definition. For example, SUBSTITUTE $W(n \land m)$ transforms

\[
Z = k \land Y W \\
W = n \land m
\]

into

\[
Z = k \land Y(n \land m) \\
W = n \land m
\]

Again, this is useful for selectively targeting the effect of further rules. For example, for reasons of abstraction refinement, we may wish to apply a distributive rule. If the terms involved are split over several recursion variables, we can first use the substitution rule before applying standard pattern matching.

### 6.3.2 Abstraction Refinement Rules

As we have seen in Section 4.3, simple equivalences can be used to rewrite GTL formulas and change the resulting level of simulation abstraction. These give rise to the following abstraction refinement rules for our environment.

#### 6.3.2.1 RAISE_DISJ

Like the GTL rule in Section 4.3.1, this distributes conjunction and $Y$ over disjunction, throughout the entire simulation. In practice, we have found that it is often useful to routinely apply this rule at each step of every simulation generation, to avoid common cases of over-abstraction.

#### 6.3.2.2 REDISTRIBUTE

Section 4.3.2 has described product reduction, where distributing $Y$ over conjunction critically determines whether conjunct conditions are simulated together or separately. Simulating different parts of the circuit separately is more efficient, because we do not calculate how the two conditions interact. The resulting state can, however, be too approximate because we do not consider these interactions. The REDISTRIBUTE rule allows a user to control these aspects by providing an abstraction schema that can be used to determine which types of simulations should occur independently.

We will say that a subspace of an assertion program is a set of program variables that we associate with one of its particular aspects. An abstraction schema then consists of a set of subspaces, $\{S_1, S_2, \ldots, S_n\}$. The intention of such a schema
### 6.3. Verifying Assertion Programs - Controlling Simulation Generation

```plaintext
if wr_a then
  cell_a := in_a
else
  cell_a := last(cell_a)
if wr_b then
  cell_b := in_b
else
  cell_b := last(cell_b)
```

**Figure 6.3: Assertion Program for a Two-Cell Comparator**

is that simulations related to different subspaces should take place independently. Given a simulation written as conjuncts in the form \( Y(c_1 \land c_2 \land \ldots \land c_n) \), the rule REDISTRIBUTE \{S_1, S_2, \ldots, S_m\} redistributes it to a form \( YA_1 \land YA_2 \land \ldots \land YA_m \land YA \), where each \( A_i \) is the conjunction of those \( c_j \) that contain a variable from \( S_i \), and \( A \) is the conjunction of those \( c_j \) that contain no variables from any \( S_i \). The result is that the preconditions associated with these subspaces are then generated and simulated separately.

**Example** We will show how the REDISTRIBUTE rule can be used with reference to the memory cell comparator of Section 2.6. Recall that the assertion graph in Figure 2.18 defines a complete simulation of the cross-product state-space, whereas those in Figure 2.19 simulate each memory cell independently, and then compose each of these simulations. Figure 6.3 shows a suitable program for this verification. We aim to simulate the condition

\[
Y((cell_a = u) \land (cell_b = v))
\]

By default we generate the simulation shown in Figure 6.4 (i), which a similar shape to the assertion graph in Figure 2.18. Noting, however, that the two memory cells operate independently, we can apply REDISTRIBUTE \{\{cell_a\}, \{cell_b\}\} as the first step in simulation generation to obtain the split condition:

\[
Y(cell_a = u) \land Y(cell_b = v)
\]

This results in the simulation in Figure 6.4 (ii), which a similar shape to the assertion graph in Figure 2.19, and simulates the two components separately.
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\[
S_0 = Y((\text{cell}_a = u) \land (\text{cell}_b = v))
= YS_1
\]

\[
S_1 = (\text{cell}_a = u) \land (\text{cell}_b = v)
= (\text{wr}_a \land \text{wr}_b \land \text{in}_a \text{ is } u \land \text{in}_b \text{ is } v) \lor (\neg \text{wr}_a \land \neg \text{wr}_b \land YS_1) \lor (\text{wr}_a \land \neg \text{wr}_b \land \text{in}_a \text{ is } u \land YS_2) \lor (\neg \text{wr}_a \land \text{wr}_b \land \text{in}_b \text{ is } v \land YS_3)
\]

\[
S_2 = (\text{cell}_b = v)
= (\text{wr}_b \land \text{in}_b \text{ is } v) \lor (\neg \text{wr}_b \land YS_2)
\]

\[
S_3 = (\text{cell}_a = u)
= (\text{wr}_a \land \text{in}_a \text{ is } u) \lor (\neg \text{wr}_a \land YS_3)
\]

\[
S_0 = Y(\text{cell}_a = u) \land Y(\text{cell}_b = v)
= YS_1 \land YS_2
\]

\[
S_1 = (\text{cell}_b = v)
= (\text{wr}_b \land \text{in}_b \text{ is } v) \lor (\neg \text{wr}_b \land YS_1)
\]

\[
S_2 = (\text{cell}_a = u)
= (\text{wr}_a \land \text{in}_a \text{ is } u) \lor (\neg \text{wr}_a \land YS_2)
\]

Figure 6.4: Comparison of Simulation Generation for a Two-Cell Comparator

6.3.2.3 UNROLL

Given a state-space schema with which to redistribute simulation conditions, we can create a composite rule that automatically applies the rewriting and fixed-point detection steps from Section 6.2 in sequence. The rule UNROLL \( s \) performs the following steps in sequence:

- **WP** Find weakest preconditions, based on the assertion program
- **SIMPLIFY** Perform basic simplification
- **RAISE\_DISJ** Simulate disjunctive conditions independently
- **REDISTRIBUTE** Simulate specified conjuncts independently
- **LAST\_SPLIT** Split off formulas referring to previous time-frame
- **ELIM\_FALSE** Remove states that are false
- **SIMPLIFY** Perform basic simplification
- **MERGE\_EQ** Merge any equivalent states
- **TRIM** Trim unused states

This sequence of rules is sufficient in most cases to produce a symbolic ternary simulation with a reasonable, intermediate, level of default abstraction, and we will illustrate its use in both of the case studies in the subsequent chapter.
6.3.2.4 SPLIT_STATE

Derived from the case-split rule of Section 4.3.3, the rule SPLIT_STATE takes the set of mutually exclusive cases \( \{C_1, C_2, \ldots, C_n\} \), where \((C_1 \lor C_2 \lor \ldots \lor C_n)\) is valid, and case-splits term \( f \) into

\[
(f \land C_1) \lor (f \land C_2) \lor \ldots \lor (f \land C_n)
\]

This is typically used to enable each of these cases to be simulated independently, thus raising the level simulation precision.

**Example**  Suppose, as an optimization, a piece of data can take one of two equivalent routes through a pipeline, depending on whether there is currently a bubble behind it or not. Since this is an optimization, it should not feature in the specification. Therefore the simulation that is generated by default will not distinguish the two cases, and the preceding element will be set to \( X \). The verification will fail, because not enough information exists in the simulation to determine which path the data takes. To refine the simulation we can use the SPLIT_STATE rule to distinguish the cases of whether there is a bubble behind it or not.

The use of this rule is also illustrated by FIFO case study in Chapter 7.

6.3.2.5 WKN

All the rules so far have been equivalences. But since GTL formulas are monotonic, and always occur negatively in the antecedent, it is also possible to rewrite a simulation by *weakening* a sub-term of the simulation. Such weakening can result in a more approximate simulation, which potentially consumes less space and time. For example, suppose our simulation is \( f \land g \). From our knowledge of the design, we may be aware that, in actual fact, \( f \) alone is sufficient a condition to verify the consequent condition. The weakened simulation might be considerably simpler, since the nodes affected by \( g \) may now be simulated with \( X \). The application of the rule \((\text{WKN} \ a \ b)\) can achieve this effect, by attempting to replace every instance of \( a \) with \( b \), under the condition that \( a \) implies \( b \).

6.3.3 Symbolic Rules

In this section we document rules in our framework that manage the symbolic aspects of the resulting simulations.
6.3.3.1 CREATE_VARIABLE

The CREATE_VARIABLE rule allows us to manipulate preconditions by creating index variables that are subsequently used for symbolic simulation. For example, suppose that we are trying to simulate the condition \( a = \text{last}(b) \) where both \( a \) and \( b \) are input program variables. This condition asserts equality between the current value of \( a \) and the previous value of \( b \). Since simulation progresses one time step at a time, however, we must introduce a variable with which to link the two values. Application of the rule CREATE_VARIABLE a creates a fresh variable \( i \) and rewrites the condition as:

\[
\exists i . \ (a = i) \ \land \ (\text{last}(b) = i)
\]

Since constants are independent of time, this is equivalent to:

\[
\exists i . \ (a = i) \ \land \ \mathbf{Y}(b = i)
\]

If, furthermore, constant \( i \) is not used elsewhere in the simulation, then the quantification becomes unnecessary:

\[
(a = i) \ \land \ \mathbf{Y}(b = i)
\]

This is sound because all free antecedent variables are implicitly existential, owing to their negative position in the model checking assertions. This condition is now in a suitable form to be directly simulated.

The use of this rule is illustrated within the scheduler case study verification in Chapter 7.

6.3.3.2 SYM_SUBSTITUTE

Since our simulation approach is symbolic, simulating a condition \( A \) with free index variable \( i \) gives us a distinct set of image states for each valuation of \( i \). Using this symbolic state, we can directly calculate the alternative condition \( A[E/i] \) using simple symbolic substitution.

For example, suppose we are modeling the value held by a counter using the program variable \( \text{count} \). Targeting the condition \( (\text{count} = i) \) results in simulation \( S \), which creates an family of circuit states whose indices correspond to the different count states. Suppose we are now required to simulate the condition \( (\text{count} = j + 1) \). We can use our existing simulation of \( (\text{count} = i) \) and perform the symbolic substitution of \( j + 1 \) for \( i \), written written \( S(i := j + 1) \) in GTL.
The rule SYM\_SUBSTITUTE $i \ E$ rule in our framework rewrites condition $A$ into

$$(A[i/E])(i := E)$$

where $i$ is not free in $A$ and $E$ depends only on index variables. By introducing these self-canceling substitutions we can syntactically apply the first during our simulation generation process, leaving the second as a later simulation step.

We illustrate this rule in the subsequent scheduler case study, where it is used to reduce the number of symbolic conditions that we have to simulate for waiting micro-operations.

### 6.3.4 A Decomposition Rule

Another approach to overcoming the state-explosion problem is to use structural decomposition to split apart the property at hand. Our framework contains rules for many of the simple decomposition rules for GTL from Section 4.2. In this section we describe another approach that splits the program based on an extra internal decomposition interface. The decomposition interface is a mapping between program and circuit state, specified in the same manner as the input interface for a program. Unlike the input interface, however, it does not form part of the specification, but exists purely to define a splitting point in the verification. The DECOMPOSE rule performs such a split.

A standard assertion program verification assumes that the input map holds, and demonstrates that the output assertions hold. The DECOMPOSE rule splits this process into two. The first subgoal verifies the decomposition interface, given that the input interface as an assumption. The second verifies the original program assertions using both the decomposition and input interfaces as assumptions. Simulation now takes place in two stages: one from the input interface to the decomposition interface, and another from the decomposition interface to the assertions. This is illustrated in Figure 6.5.

In order to apply the decomposition interface as an assumption in the second stage of the verification, we modify the program $AP$, so that all the assignments to variable $x$ are replaced with the assignment $x := E$. The result of this modification is denoted $AP \triangleleft (x := E)$. By replacing these assignments, we direct the simulation generation process to drive the simulation using the decomposition interface, wherever possible. For example, $\text{DECOMPOSE} (x := E)$ splits the verification goal

$$\text{CHECK} \ K_C \ AP \ \text{sim} \ (A \Rightarrow C)$$
into

\[
\text{CHECK } \mathcal{K}_C \ A \ P \ \text{sim} \ (x = d) \Rightarrow (E = d)
\]

which verifies the decomposition interface, and

\[
\text{CHECK } \mathcal{K}_C \ (A \ P \leftarrow (x := E)) \ \text{sim} \ (A \Rightarrow C)
\]

which verifies the original assertion under the assumption that the decomposition interface holds.

**Example** Suppose a circuit consists of a register bank and an arithmetical unit. At each cycle, either a number can be written to the register with address \(i_1\), or else the product of registers \(i_1\) and \(i_2\) can be calculated and placed on line \(\text{out}\). Such functionality might be modeled by the program fragment:

\[
\text{if write then } \quad \text{reg}[i_1] := \text{in} \\
\text{else } \quad \text{result} := \text{reg}[i_1] \times \text{reg}[i_2]
\]

together with the assertion

\[
\forall c . (\text{result} = c) \Rightarrow (\text{out} = c)
\]

It is quite possible that simulation of both the memory and the arithmetical unit will together be too large for a single simulation run. We can, however, decompose the task and simulate each of these units separately. First we rewrite the program so that we have fresh names to reference the two arithmetical operands:

\[
\text{if write then } \quad \text{reg}[i_1] := \text{in} \\
\text{else } \quad \text{op}_A := \text{reg}[i_1] \\
\text{op}_B := \text{reg}[i_2] \\
\text{result} := \text{op}_A \times \text{op}_B
\]
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Now suppose we can find an internal interface mapping that describes how the memory connects to the arithmetical unit, given by $op_A := bus_A$ and $op_B := bus_B$. Applying our rule for decomposition twice, we end up with two simulations that verify the register bank and one simulation that verifies the arithmetic.

Figure 6.6 shows a proof tree for the two decompositions. The first split introduces the intermediate assertion that the values held on $bus_A$ correspond to the abstract state $op_A$ in the program. The second split similarly relates $bus_B$ to $op_B$. Figures 6.7(i)-(iii) illustrates the areas of the circuit simulated by the programs labeled (i)-(iii) respectively in Figure 6.6. The solid lines represent areas that are actively simulated in each case.

6.4 Related Work

There are several existing methods for creating symbolic ternary simulations from higher-level descriptions, including, in particular, the work of Joyce and Seger [SJ92], and Jain [Jai97]. These frameworks use simple mappings from their specifications to low-level simulation outlines. In contrast, generating the simulations using our approach requires significantly more reasoning. This is because we have chosen to use a high-level model with abstract state, so generating the simulations requires a fixed-point state traversal calculation rather than a direct mapping.

The core algorithm of our process is the re-writing process, which effectively performs a symbolic backwards traversal of the property state-space. There are several existing similar approaches to exploring the state-spaces of imperative programs. In [SH97] weakest precondition calculations are used within a theorem prover for forward construction of state graphs. In [BFH+92], weakest preconditions are also used to help create minimal transition system representations. Our algorithm differs from these approaches in several interesting ways. First, many algorithms are concerned with creating state-transition graphs, whereas we produce formulas of GTL, which are significantly more complex structures. Second, we do not aim to explore entire state-spaces, but only those abstract states required for each assertion. Third, we do not aim for our abstract states to partition the model state-space, since overlapping abstract states are beneficial to the efficiency of ternary simulations.

Like symbolic ternary simulation itself, our algorithm also relies on separating the data and control aspects of a property, in order to tame state explosion. The control aspects are expanded fully into explicit model checking steps, whereas the data aspects can remain symbolic throughout the entire process. This is a particularly relevant for
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model
if write then
  \text{reg}[i_1] := \text{in}
else
  \{ \text{op}_A := \text{reg}[i_1] \\
  \text{op}_B := \text{reg}[i_2] \\
  \text{result} := \text{op}_A \times \text{op}_B \}
assert
forall \ c.
  (\text{result} = \ c) \Rightarrow (\text{out} = \ c)

\begin{array}{c}
\text{model} \\
\text{if write then} \\
\quad \text{reg}[i_1] := \text{in} \\
\text{else} \\
\quad \{ \text{op}_A := \text{reg}[i_1] \\
\quad \text{op}_B := \text{reg}[i_2] \\
\quad \text{result} := \text{op}_A \times \text{op}_B \}
\text{assert} \\
\quad \text{forall} \ d. \\
\quad (\text{reg}[i_1] = d) \Rightarrow (\text{bus}_A = d)
\end{array}

(i)

\begin{array}{c}
\text{model} \\
\text{if write then} \\
\quad \text{reg}[i_1] := \text{in} \\
\text{else} \\
\quad \{ \text{op}_A := \text{bus}_A \\
\quad \text{op}_B := \text{reg}[i_2] \\
\quad \text{result} := \text{op}_A \times \text{op}_B \}
\text{assert} \\
\quad \text{forall} \ e. \\
\quad (\text{reg}[i_2] = e) \Rightarrow (\text{bus}_B = e)
\end{array}

(ii)

\begin{array}{c}
\text{model} \\
\text{if write then} \\
\quad \text{reg}[i_1] := \text{in} \\
\text{else} \\
\quad \{ \text{op}_A := \text{bus}_A \\
\quad \text{op}_B := \text{bus}_B \\
\quad \text{result} := \text{op}_A \times \text{op}_B \}
\text{assert} \\
\quad \text{forall} \ c. \\
\quad (\text{result} = \ c) \Rightarrow (\text{out} = \ c)
\end{array}

(iii)

Figure 6.6: Decomposition Proof Tree
This orthogonal treatment of data is the basis behind many other approaches to verification, from control state graph generation [HGD95] to the use of uninterpreted functions [BD94, HB95].
Chapter 7

Case Studies

In this chapter we examine two case-study verification efforts that allow us to explore the benefits of our proposed approach compared to existing methods of assertion graph specification. To be able to compare and contrast our approach with the most up-to-date existing verification methodology, for each case study we first provide details of verification using assertion graphs. We then show how the corresponding assertion programs can provide clearer and more succinct property representations, allowing a more structured approach to abstraction control. At the end of the chapter we provide a discussion of the two approaches. This chapter also serves to provide illustrative examples of the rules presented in Chapter 6.

7.1 First-In-First-Out Buffer

The first example is a 4-entry 10-bit-wide First-In-First-Out (FIFO) buffer, derived from [YS02]. Although the FIFO specification is relatively straight-forward, the verification makes a useful case study because of the different approaches to abstraction that are required.

7.1.1 Circuit Specification

The buffer is intended to hold a queue of 10-bit data elements. A reset operation initializes the buffer to an empty queue. Data can be enqueued, which means that it is added to the back of the queue. When data is dequeued, it is read and removed from the front of the queue, so that the first piece of data to enter the buffer is also the first piece of data to leave the buffer. In addition to these operations, the FIFO has two outputs that describe when the buffer is empty and full.
As with most hardware, the FIFO circuit incorporates a delay factor, so that fewer gates are required between stateful elements, and the circuit can operate at a higher clock speed. The result of this is that the operations supported by the buffer take one clock cycle to complete. For example, if the buffer is empty and we enqueue a piece of data at cycle 0, then only at cycle 1 will the empty flag be set low and the data ready to be dequeued.

Figure 7.1 illustrates the FIFO circuit interface. In order to enqueue a piece of data, the enq line should be set high and the data presented on the din lines. If the FIFO is not already full then the data will be added to the buffer. In order to dequeue an element, the deq line should be set high. Provided the FIFO is not empty, then the oldest piece of data in the buffer will be presented at the dout lines and removed from the buffer.

7.1.2 Circuit Implementation

The success of GSTE verification depends on how well the employed abstraction fits with the structure of the circuit implementation. For this reason, it is important to take account of the circuit architecture when the verification is planned.

Our FIFO implementation has a memory array of content data together with a head and a tail pointer to mark the start and the end of the queue. When an enqueue occurs, data is written to the head pointer location and the head pointer is incremented. When data is dequeued from the buffer, it is read from the tail pointer location before the tail pointer is incremented. An extra bit of state, the full bit, is used to determine whether the buffer is full or empty in the cases where the head and tail pointers match. Figure 7.2 illustrates the state of the FIFO after enqueuing data 7 followed by 8.

7.1.3 Assertion Graph Verification

This section describes a FIFO verification using assertion graphs, closely based on the example in [YS02]. Of particular importance is the degree of clarity of the specification, and the difficulties with the application of refinement steps. In this example, a
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7.1.3.1 Generic FIFO Assertion Graph

Verification aims to check the following aspects of the circuit:

1. The empty output signal is set only when there are no entries in the FIFO.
2. The full output signal is set only when the FIFO is full.
3. If data is enqueued when the FIFO is not full, it is correctly dequeued after each of the previously enqueued entries have been dequeued.

In order to verify that the full and empty flags are set correctly, we can create an assertion graph with states that correspond to the number of entries currently in the FIFO. We can add to this graph all the possible transitions from one state to another, and assert for each of these transitions that the value of the empty and full lines are correct. Such an assertion graph, for a FIFO of depth four, is shown in Figure 7.3. Forward transitions represent enqueues, and backward transitions represent dequeues.

Next we must verify that data going through the FIFO is not corrupted. In order to do this, we consider an arbitrary piece of enqueued data and make sure that it is unchanged when it is dequeued. We use the variable \( v \) to represent the value of this data. During the transitions at which the data is enqueued, we will assert ‘\( \text{din is } v \)’. When we expect that same piece of data to be dequeued, we assert ‘\( \text{dout is } v \)’ in the consequent.
Figure 7.3: Assertion Graph for Empty and Full Signals

Figure 7.4: Generic 4-Place FIFO Assertion Graph
Since we need to make sure all enqueued data is handled correctly, we need to generalize our check to cover all possible starting states at which a piece of data might be enqueued. We also need to know the number of existing entries at this point, since we will expect the same number of dequeues before our data should be dequeued. We therefore include transitions that enqueue $v$ starting from each of the states in Figure 7.3. After the relevant number of dequeues, we check that the correct data is dequeued at $dout$. The resulting graph is shown in Figure 7.4. The downward arrows are those transitions where $v$ is enqueued, and $v$ should be dequeued during the last transition in the bottom-left.

It is not immediately clear that this is the complete specification of a FIFO. In particular, the assertion graph only contains one symbolic constant, $v$, which is the value set on the $din$ line when data is enqueued on certain edges of the graph. It therefore seems that if another piece of data were to be subsequently enqueued, then we would have no way of ensuring that this second data is not corrupted inside the FIFO. Using this single symbolic variable, however, we in fact are able to verify all possible sequences of enqueues and dequeues on the FIFO, because of the temporal abstraction introduced by the for-all semantics of assertion graphs. Consider that for every possible enqueue of data to the FIFO, there is some path through the graph where we check that this data is not corrupted. Hence it must be that all data enqueued to the FIFO is handled correctly.

### 7.1.3.2 Assertion Graph Refinement

When we use our first assertion graph attempt to verify our circuit, GSTE fails due to over-abstraction. To see why, we must consider the effects of using ternary states to characterize the states of our particular implementation.

The first vertex of the graph represents those states where the FIFO is empty. In our implementation, this corresponds to those circuit states where the head pointer is equal to the tail pointer and the full bit is low. By default, GSTE explores each of these states and forms the most precise ternary representation that includes all of them. Therefore it forms the $(head, tail)$ vector

$$(00, 00) \sqcup (01, 01) \sqcup (10, 10) \sqcup (11, 11) = (XX, XX)$$

In other words, since this head and tail pointers can, independently, take on any value in the states being characterized, GSTE loses all information about them. This then results in verification failure, since there is not enough information to determine if the
FIFO is full or empty. We explore both explicit and symbolic approaches to surpassing this over-abstraction.

**Splitting Graph Vertices** The first approach involves splitting every vertex of the graph so that each resulting vertex corresponds to a single particular head/tail value pair. In order to preserve the property specified by the graph, we must ensure that the transitions cover the same possibilities as those of the original graph. Edges that do not completely specify enqueues and dequeues, such as those edges on the lower half of Figure 7.4, must be case-split to do so. This effect of this split on the first half of the assertion is shown in Figure 7.5. Now when simulation occurs, each ternary state stores a single concrete head/tail pointer state, so there is no over-abstraction.

**Introducing Precise Nodes** Although refinement by splitting vertices is sufficient for verification to succeed, the resulting number of states is quadratic in the size of the buffer. To avoid creating so many distinct ternary states, we can instead case-split symbolically by introducing variables to connect the head and tail pointers. This is done using precise nodes (see Section 2.5.4.5).

One advantage of this approach is that the case-split states and their corresponding simulation calculations are shared. For example, symbolically case-splitting based on a single node does not require us to keep two distinct simulation states. Another advantage is that it requires significantly less work to adapt the assertion graph. We must find the relevant head and tail pointer nodes in the circuit, and instruct the model checker to keep them precisely. We then need to introduce symbolic variables to ensure that enqueues and dequeues are completely specified.
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Now when the simulation is run, GSTE internally allocates temporary symbolic variables \( z_0 \) and \( z_1 \) to capture the relation between the head and tail pointers. For example, the requirement that the two pointers are equal in the first vertex of the graph is captured by the symbolic state \((\text{head}, \text{tail}) = (z_1 z_0, z_1 z_0)\). Simulation propagates such symbolic dependencies to other areas of the circuit, for example, deducing that the empty flag is high in the example state.

7.1.4 Assertion Program Verification

We will now use our proposed methods to verify the FIFO. First, we write an assertion program to capture the requirements of a generic FIFO buffer. Our implementation framework includes support for bounded-length lists, which we will use to model the state of the buffer. We will then apply some of the simulation generation rules described in Chapter 6, and refine the simulation until verification succeeds.

7.1.4.1 A FIFO Assertion Program

The FIFO assertion program specification is shown in Figure 7.6. First we define attributes that parameterize the model. The size of the FIFO, \( \text{SIZE} \), is 4, since it holds a maximum of 4 elements. The type of data being held in the FIFO, \( \text{data} \), is set to be the type of 10-bit vectors.

We then declare the variables used by the program. The variable \( q \) holds the current list of elements stored in the buffer, in order of arrival. We use a second list variable, \( q' \), to store the partially updated contents. We also declare Boolean variables for the various input and output control signals, and variables \( \text{din} \) and \( \text{dout} \) of type \( \text{data} \) to read and write elements.

The model block contains the main substance of the high-level model. If reset is high, then the buffer is set to empty. Otherwise the contents state is set to its previous value, with enqueued data appended, and dequeued data removed. The variable \( q' \) holds the state at a stage where it has been updated to reflect enqueues but not dequeues. The empty and full flags are set to indicate the number of elements in the buffer. Since we have built the FIFO buffer as an independent circuit, we have been free to chose intuitive names for the interface nodes. Therefore the program interface is a simple directly-mapped interface.

Finally, the assertion block captures what circuit responses we wish to verify. Here it is important to note that the asserted responses are generally delayed by one time-step from the assertion programs. This accommodates the lag inherent in the circuit.
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```plaintext
const SIZE = 4 // Number of entries
type data = bool[9 : 0] // Type of contents

model
var q, q' : data list(SIZE) // Queue states
var reset, enq, deq, empty, full : bool // Boolean signals
var din, dout : data // Data in and out
if reset then // Empty on reset
  q := []
else{
  if enq ∧ ¬last(full) then // Handle enqueue
    q' := last(q) ++ [din]
  else
    q' := last(q)
  if deq ∧ ¬last(empty) then // Handle dequeue
    q := tail(q')
  else
    q := q'
}
empty := (length(q) = 0) // Set status bits
full := (length(q) = SIZE)

interface
node n_reset, n_enq, n_deq, n_din[9 : 0]
node n_full, n_deq, n_dout[9 : 0]
reset := n_reset // Our FIFO has a
enq := n_enq // direct interface
deq := n_deq
din := n_din

assert
last(empty) ⇒ n_empty // Check empty bit
¬last(empty) ⇒ ¬n_empty
last(full) ⇒ n_full // Check full bit
¬last(full) ⇒ ¬n_full
forall v : data . // Check data out
deq ∧ last(¬empty ∧ head(q) = v) ⇒ n_dout = v
```

Figure 7.6: FIFO Buffer Assertion Program
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7.1.4.2 A First Simulation Attempt

As a first attempt, we try applying the default UNROLL rule from Section 6.2 to generate the FIFO simulation run. This starts with the initial states characterised by the assertion antecedents:

1. \text{last}(\text{length}(q) = 0)
2. \text{last}(\text{length}(q) \neq 0)
3. \text{last}(\text{length}(q) = 4)
4. \text{last}(\text{length}(q) \neq 4)
5. deq \land \text{last}(\neg \text{empty} \land \text{head}(q) = v)

The first iteration of the backwards rewriting process finds the weakest preconditions of each of these states, under the various combinations of enqueues and dequeues that are possible. This is then repeated until all relevant simulation states have been explored.

As would be expected without any further intervention, this first simulation fails due to over-abstraction. To illustrate why, we will consider the preconditions for \text{length}(q) \neq 4. Simulation generation considers the different control inputs that can bring about this condition, summarized in Table 7.1.

<table>
<thead>
<tr>
<th>Control Conditions</th>
<th>Precondition</th>
</tr>
</thead>
<tbody>
<tr>
<td>reset</td>
<td>true</td>
</tr>
<tr>
<td>\neg \text{reset} \land \neg \text{deq} \land \neg \text{enq}</td>
<td>\text{length}(q) &lt; 4</td>
</tr>
<tr>
<td>\neg \text{reset} \land \text{deq} \land \neg \text{enq}</td>
<td>1 &lt; \text{length}(q)</td>
</tr>
<tr>
<td>\neg \text{reset} \land \neg \text{deq} \land \text{enq}</td>
<td>\text{length}(q) &lt; 3</td>
</tr>
<tr>
<td>\neg \text{reset} \land \text{deq} \land \text{enq}</td>
<td>0 &lt; \text{length}(q) &lt; 4</td>
</tr>
<tr>
<td>\neg \text{reset} \land \text{enq}</td>
<td>\text{length}(q) = 0</td>
</tr>
<tr>
<td>\neg \text{reset} \land \neg \text{enq}</td>
<td>\text{length}(q) = 0</td>
</tr>
<tr>
<td>\neg \text{reset} \land \text{deq}</td>
<td>\text{length}(q) = 4</td>
</tr>
</tbody>
</table>

Table 7.1: Preconditions for \text{length}(q) \neq 4

This shows that simulation generation by default creates different states for different ranges of queue lengths. Not only will this result in a large simulation, but it also introduces abstraction problems, since the most precise ternary representations of the head and tail pointers that characterize these states are all \text{Xs}.

7.1.4.3 Case-Splitting Simulation States

In order to avoid this over-abstraction, as well as to provide some extra structure to our simulation, we can instruct our environment to split states at the start of generation.
if reset then
    head := 0
else {
    if enq ∧ ¬last(full) then
        head := last(head) + 1
    else
        head := last(head)
}

Figure 7.7: Program Augmentation for Head Pointer

based on the queue length. This is achieved with the SPLIT_STATE from Section 6.3.2.4.

\[
\text{SPLIT\_STATE} = \begin{cases}
    \text{length}(q) = 0, & \text{length}(q) = 1, \\
    \text{length}(q) = 2, & \text{length}(q) = 3, \\
    \text{length}(q) = 4
\end{cases}
\]

This helps, but when GSTE is invoked on the resulting simulation, verification still fails due to over-abstraction. As with the assertion graph case, this occurs because the dependencies between the head and tail pointers are not precisely represented. To avoid this we can instruct simulation generation to split cases based on the value of the head pointer. But since the assertion program does not include any information about this pointer, we must first augment our assertion program to describe its behaviour, as shown in Figure 7.7.

Now we split the abstract simulation states based on this pointer state:

\[
\text{SPLIT\_STATE} = \begin{cases}
    \text{head} = 0, & \text{head} = 1, \\
    \text{head} = 2, & \text{head} = 3
\end{cases}
\]

For the verification of the empty and full flags, the end result closely resembles the assertion graph of Figure 7.5. In order to verify the final assertion, we split the states according to the number of dequeues required before data element \( v \) should be seen. This hint has the effect of reducing the number of simulation states, since it aligns the abstract property states so that their images do not overlap. This ensures that the control state of the FIFO is never approximated to \( X \), so verification succeeds. Some further miscellaneous term rewriting and weakening is also useful, as is trimming the predicates to keep them legible during debugging.

7.1.4.4 Case-Splitting Symbolically

As with the assertion graph case, rather than splitting over a quadratic number of simulation states, it can be more efficient to encode the pointer dependencies symbolically.
This has the added benefit that we are not required to augment the assertion program to describe how the head pointer behaves. In fact, symbolic simulation instead derives this information from the circuit model itself.

To achieve this symbolic-explicit hybrid, we use the PRECISE_NODES rule based on the transformations in Section 4.3.4, with the circuit nodes that make up the head and tail pointer states. This then introduces symbolic variables that capture the required dependencies between the two pointers, leading to successful verification.

### 7.2 Micro-Operation Scheduler

A *micro-operation (uop) scheduler* is a microprocessor component that receives a stream of instructions to be executed and is responsible for delivering each of these to an execution unit at an appropriate time. We verify a simple scheduler, based on a resource scheduler from the Intel Pentium 4 Microprocessor [Sch03, YGT05].

#### 7.2.1 Circuit Specification

Each uop instruction consists of an *opcode*, a *source register* and a *destination register*, as shown below:

<table>
<thead>
<tr>
<th>Opcode</th>
<th>Source Register</th>
<th>Destination Register</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 bits</td>
<td>4 bits</td>
<td>4 bits</td>
</tr>
</tbody>
</table>

The interface to the scheduler is shown in Figure 7.8. An instruction may only execute after all relevant previous instructions have finished writing to its source register. To signal when this condition occurs, each instruction carries a *ready* bit with it during its route through the scheduler. An instruction’s ready bit is set high when all its dependencies have been executed. Instructions may be set ready before they enter the scheduler, or else become ready while inside. In order to enqueue an instruction

![Figure 7.8: The Micro-Instruction Scheduler](image)
into the scheduler (provided the full line is not set), the write line of the scheduler must be set high, the instruction presented on the din lines, and the ready bit for this instruction put on the ready line.

The wrback line from the execution unit is used to signal when the execution of an instruction has resulted in the writing of data to a particular register. The index of this register is supplied on the reg lines. There is an environmental assumption that any instruction in the scheduler is waiting for at most one other instruction to complete. Therefore any waiting instructions that have a source register matching a write-back register reg can have their ready bits safely set to high.

The scheduler should set the line available to high when it contains a waiting ready instruction. When it receives this signal, the execution unit can request the instruction on the dout lines by setting read to high. When there is more than one ready instruction, the scheduler provides the one that entered the scheduler first. Like the FIFO, the circuit incorporates some delay, so enqueues and write-backs require one cycle to become committed to state.

### 7.2.2 Circuit Implementation

As with the FIFO buffer, it is imperative to consider the structure of the implementation to be able to shape and balance the simulation abstraction. Figure 7.9 shows an outline of the scheduler implementation. The instructions are stored in a memory array, together with their valid and ready bits. The valid bits are used to signal whether
there is currently an instruction stored in that index of the array. In order to store the relative arrival times of each instruction, the scheduler also contains a priority matrix. The \((i, j)\)th entry of this matrix stores whether the instruction in index \(i\) of the memory array arrived before that stored in index \(j\) of the array. There is then some logic to determine which of the instructions stored is the earliest-entered ready instruction that is next to be sent off to the execution unit.

### 7.2.3 Assertion Graph Verification

We will first describe how the scheduler can be verified using GSTE assertion graphs. This approach follows the example from [YS04], which bypasses the entry logic and starts the simulation from the \(\text{enter}_i\) nodes rather than directly from the \(\text{write}_i\) input (see Figure 7.9). We also restrict ourselves to considering only the correctness of the data lines, missing out the full and available status lines.

Since the instruction emitted by the scheduler depends on the relative arrival times of all the instructions held, verifying the scheduler explicitly using a traditional assertion graph would require too many simulation states to be practical. This is because there would need to be one state for each set of possible relative arrival times.

We can make use of compositional GSTE, however, to overcome these difficulties. Recall that compositional GSTE allows us to simulate different parts of the circuit independently. In particular, whether an instruction is ready or not, and the relative arrival times of instructions are handled separately by independent areas of the circuit. Therefore if we simulate these sections separately, we can significantly reduce the required number of simulation states.

The symbolic quantification operations supported by compositional GSTE also allow us to effectively combine independent symbolic simulations. In particular, we are sometimes required to simulate conditions that apply to every instruction. Rather than simulate each possible interleaving of input conditions that brings about such a condition, we can instead simulate the requirement for only the general instruction at memory address \(i\), and then universally quantify over \(i\) to reach the required condition.

The top-level assertion graph for the scheduler verification is shown in Figure 7.10. \(\text{EarliestReady}(i, \text{op})\) asserts that the \(i\)th instruction has associated data \(\text{op}\), and is the earliest ready instruction being held. The node \(\text{sched}_i\) in the circuit signals that the \(i\)th index of the array is being scheduled. Hence the edge of the top-level graph can be read as saying that for every address \(i\), if the instruction \(\text{op}\) has been stored in \(i\) and is the earliest ready instruction, and the execution unit is trying to read an instruction, then the instruction \(i\) is scheduled and value \(\text{op}\) is presented on dout.
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EarliestReady(\(i, op\)) \&\& read / sched\(_i\) \&\& dout = op

Figure 7.10: The Top Level Scheduler Assertion

\(\neg\) enter(\(i\)) \iff sched(\(i\)) \iff \neg sched(\(i\))

enter(\(i\)) \& (din = op) \&\& ready

\(\neg\) wrback \iff reg = srcC

wrback \& (reg \neq srcC)

Figure 7.11: The Ready(\(i, op\)) Assertion

enter(\(j\)) \&\& \neg enter(\(i\))

Figure 7.12: The Earlier(\(i, j\)) Assertion Graph
The \textit{EarliestReady}(i) condition can be defined in terms of further simulation conditions, as:

\[
\text{EarliestReady}(i, \text{op}) \; := \; \text{Ready}(i, \text{op}) \; \land \; \forall j \neq i . (\text{Earlier}(i, j) \lor \text{NotReady}(j))
\]

The predicates \text{Ready}(i, \text{op}), \text{Earlier}(i, j) and \text{NotReady}(j) are then defined in terms of the a set of edges on the additional assertion graphs shown in Figures 7.11-7.13. In these diagrams, the union of the states assigned to the solid lines is the condition represented.

The \text{Ready}(i) assertion graph shows different paths for the two possible ways in which an instruction can become ready: either it is ready when it enters the scheduler (the top path), or else it is not ready when it enters and subsequently a write-back occurs to its source register (the bottom path).

The meaning of the \text{Earlier}(i, j) graph is that an instruction has entered index \( j \) and no instruction has entered index \( i \) since. The final graph, \text{NotReady}(i) uses the same outline of \text{Ready}(i) to express those states in which the \( i \)th instruction either is not valid or else is not ready. These graphs are then enough to verify our circuit without the need for abstraction refinement.

\subsection*{7.2.4 Assertion Program Verification}

We will now describe how we have verified the scheduler using GTL-based simulations created from an assertion program. The style of simulation generation is more interactive than that of the FIFO buffer, since the success of the verification is more dependent on the correct simulation approach that keeps the memory footprint small.
7.2.4.1 The Scheduler Assertion Program

The scheduler assertion program is shown in Figure 7.14. It first defines some types: index is the type of memory address locations, uop is the type for 11-bit uops, and reg_addr is the type of register addresses.

We then declare the abstract state and variables used. The status bits for each uop held by the scheduler are stored as arrays indexed by the uop address. The state bit valid[i] indicates that there is an instruction in contents[i] with ready status ready[i]. Bits earlier[i][j] are used to store whether or not the instruction at position i arrived before that at position j. There is then a series of variables that corresponds to the interface of the scheduler.

The state of the assertion program is updated as follows. When a reset occurs, every entry is set invalid, to empty the scheduler. Otherwise, if entry i is empty, and the environment is attempting to enqueue an instruction at position i, then the valid, ready and contents indices are stored for this new instruction. When an entry is valid and scheduled, it is subsequently set to invalid so that it will not be rescheduled. A write-back occurs when the write-back register input matches the last four bits of one of the held instructions. Under this condition, the corresponding ready bit is set to true. The earlier array is updated depending on which entries are entering the scheduler. Finally, sched[i] is set to describe whether the instruction at index i is to be currently scheduled or not. This is calculated using the condition that in order to be scheduled, a uop must be ready and valid, and have entered the scheduler earlier than any other valid ready entry. We omit an interface block for the assertion program, since our test circuit interface has the same names as those variables on the interface of the high-level model.

The aim of verification is to show that the scheduler circuit emits the correct instruction at any given time. This can be described using a single assertion where the antecedent describes the conditions under which uop op at memory address i should be scheduled. The consequent asserts that under this condition, the output lines of the scheduler match value op.

7.2.4.2 Generating the Simulation

We first simplify the verification by using the DECOMPOSE rule (Section 6.3.4) to relate the sched array of the assertion program with the circuit nodes sched_i, that we expect to signal that a given instruction address is being scheduled. This is a useful place to
type index = int(4)  // Contains maximum 4 uops
type uop = bool[int(11)]  // 11-bit uops
type reg_addr = bool[int(4)]  // 4-bit register addresses

model
state contents : uop[index]  // Stored uops
state valid, ready, enter, sched : bool[index]  // Status bits
state earlier : bool[index][index]  // Arrival times

var reset, wrback, ready_in, read : bool  // Interface
var wrback_reg : reg_addr  // variables
var uop_in : uop

for i : index do {  // For each uop...
  if last(reset) then
    valid[i] := false  // Clear it on reset
  else if last(enter[i] ∧ ¬valid[i]) then {
    valid[i] := true  // Store it on entry
    contents[i] := uop_in
    ready[i] := ready_in
  } else if last(read ∧ sched[i] ∧ valid[i]) then
    valid[i] := false  // Invalidate on schedule
  else if last(wrback ∧ valid[i] ∧ (contents[i][7:10] = wrback_reg))
    then
    ready[i] := true  // Set ready on write-back

  for j : index do {  // Record arrival times
    if last(enter[i]) ∧ ¬enter[j]) then
      earlier[i][j] := false
    else if last(enter[j]) then
      earlier[i][j] := true
  }
  // Schedule when a uop is the earliest ready uop
  ((i = j) ∨ ¬ready[j] ∨ ¬valid[j] ∨ earlier[i][j])
}

assert  // Check correct data is scheduled
forall i : index , op : uop .
read ∧ (sched[i] ∧ ∀j : index . (i = j) ∨ ¬sched[j]) ∧ (contents[i] = op)
⇒ (dout[0 : 10] = op)

Figure 7.14: Scheduler Assertion Program
decompose the verification because it allows us to separate out the control and data aspects of the circuit. This decomposition splits the main antecedent:

\[
\text{read} \land (\text{sched}[i] \land \forall j : \text{index} . (i = j) \lor \neg\text{sched}[j]) \land (\text{contents}[i] = \text{op})
\]

into the two remaining simulation obligations:

1. sched[i] is c
2. read \land (\text{sched}_i \land \forall j : \text{index} . (i = j) \lor \neg\text{sched}_j) \land (\text{contents}[i] = \text{op})

First we must check that the sched array and sched_i nodes are in fact equivalent. Then, we must show that the scheduler operates correctly, given that this equivalence holds.

**Verifying the Circuit Control** The decomposition interface might be verified either symbolically, using:

\[
\forall i : \text{index}, v : \text{bool} . (\text{sched}[i] \text{ is } v \Rightarrow \text{sched}_i \text{ is } v)
\]

or explicitly, using:

\[
\forall i : \text{index} . (\text{sched}[i] \Rightarrow \text{sched}_i) \\
\forall i : \text{index} . (\neg\text{sched}[i] \Rightarrow \neg\text{sched}_i)
\]

Since it is a control signal, the input patterns that generate sched[i] and \neg sched[i] will have little in common. There is therefore no benefit to symbolically sharing the simulations, and an explicit approach is likely to be more efficient.

In order to go about generating the two conditions, we use the backwards rewriting technique from Chapter 6. By taking a single step in rewriting both conditions, we obtain:

\[
\text{sched}[i] = \neg(\text{last}(\text{reset})) \land \text{valid}[i] \land \text{ready}[i] \\
\land \forall j . ((i = j) \lor \text{earlier}[i][j] \lor \neg\text{valid}[j] \lor \neg\text{ready}[j])
\]
\[
\neg\text{sched}[i] = \text{last}(\text{reset}) \lor \neg\text{valid}[i] \lor \neg\text{ready}[i] \\
\lor \exists j . ((i \neq j) \land \neg\text{earlier}[i][j] \land \text{valid}[j] \land \text{ready}[j])
\]

At this point, we can make use of our knowledge of the circuit structure. Since we know that whether an instruction is valid, ready or entered before another instruction are all independently managed by the circuit, we can start creating separate simulations for each of these sub-formulas, leaving them to be combined at the final stage of simulation. We therefore use the SPLIT rule (Section 6.3.1.1) to create new recursion variables for each of: valid[i], \neg valid[i], ready[i], \neg ready[i], earlier[i][j], \neg earlier[i][j],...
valid\(j\), \(\neg{}\text{valid}\(j\)\), ready\(j\) and \(\neg{}\text{ready}\(j\)\). We can reduce the number of these conditions by using the \texttt{SYM\_SUBSTITUTE} rule (Section 6.3.3.2) to re-express \(\text{valid}\(j\)\), \(\neg{}\text{valid}\(j\)\), ready\(j\) and \(\neg{}\text{ready}\(j\)\) as conditions parameterized instead by \(i\). For example, generating \(\text{valid}\(j\)\) is the same as generating the condition \(\text{valid}\(i\)(\(i := j\))\).

The remaining predicates can be simulated using the standard approach described by the \texttt{UNROLL} rule (Section 6.3.2.3). At each step in this generation process, we use the \texttt{REDISTRIBUTE} rule (Section 6.3.2.2) to make sure that simulation of the valid, ready, earlier and schedule conditions remain independent. Whether an instruction is ready or not depends on whether its source register matches any write-back registers. It is therefore necessary to also use the \texttt{CREATE\_VARIABLE} rule to introduce variables that correspond to the \(i\)th instruction’s source register. No further abstraction refinement steps are required for the verification of this aspect of the control to complete.

**Verifying The Data Output** We take a similar approach to the second condition, where we create the simulation of

\[
\text{read} \land (\text{sched}_i \land \forall j:\text{index}. (i = j) \lor \neg{}\text{sched}_j) \land (\text{contents}[i] = \text{op})
\]

through the composition of separate simulations for each sub-formula. The only sub-formula that requires backwards propagation is the condition \(\text{contents}[i] = \text{op}\), which is covered using the default rewriting strategy of the \texttt{UNROLL} rule (Section 6.3.2.3). No further abstraction refinement is required for the entire verification to succeed.

7.3 Discussion

In this chapter we have applied our verification approach to a first-in-first-out buffer and micro-operation scheduler. In both cases, we believe that the assertion program approach provides a more appropriate specification description than the use of assertion graphs. The cleanliness of the synchronous programming approach gives a clarity that lends a greater confidence to the interpretation of a property. In particular, the use of higher-level data-types such as lists and arrays allow us to reuse well-understood data structure concepts. Being textual and less explicit than assertion graphs, assertion programs seem less vulnerable to small specification errors. Assertion programs also enforce the separation of concerns between the model, the interface mapping, and the verification approach.

As well as this, assertion program specifications are more parameterized than assertion graphs because they can be configured via abstract constants. This not only
allows for reuse, but provides far better scope for scalability. For example, the size of an assertion graph for a FIFO is linear in its depth. In contrast, changing the depth for an assertion program specification requires changing only a single constant literal. There is, however, additional effort required to generate the simulation outline for an assertion program. We have not explored the scalability of the simulation generation algorithm, partly due to the work involved with each generation and partly because our tool was built with a low degree of optimization. The scalability will, however, certainly exceed what is possible with manual assertion graph construction. The following cases highlight some other particular strengths of our approach that have been illustrated by the case studies.

In the original FIFO assertion graph approach, it is difficult to be assured of the correctness of every dequeue output, given that we represent them all using only a single instance of symbolic data. The verification is sound, however, due to the unusual for-all semantics of assertion graphs, coupled with the lack of initial hardware state. In the assertion program approach, we are aware all along that the simulation we produce will be sound, since each step in the simulation generation process is justified.

The original scheduler verification is difficult to understand, since it requires us to look at the concurrent execution of multiple assertion graphs in order to fully understand the original verification property. This is necessary because the specification must be decomposed in a particular way for the verification to succeed with limited memory space. In contrast, because the assertion program methodology separates the property from the verification approach, the scheduler assertion program is not required to be segregated in this way.

The scheduler verification proceeds via a decomposition based on the node \( \text{sched}_i \), which describes if the operation in index \( i \) is scheduled at this time-step. In our approach, this step is extremely clear, and we have formally justified that the decomposition does not involve circular reasoning. In the assertion graph approach, however, node \( \text{sched}_i \) is used both in antecedents and consequents within the same graph, and it is not clear that the inductive step of the verification is actually constructive.

The case studies also demonstrated some of the practical advantages of using assertion programs over assertion graphs. Because the specification rules could all be described textually and applied automatically, specifications in GTL allowed for a more adaptive verification approach, where it was easier to test out different strategies. The textual nature of GTL also allowed for rapid command-line driven prototyping of simulations, greatly aiding abstraction refinement. Furthermore, model checking could be
optimized in new ways, for example, through the use of simplification transformations and the caching of simulations.
Chapter 8

Conclusion

This dissertation has presented two specification notations and a methodology for verification using symbolic ternary simulation. The work has focused on taking particular promising techniques from generalized symbolic trajectory evaluation (GSTE), and recasting them using cleaner and more general notations that are more amenable to formal reasoning. The approach is organized into two layers: A low-level logic, generalized trajectory logic (GTL), for specifying low-level simulation details, and the synchronous language of assertion programs, for the high-level modeling of circuit behaviour.

GTL is an intuitive and compositional linear temporal logic that provides a fine-grained formalism for describing symbolic ternary simulations. Each formula describes a particular flow of simulation, but also has a clean, trace-based, property semantics. By drawing an analogy between the atomic steps of simulation and the constructs of propositional logic, GTL and its algebraic properties are made to look familiar. Since it is textual in nature, GTL is also directly amenable to mechanized reasoning, easing the cleanliness of model checking algorithms, introspection techniques, and the construction and application of reasoning rules.

An appropriate choice of foundational semantics for GTL has enabled us to develop a wide range of reasoning rules, applicable in areas of abstraction refinement, decomposition, and simulation optimization. These go far beyond existing rule-sets for GSTE. The rules are generally based on the observation that sound simulation transformations in GTL correspond to semantic-preserving rewriting rules. Our rules also classify and further reveal the nature of GSTE verification choices, particularly for abstraction refinement and the mixing of symbolic and explicit verification.

For describing complete high-level specifications models, we have presented the language of assertion programs. This synchronous programming language allows model transitions to be described using abstract state built from rich and familiar
vocւbularies of arbitrary data types. Statements in the language are based around imperative assignments, but have a declarative semantics that allows for equational reasoning. In order to allow for greater clarity and reuse, assertion programs allow for the separation of concerns between the model, the circuit interface mapping, the verification approach and specification parameters. Assertion programs are more concise and descriptive than GSTE assertion graphs, because their abstract transition structure is not explicitly unwound. Combined with their textual nature, this makes assertion programs more prone to mechanized reasoning, and less vulnerable to small errors in specification.

The semantic nature of assertion programs has much in common with GTL: both are based on a finite trace-based semantics, a last time operator and similar variable characteristics. This has allowed us to describe a rule-based framework that connects the two formalisms by translating assertion programs into GTL properties that drive simulation. In this framework, the equational constraints of the assertion program are used to apply weakest precondition calculations that progressively construct the input sequence patterns necessary. Selective application of the reasoning rules for GTL allow simulations to be tailored to the implementations at hand. This provides a rigorous overall verification methodology that we have successfully applied to verify both a first-in-first-out buffer, and micro-operation scheduler.

**Future Work**

This section contains suggestions for future work, organized into topics that follow the same order as the dissertation contents.

**Generalized Trajectory Logic**

Although GTL is expressive enough to cover the most commonly used forms of GSTE, there are various currently inexpressible model checking extensions that the logic might be adapted to handle. For example, the GSTE approach to liveness properties [YS00] may correlate well with infinite trace variants of GTL. The backwards simulation approach in [YS02] may naturally correspond to the inclusion of a next time operator. The scope of GTL could also be extended for the specification of other abstraction techniques, such as node weakening, where a node is forced to \( X \) to limit the propagation of constraints, or dynamic weakening, which is a sound approach to trimming the model checking BDD structures [AJM+00]. Goel’s work [Goe04], which unifies the interaction between symbolic and ternary simulation, suggests the
additional use of a partial order on variables to provide complete specifications of the variable dependencies that should be retained.

Each of these opportunities for extending GTL would naturally also increase the potential for additional reasoning rules for managing them. Future reasoning rules for GTL may also concentrate on how to encode additional abstraction techniques into the logic. For example, we have not included an analysis of rules for re-parameterization of indexing variables, although it is expected that techniques from STE [MJ02] will carry directly to GTL. Another area of interest might be exploring variation in the temporal scoping of indexing variables. For example, interesting new abstractions for capturing dependencies across time ranges might be attained by extending the persistence of the ghost variables in our precise nodes encoding.

**Verification with Assertion Programs**

There are various potential improvements to the language of assertion programs. The development of a suitable module system would increase scalability, heighten abstraction, improve variable scoping, and potentially map down into modular or incremental verification approaches. Other beneficial extensions might include the use of new data types, the addition of assumed environmental constraints, or polymorphic forms of specification.

Our interactive simulation generation framework opens questions about how best to selectively apply the various rewriting rules that we have described. In particular, there may be heuristics for suggesting various state abstractions, based on various analyses of the circuit or specification. For example, the identification of datapaths within the circuit might be a good indicator for the automatic symbolic treatment of the corresponding assertion program state. In cases where some of the assertion program structure is shared with the circuit, there may be techniques and heuristics for automatically determining internal equivalent nodes, or *cut points*, between the two. Such cut points are ideal candidates for the application of our decomposition rule for assertion programs. These techniques could potentially be based on scalar simulation tests, top-down structural comparisons, or on the similar techniques developed for equivalence checking [KK97].

There are many potential practical improvements to simulation generation that might either increase capacity or ease the abstraction refinement process. One way of increasing capacity might be to make use of different reasoning engines, such as those based on satisfiability checking [NO05]. Unbounded or very large data types might be better handled using decision procedures that operate directly on terms, or
perhaps via the identification of a small model property. One difficulty experienced
during our work that might inspire further research was the question of how to apply
pattern matching across shared equational constraints, such as those found in vector
GTL properties.

To help the process of abstraction refinement, the executable nature of assertion
programs might be useful for generating illustrative counter-examples, or for dis-
covering and validating circuit interface specifications. Graphical mapping of vec-
tor GTL simulations might help to emulate the visual benefits of assertion graph
specifications. Suitable rewriting rules for identifying the causes of over-abstraction
might be based on unrolling, simplification or case-splitting properties. It might
also be beneficial to characterize existing (G)STE abstraction refinement algorithms
[RC06b, ABMS07, CHXY07] using simulation generation rules for GTL.

There is also scope for extending the nature of verification above the level of ab-
straction provided by assertion programs. In particular, assertion programs have simi-
lar style to many other hardware modeling specifications, such as Murphi [DDHY92]
and the Symbolic Analysis Laboratory (SAL) [Sha00], which are generally used dur-
ing the verification of other forms of properties, such as liveness properties. If a high-
level model is verified using these techniques, then it may then be connected directly
to the gate-level circuit description through the application of our approach. In such a
process symbolic ternary simulation would effectively abstract some of the circuit op-
timization and nondeterminism complexity, leaving a cleaner model for higher-level
verification. There is also scope for using or adapting our approach to verify different
types of refinement. For example, at the moment our high-level models must be ei-
ther phase- or cycle-accurate. By exploiting different forms of temporal mappings, it
should be possible to allow for temporal deviations within the refinement process.
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GTL Characteristics

This appendix contains detailed proofs about the semantics of generalized trajectory logic.

A.1 Monotonicity

Our aim in this section is to demonstrate that GTL is monotonic with respect to recursion variables. Since GTL is a form of symbolically indexed structure, we first demonstrate some monotonicity results for symbolically indexed structures in general.

A.1.1 Symbolic Indexing Operators

In this section we show that both symbolic if-then-else and symbolic substitution are monotonic operations.

**Lemma A.1.1.** If $a$ and $b$ are symbolic representations of the partial order $(X, \sqsubseteq)$, then ‘if $Q$ then $a$ else $b$’, written $Q \rightarrow a | b$, is monotonic in both $a$ and $b$ with respect to $\sqsubseteq^\nu$.

*Proof.* First we show that the operation is monotonic with respect to the first argument. Suppose $a \sqsubseteq^\nu a'$ and pick any $\nu \in \mathcal{V}$.

**Case** $Q(\nu)$. Then

$$
(Q \rightarrow a | b)(\nu) = a(\nu) \\
\sqsubseteq a'(\nu) \\
= (Q \rightarrow a' | b)(\nu)
$$
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Case \( \neg Q \langle \nu \rangle \). Then

\[
(Q \rightarrow a \mid b)\langle \nu \rangle = b\langle \nu \rangle = (Q \rightarrow a' \mid b)\langle \nu \rangle
\]

A similar argument demonstrates monotonicity with respect to \( b \). \( \square \)

Lemma A.1.2. If \( a \) is a symbolic representation of the partial order \((X, \sqsubseteq)\), then the symbolic substitution of \( Q \) for \( u \), \( a(u := Q) \), is monotonic as a function of \( a \) with respect to \( \sqsubseteq^{\nu} \).

Proof. If \( a \sqsubseteq^{\nu} a' \) then \( a(\nu) \subseteq a'(\nu) \) for any valuation \( \nu \). Since \( \nu[u \mapsto Q(\nu)] \) is also another valuation, it also implies that:

\[
a(\nu[u \mapsto Q(\nu)]) \subseteq a'(\nu[u \mapsto Q(\nu)])
\]

This is true for all \( \nu \), so \( a(u := Q) \sqsubseteq^{\nu} a'(u := Q) \). \( \square \)

A.1.2 Generalized Trajectory Logic

Theorem (3.3.2). \( R_{f, \rho, Z} \) is monotonically increasing with respect to \( \sqsubseteq^{\nu} \).

Proof. The proof is by structural induction over \( f \).

Case \( f = t \lor f \lor n \), \( \neg n \), \( W \) or \( \mu Z . g \): Under any of these conditions, \( f \) is independent of \( Z \). Therefore \( R_{f, \rho, Z} \) is constant, and the hypothesis trivially holds.

Case \( f = Z \). In this case, \( R_{Z, \rho, Z} \) is the identity function, which is trivially monotonic.

Case \( f = g \lor h \). Here \( R_{f, \rho, Z}(Q) = R_{g, \rho, Z}(Q) \lor R_{h, \rho, Z}(Q) \). By the inductive hypothesis, both \( R_{g, \rho, Z} \) and \( R_{h, \rho, Z} \) are monotonic. Union is a monotonic set operation in both its operands. Therefore, \( \lor \) is monotonic with respect to \( \sqsubseteq \) in each valuation \( \nu \), so it is monotonic with respect to \( \sqsubseteq^{\nu} \). Hence \( R_{f, \rho, Z} \) is the composition of monotonic maps, and so is monotonic itself.

Case \( f = g \land h \). Proof is as in the previous case, where union is replaced by intersection.
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Case $f = Y g$. Pick an arbitrary variable valuation $\nu$, and let $Q, R \in (2^{S^+})^V$ be semantic values where $Q \subseteq^V R$. Then, by the semantics of Yesterday, a trace $t$ is in $\mathcal{R}_{Y,g,p,Z}(Q)\langle \nu \rangle$ if and only if $\text{front}(t) \in \mathcal{R}_{g,p,Z}(Q)\langle \nu \rangle$. By the inductive hypothesis, $\mathcal{R}_{g,p,Z}$ is monotonic, so $\text{front}(t) \in \mathcal{R}_{g,p,Z}(Q)\langle \nu \rangle$ implies $\text{front}(t) \in \mathcal{R}_{g,p,Z}(R)\langle \nu \rangle$. Then by the semantics of Yesterday, this in turn implies $t \in \mathcal{R}_{Y,g,p,Z}(R)\langle \nu \rangle \subseteq \mathcal{R}_{Y,g,p,Z}(Q)\langle \nu \rangle$. Therefore we have that $\mathcal{R}_{Y,g,p,Z}$ is monotonic.

Case $f = \mu W . g$ where $W \neq Z$. Pick an arbitrary variable valuation $\nu$ and assume $Q, R \in (2^{S^+})^V$ are semantic values where $Q \subseteq^V R$. Now, by the semantics of $\mu$-expressions, if $t \in \mathcal{R}_{(\mu W . g),p,Z}(Q)\langle \nu \rangle$ then for any semantic value $T \in (2^{S^+})^V$:

$$\mathcal{R}_{g,p,W\rightarrow T,Z}(Q) \subseteq^V T \quad \text{implies} \quad t \in T\langle \nu \rangle \tag{A.1}$$

By the induction hypothesis, $\mathcal{R}_{g,p,W\rightarrow T,Z}$ is monotonic. Hence for any other value $T' \in (2^{S^+})^V$:

$$\mathcal{R}_{g,p,W\rightarrow T,Z}(R) \subseteq^V T' \Rightarrow \mathcal{R}_{g,p,W\rightarrow T,Z}(Q) \subseteq^V T' \quad \text{(I.H.)} \tag{Equation A.1}$$

By applying the fixed-point definition again, this is equivalent to

$$t \in \mathcal{R}_{(\mu W . g),p,Z}(R)\langle \nu \rangle$$

hence $\mathcal{R}_{(\mu W . g),p,Z}$ is monotonic.

Case $f = Q \rightarrow g \mid h$ or $g(u := Q)$. By the induction hypothesis, $\mathcal{R}_{g,p,Z}$ and $\mathcal{R}_{h,p,Z}$ are both monotonic. By Lemmas A.1.1, and A.1.2 respectively, the semantics of $f$ is also monotonic with respect to its sub-formulas. Therefore $\mathcal{R}_{f,p,Z}$ is also monotonic.

A.2 Continuity

Theorem (3.3.8). For every recursion context $\rho$ and GTL formula $f$:

$$L^{\leq n}(\mathcal{R}_{f,p,Z}(R)) \subseteq^V \mathcal{R}_{f,p,Z}(L^{\leq n-\text{depth}(Z,f)}(R))$$

and, as a consequence, the map $\mathcal{R}_{f,p,Z}$ is continuous.
Proof. For each formula it is shown that the following condition holds:

\[ L_{\leq n}(R_{f,p,Z}(R)) \subseteq \forall^\forall R_{f,p,Z}(L_{\leq n-\text{depth}(Z,f)}(R)) \]

Each formula is consistently lengthening map by virtue of this and Lemma 3.3.2. Hence by Lemma 3.3.6, each is also chain-continuous.

**Case** \( f = tt, ff, n, \neg n, \mu Z. g, W \). In these cases \( f \) is independent of \( Z \), so \( R_{f,p,Z} \) is a constant, \( Q \), and \( \text{depth}(Z,f) \) is \( \infty \). It is clear that \( L_{\leq n}(Q) \subseteq^\forall Q \) for any such constant \( Q \).

**Case** \( f = Z \). In this case, \( R_{Z,p,Z} \) is the identity function, and \( \text{depth}(Z,Z) = 0 \). Hence the hypothesis trivially holds.

**Case** \( f = g \land h \).

\[
\begin{align*}
L_{\leq n}(R_{(g \land h),p,Z}(R)) &= L_{\leq n}(R_{g,p,Z}(R)) \cap^\forall R_{h,p,Z}(R) \quad \text{(Def. 3.2.2)}
\end{align*}
\]

\[
\begin{align*}
L_{\leq n}(R_{g,p,Z}(R)) \cap^\forall R_{h,p,Z}(R) &= R_{(g \land h),p,Z}(L_{\leq n-\text{depth}(Z,g)}(R)) \cap^\forall R_{h,p,Z}(L_{\leq n-\text{depth}(Z,h)}(R)) \quad \text{(I.H.)}
\end{align*}
\]

\[
\begin{align*}
&\subseteq^\forall R_{g,p,Z}(L_{\leq n-\text{depth}(Z,g \land h)}(R)) \cap^\forall R_{h,p,Z}(L_{\leq n-\text{depth}(Z,g \land h)}(R)) \\
&= R_{(g \land h),p,Z}(L_{\leq n-\text{depth}(Z,g \land h)}(R)) \quad \text{(Def. 3.2.2)}
\end{align*}
\]

**Case** \( f = g \lor h \). Proof mirrors the above case for conjunction.

**Case** \( f = Y g \). Pick any symbolic valuation \( \nu \) and integer \( n \). If \( n \leq 0 \) then the hypothesis trivially holds, since \( L_{\leq n}(R_{Y g,p,Z}(R)) \) = \( \emptyset \). Suppose \( n > 0 \), then:

\[
\begin{align*}
L_{\leq n}(R_{(Y g),p,Z}(R))\langle \nu \rangle &= L_{\leq n}\{ \sigma.s \mid \sigma \in g \parallel_{p|Z \rightarrow R} \langle \nu \rangle \} \quad \text{(Def. 3.2.2)}
\end{align*}
\]

\[
\begin{align*}
\subseteq \{ \sigma.s \mid \sigma \in L_{\leq n-1}(g \parallel_{p|Z \rightarrow R})\langle \nu \rangle \} \quad \text{(Property of } L_{\leq n}\text{)}
\end{align*}
\]

\[
\begin{align*}
&\subseteq R_{(Y g),p,Z}(L_{\leq n-\text{depth}(Z,g)}(R))\langle \nu \rangle \quad \text{(I.H.)}
\end{align*}
\]

\[
\begin{align*}
= R_{(Y g),p,Z}(L_{\leq n-\text{depth}(Z,g)(R)})\langle \nu \rangle \quad \text{(Def. 3.2.2)}
\end{align*}
\]

\[
\begin{align*}
= R_{(Y g),p,Z}(L_{\leq n-\text{depth}(Z,Y g)(R)})\langle \nu \rangle \quad \text{(Depth of } Y)\]
\]

**Case** \( f = \mu W . g \). Since \( R_{g,p,W} \) is monotonic it has a least fixed-point

\[
\mu R_{g,p,W} = \bigcap\{ T \in (2^{S^+})^\forall \mid R_{g,p,W}(T) \subseteq^\forall T \}
\]
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by the Knaster-Tarski Theorem. This is precisely the definition of the semantics of $\mu W \cdot g$. By the inductive hypothesis, $\mathcal{R}_{g,\rho,W}$ is continuous, so the Knaster-Tarski Theorem guarantees that the fixed-point is the limit of the approximants given by:

$$
\|\mu W \cdot g\|_\rho = \bigcup_{n \geq 0}^\nu (\mathcal{R}_{g,\rho,W})^n(\bot)
$$

(A.2)

Hence

$$
L \leq n(\mathcal{R}_{(\mu W \cdot g),\rho,Z}(R))
= L \leq n\left(\bigcup_{m \geq 0}^\nu (\mathcal{R}_{g,\rho[Z\rightarrow R],W})^m(\bot)\right)
= \bigcup_{m \geq 0}^\nu L \leq n((\mathcal{R}_{g,\rho[Z\rightarrow R],W})^m(\bot))
$$

(Lemma 3.3.4)

$$
\subseteq^\nu \bigcup_{m \geq 0}^\nu (\mathcal{R}_{g,\rho[Z\rightarrow L \leq n-\text{depth}(Z,g)(R)],W})^m(\bot)
= \mathcal{R}_{(\mu W \cdot g),\rho,Z}(L \leq n-\text{depth}(Z,\mu W \cdot g)(R))
$$

(Equation A.2)

**Case** $f = Q \rightarrow g \mid h$.

$$
L \leq n(\mathcal{R}_{(Q \rightarrow g \mid h),\rho,Z}(R))
= L \leq n(\lambda \nu . \text{ if } Q(\nu) \text{ then } \mathcal{R}_{g,\rho,Z}(R)(\nu) \text{ else } \mathcal{R}_{h,\rho,Z}(R)(\nu))
$$

(Def. 3.2.2)

$$
= \lambda \nu . \text{ if } Q(\nu) \text{ then } L \leq n(\mathcal{R}_{g,\rho,Z}(R))(\nu)
\text{ else } L \leq n(\mathcal{R}_{h,\rho,Z}(Z))(\nu)
$$

(Property of $L \leq n$)

$$
\subseteq^\nu \lambda \nu . \text{ if } Q(\nu) \text{ then } \mathcal{R}_{g,\rho,Z}(L \leq n-\text{depth}(Z,g)(R))(\nu)
\text{ else } \mathcal{R}_{h,\rho,Z}(L \leq n-\text{depth}(Z,h)(R))(\nu)
$$

(I.H.)

$$
\subseteq^\nu \lambda \nu . \text{ if } Q(\nu) \text{ then } \mathcal{R}_{g,\rho,Z}(L \leq n-\text{depth}(Z,Q \rightarrow g \mid h)(R))(\nu)
\text{ else } \mathcal{R}_{h,\rho,Z}(L \leq n-\text{depth}(Z,Q \rightarrow g \mid h)(R))(\nu)
$$

(Depth of $\rightarrow \mid$)

$$
= \mathcal{R}_{(Q \rightarrow g \mid h),\rho,Z}(L \leq n-\text{depth}(Z,Q \rightarrow g \mid h)(R))
$$

(Def. 3.2.2)
Case $f = g(u := Q)$.

\[
L^{\leq n}(\mathcal{R}_{g(u := Q), \rho, z}(R)) \\
= \lambda \nu . L^{\leq n}(\mathcal{R}_{g, \rho, z}(R))\langle \nu[u \mapsto Q(\nu)] \rangle \\
= \lambda \nu . \mathcal{R}_{g, \rho, z}(L^{\leq n}(\mathcal{R}_{g, \rho, z}(R)))\langle \nu[u \mapsto Q(\nu)] \rangle
\]

(Def. 3.2.2)

\[
\subseteq \mathcal{R}_{g, \rho, z}(L^{\leq n}(\mathcal{R}_{g, \rho, z}(R)))\langle \nu[u \mapsto Q(\nu)] \rangle
\]

(Property of \(L^{\leq n}\))

\[
= \lambda \nu . \mathcal{R}_{g, \rho, z}(L^{\leq n}(\mathcal{R}_{g, \rho, z}(R)))\langle \nu[u \mapsto Q(\nu)] \rangle
\]

(I.H.)

\[
\subseteq \mathcal{R}_{g(u := Q), \rho, z}(L^{\leq n}(\mathcal{R}_{g(u := Q), \rho, z}(R)))
\]

(Def. 3.2.2)

A.3 Set-based Model Checking

Lemma (3.6.3). For any closed atemporal formula $f$, symbolic valuation $\nu$, and word $t.s \in S^+$, where $s$ is a state in $S$, $t.s$ satisfies $f$ if and only if the singleton word $s$ satisfies $f$:

\[
t.s \in \approx f \approx \iff s \in \approx f \approx
\]

Proof. Since $f$ is atemporal, it does not contain $Y$, fixed-points, or recursion variables. Hence every sub-formula is also closed. We show the property directly for these cases, using structural induction on $f$.

Case $f = tt$. The result trivially true, since $\approx f \approx = S^+$.

Case $f = ff$. The result vacuously true, since $\approx f \approx = \emptyset$.

Case $f = n$.

\[
t.s \in \approx n \approx \iff (last(t.s))(n) = 1
\]

(Def. 3.2.2)

\[
\iff (last(s))(n) = 1
\]

(Property of last)

\[
\iff s \in \approx n \approx
\]

(Def. 3.2.2)

Case $f = \neg n$. Proof follows the previous case.

Case $f = g \lor h$.

\[
t.s \in \approx g \lor h \approx \iff t.s \in \approx g \approx \lor \approx h \approx
\]

(Def. 3.2.2)

\[
\iff s \in \approx g \approx \lor \approx h \approx
\]

(I.H.)

\[
\iff s \in \approx g \lor h \approx
\]

(Def. 3.2.2)
Case $f = g \land h$. Proof is as previous case, by replacing union with intersection.

Case $f = Q \rightarrow g \mid h$.

$$t.s \in \| Q \rightarrow g \mid h \|^\nu \iff t.s \in (if \ Q(\nu) \ then \ || \ g \ ||^\nu \ else \ || \ h \ ||^\nu)$$  (Def. 3.2.2)

$$\iff s \in (if \ Q(\nu) \ then \ || \ g \ ||^\nu \ else \ || \ h \ ||^\nu)$$  (I.H.)

$$\iff s \in \| Q \rightarrow g \mid h \|^\nu$$  (Def. 3.2.2)

Case $f = g(u := Q)$.

$$t.s \in \| g(u := Q) \|^\nu \iff t.s \in \| g \ ||^{u \rightarrow Q(\nu)}$$  (Def. 3.2.2)

$$\iff s \in \| g \ ||^{u \rightarrow Q(\nu)}$$  (I.H.)

$$\iff s \in \| g(u := Q) \|^\nu$$  (Def. 3.2.2)

Lemma (3.6.5). For every formula $f$, simulation terminates and is monotonic in the simulation context of each recursion variable.

Proof. Proof is by induction, ordering first by the number of fixed-points in formula $f$, and secondly by length of $f$.

Case $f = \tt, \ff, n,$ or $\neg n$. In these cases, termination is trivial, and since the formulas contain no recursion variables, the simulations are constant with respect to the simulation context.

Case $f = g \lor h, g \land h, Y g, Q \rightarrow f \mid g$, or $f(u := Q)$. For each of these, the simulation of the sub-formulas terminate by the induction hypothesis. As a result, each of these cases terminates, since they consist of single calculation steps. Also by the induction hypothesis, the simulation of each sub-formula is monotonic with respect to each recursion variable. Therefore each of these simulation cases are also monotonic, using monotonicity of $\cup, \cap, \text{post, } (\rightarrow |)$ (Lemma A.1.1) and $(::)$ (Lemma A.1.2) respectively.

Case $f = Z$. Termination is assured, since the simulation of a recursion variable only consists of looking up the variable in a store. Now suppose $\tau(Z) \subseteq \nu \nu \tau'(Z)$ for any $Z \in \mathcal{F}$. Then $\left[ Z \right]^\nu_{\tau} = \tau(Z) \subseteq \tau'(Z) = \left[ Z \right]_{\tau'}^{\nu}$, and hence simulation is monotonic.
Case $f = \mu Z . f$. By the induction hypothesis, simulation of $f$ is monotonic with respect to $Z$. Hence the simulation iterations $((\lambda S . [f]_{\tau[Z\rightarrow S]}^n (\lambda \nu. \emptyset))$ form a chain. Since the domain of simulation is finite, we reach a fixed-point where simulation terminates. For monotonicity, suppose $\tau \subseteq \forall \nu \ [f]_{\tau'}$. Then:

$$[\mu Z . f]_{\tau} = \bigcup_{n \geq 0} [\mu^n Z . f]_{\tau} \subseteq \forall \nu \bigcup_{n \geq 0} [\mu^n Z . f]_{\tau'} = [\mu Z . f]_{\tau'}$$

Lemma (3.6.7). For any closed GTL formula $f$, the simulation of $f$ is an upper-approximation of the image of $f$:

$$\text{im}(f) \subseteq^{\forall \nu} [f]$$

Proof. We show a stronger property for any formula $f$ of GTL, including those with free variables. The added assumption is that the simulation of each recursion variable up until now is an upper-approximation of the traced-based context. The condition is that for any trace recursion context $\rho$ and simulation recursion context $\tau$:

$$(\forall Z \in \mathcal{F} . \text{im}_\rho(Z) \subseteq^{\forall \nu} [Z]_{\tau}) \text{ implies } \text{im}_\rho(f) \subseteq^{\forall \nu} [f]_{\tau}$$

Proof is by induction, ordering first by the length of a formula, and secondly by the number of fixed-points in a formula. We assume $\text{im}_\rho(Z) \subseteq^{\forall \nu} [Z]_{\tau}$ for each variable in each case, and demonstrate $\text{im}_\rho(f) \subseteq^{\forall \nu} [f]_{\tau}$.

Case $f = tt$. Trivially true, since $[tt]_{\tau} = S$.

Case $f = ff$. Vacuously true, since:

$$\text{im}_\rho(ff)(\nu) = \text{last}(\text{tr}(\mathcal{K}_C) \cap \| ff \|_\rho)$$

(by Def. 3.6.1)

$$= \text{last}(\text{tr}(\mathcal{K}_C) \cap \emptyset)$$

(by Def. 3.2.2)

$$= \emptyset$$

Case $f = n$.

$$\text{im}_\rho(n)(\nu) = \text{last}(\text{tr}(\mathcal{K}_C) \cap \| n \|_\rho)$$

(by Def. 3.6.1)

$$= \text{last}(\text{tr}(\mathcal{K}_C) \cap \{ t \in S^+ | (\text{last}(t))(n) = 1 \})$$

(by Def. 3.2.2)

$$\subseteq \text{last}(\text{tr}(\mathcal{K}_C)) \cap \text{last}(\{ t \in S^+ | (\text{last}(t))(n) = 1 \})$$

(Property of last)

$$= S \cap \{ t \in S | t(n) = 1 \}$$

(Properties of last)

$$= \{ t \in S | t(n) = 1 \}$$

(Set algebra)

$$= [n]_{\tau}$$

(by Def. 3.6.4)
Case $f = \neg n$. Proof follows the previous case.

Case $f = Z$. Covered directly by assumption.

Case $f = g \lor h$. 

$$\text{im}_\rho(g \lor h)\langle \nu \rangle$$

$$= \text{last}(\text{tr}(K_C) \cap g \lor h \parallel^\nu)$$

$$= \text{last}(\text{tr}(K_C) \cap (g \parallel^\nu \cup h \parallel^\nu))$$

$$= \text{last}((\text{tr}(K_C) \cap g \parallel^\nu) \cup (\text{tr}(K_C) \cap h \parallel^\nu))$$

(Set Algebra)

$$\subseteq [g]_r^\nu \cup [h]_r^\nu$$

(I.H.)

$$= [g \lor h]_r^\nu$$

(Def. 3.6.4)

Case $f = g \land h$. 

$$\text{im}_\rho(g \land h)\langle \nu \rangle$$

$$= \text{last}(\text{tr}(K_C) \cap g \land h \parallel^\nu)$$

$$= \text{last}(\text{tr}(K_C) \cap (g \parallel^\nu \cap h \parallel^\nu))$$

$$= \text{last}((\text{tr}(K_C) \cap g \parallel^\nu) \cap (\text{tr}(K_C) \cap h \parallel^\nu))$$

(Set Algebra)

$$\subseteq last((\text{tr}(K_C) \cap g \parallel^\nu) \cap last((\text{tr}(K_C) \cap h \parallel^\nu))$$

(Property of last)

$$\subseteq [g]_r^\nu \cap [h]_r^\nu$$

(I.H.)

$$= [g \land h]_r^\nu$$

(Def. 3.6.4)

Case $f = Yg$. 

$$\text{im}_\rho(Yg)\langle \nu \rangle$$

$$= \text{last}(\text{tr}(K_C) \cap Yg \parallel^\nu)$$

$$= \text{last}(\text{tr}(K_C) \cap \{t.s \in S^+ \mid t \in g \parallel^\nu\})$$

$$= \text{last}(\{t.s \in S^+ \mid (\text{last}(t), s) \in T \land t \in \text{tr}(K_C) \cap g \parallel^\nu\})$$

(Prop. of tr)

$$= \{s \in S \mid (\text{last}(t), s) \in T \land t \in \text{tr}(K_C) \cap g \parallel^\nu\}$$

(Def. last)

$$= \{s \in S \mid (s', s) \in T \land s' \in \text{last}(\text{tr}(K_C) \cap g \parallel^\nu)\}$$

(Guard Rewrite)

$$= \text{post}(\text{last}(\text{tr}(K_C) \cap g \parallel^\nu))$$

(Def. post)

$$= \text{post}(\text{im}_\rho(g)\langle \nu \rangle)$$

(Def. im)

$$\subseteq \text{post}([g]_r^\nu)$$

(I.H., post monotone)

$$= [Yg]_r^\nu$$

(Def. 3.6.4)
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Case $f = \mu Z \cdot g$

\[
\begin{align*}
\text{im}_\rho(\mu Z \cdot g) \langle \nu \rangle &= \text{last}(\text{tr}(K_C) \cap \| \mu Z \cdot g \|_\rho) \\
&= \text{last}(\text{tr}(K_C) \cap \bigcup_{n \geq 0} \| \mu^n Z \cdot g \|_\rho) \quad (\text{Def. } 3.6.1) \\
&= \bigcup_{n \geq 0} \text{last}(\text{tr}(K_C) \cap \| \mu^n Z \cdot g \|_\rho) \quad (\text{Set Algebra}) \\
&\subseteq \bigcup_{n \geq 0} [\mu^n Z \cdot g]_\tau^\nu \quad (\text{I.H.}) \\
&= [\mu Z \cdot g]_\tau^\nu \quad (\text{Def. } 3.6.4)
\end{align*}
\]

Case $f = Q \rightarrow g \mid h$. 

\[
\begin{align*}
\text{im}_\rho(Q \rightarrow g \mid h) \langle \nu \rangle &= \text{last}(\text{tr}(K_C) \cap \| Q \rightarrow g \mid h \|_\rho) \\
&= \text{last}(\text{tr}(K_C) \cap (\text{if } Q \langle \nu \rangle \text{ then } \| g \|_\rho \text{ else } \| h \|_\rho)) \quad (\text{Def. } 3.6.1) \\
&= \text{if } Q \langle \nu \rangle \text{ then } \text{last}(\text{tr}(K_C) \cap \| g \|_\rho) \text{ else } \text{last}(\text{tr}(K_C) \cap \| h \|_\rho) \quad (\text{Set Algebra}) \\
&\subseteq \text{if } Q \langle \nu \rangle \text{ then } [g]_\tau^\nu \text{ else } [h]_\tau^\nu \quad (\text{I.H.}) \\
&= [Q \rightarrow g \mid h]_\tau^\nu \quad (\text{Def. } 3.6.4)
\end{align*}
\]

Case $f = g(u := Q)$.

\[
\begin{align*}
\text{im}_\rho(g(u := Q)) \langle \nu \rangle &= \text{last}(\text{tr}(K_C) \cap \| g(u := Q) \|_\rho) \\
&= \text{last}(\text{tr}(K_C) \cap (\| g \|_\rho^{u := Q(\nu)})) \quad (\text{Def. } 3.6.1) \\
&\subseteq [g]_\tau^{u := Q(\nu)} \quad (\text{I.H.}) \\
&= [g(u := Q)]_\tau^\nu \quad (\text{Def. } 3.6.4)
\end{align*}
\]

\[
\square
\]

A.3.1 Atemporal Formulas

Lemma (3.6.8). For any closed atemporal GTL formula $f$, the simulation of $f$ is equal to the image of $f$:

\[\text{im}(f) = [f]\]
Proof. Since \( f \) is atemporal, it does not contain \( Y \), fixed-points, or recursion variables. Hence every sub-formula is also closed. We show by induction that

\[
\text{im}(f) = [f]
\]

**Case** \( f = \text{tt} \).

\[
\text{im}(\text{tt}) = \text{last}(\text{tr}(\mathcal{K}_C) \cap \|\text{tt}\|\nu)
\]
\[
= \text{last}(\text{tr}(\mathcal{K}_C) \cap S^+ )
\]
\[
= S
\]
\[
= [\text{tt}]^\nu
\]

**Case** \( f = \text{ff} \).

\[
\text{im}(\text{ff}) = \text{last}(\text{tr}(\mathcal{K}_C) \cap \|\text{ff}\|\nu)
\]
\[
= \text{last}(\text{tr}(\mathcal{K}_C) \cap \emptyset)
\]
\[
= \emptyset
\]
\[
= [\text{ff}]^\nu
\]

**Case** \( f = n \).

\[
\text{im}(n) = \text{last}(\text{tr}(\mathcal{K}_C) \cap \|n\|\nu)
\]
\[
= \text{last}(\text{tr}(\mathcal{K}_C) \cap \{ t \in S^+ \mid (\text{last}(t))(n) = 1 \})
\]
\[
= \text{last}(\text{tr}(\mathcal{K}_C)) \cap \{ t \in S \mid t(n) = 1 \}
\]
\[
= \{ t \in S \mid t(n) = 1 \}
\]
\[
= [n]^\nu
\]

**Case** \( f = \neg n \). Proof follows the previous case.
Case $f = g \lor h$.

\[
\begin{align*}
\text{im}(g \lor h)(\nu) &= \text{last}(\text{tr}(K_C) \cap g \lor h \|\nu) \\
&= \text{last}(\text{tr}(K_C) \cap (g \|\nu \cup h \|\nu)) \\
&= \text{last}(\text{tr}(K_C) \cap g \|\nu \cup (\text{tr}(K_C) \cap h \|\nu)) \\
&= \text{last}(\text{tr}(K_C) \cap (g \|\nu) \cup \text{last}(\text{tr}(K_C) \cap h \|\nu)) \\
&= [g]^\nu \cup [h]^\nu \\
&= [g \lor h]^\nu
\end{align*}
\]

(Def. 3.6.4)

Case $f = g \land h$.

\[
\begin{align*}
\text{im}(g \land h)(\nu) &= \text{last}(\text{tr}(K_C) \cap g \land h \|\nu) \\
&= \text{last}(\text{tr}(K_C) \cap (g \|\nu \land h \|\nu)) \\
&= \text{last}(\text{tr}(K_C) \cap g \|\nu \land (\text{tr}(K_C) \cap h \|\nu)) \\
&= \text{last}(\text{tr}(K_C) \cap (g \|\nu) \land \text{last}(\text{tr}(K_C) \cap h \|\nu)) \\
&= [g]^\nu \cap [h]^\nu \\
&= [g \land h]^\nu
\end{align*}
\]

(I.H.)

(Def. 3.6.4)

Case $f = Q \rightarrow g \mid h$.

\[
\begin{align*}
\text{im}(Q \rightarrow g \mid h)(\nu) &= \text{last}(\text{tr}(K_C) \cap Q \rightarrow g \mid h \|\nu) \\
&= \text{last}(\text{tr}(K_C) \cap (if \ Q(\nu) \text{ then } g \|\nu \text{ else } h \|\nu)) \\
&= \text{if } Q(\nu) \text{ then } \text{last}(\text{tr}(K_C) \cap g \|\nu) \text{ else last}(\text{tr}(K_C) \cap h \|\nu)) \\
&= \text{if } Q(\nu) \text{ then } [g]^\nu \text{ else } [h]^\nu \\
&= [Q \rightarrow g \mid h]^\nu
\end{align*}
\]

(I.H.)

(Def. 3.6.4)

Case $f = g(u := Q)$.

\[
\begin{align*}
\text{im}(g(u := Q))(\nu) &= \text{last}(\text{tr}(K_C) \cap g(u := Q) \|\nu) \\
&= \text{last}(\text{tr}(K_C) \cap (g \|\nu[u\rightarrow Q(\nu)])) \\
&= [g]^\nu[u\rightarrow Q(\nu)] \\
&= [g(u := Q)]^\nu
\end{align*}
\]

(I.H.)

(Def. 3.6.4)
A.4 Abstract Model Checking

Lemma (A.4). Abstract simulation terminates and is monotonic with respect to the value of each recursion variable, i.e. \([f]_\sigma^{\nu}_{\{Z\mapsto U}\}}\) is monotonic with respect to \(\sqsubseteq^{\forall^V}\) as a function of \(U\).

Proof. Proof is by induction, ordering first by the number of fixed-points in \(f\), and secondly by the length of \(f\):

**Case** \(f = t, f, n, \neg n\) or \(W\). Then \([f]_\sigma^{\nu}_{\{Z\mapsto U}\}}\) trivially terminates and is constant with respect to \(U\), so is monotonic.

**Case** \(f = g \lor h, g \land h, Y g\). Then \([f]_\sigma^{\nu}_{\{Z\mapsto U}\}}\) terminates and is monotonic by the induction hypothesis and monotonicity of \(\sqcup, \sqcap\) and \(\text{post}^2\) respectively.

**Case** \(f = \mu W \cdot g\). By the induction hypothesis, \([g]_\sigma^{\nu}_{\{W\mapsto S}\}}\) is monotonic with respect to \(S\). Therefore by the Knaster-Tarski theorem, the abstract simulation of \(\mu W \cdot g\),

\[\text{fix } (\lambda S . [f]_{\tau(W\mapsto S)} ) (\lambda \nu'. \bot)\] (A.3)

must reach a fixed-point in our finite abstract domain, which equals

\[\bigsqcup_{n \geq 0} [\mu^n W \cdot g]_\sigma^{\nu}_{\{Z\mapsto U\}}\]

This is the least value greater than \([\mu^n W \cdot g]_\sigma^{\nu}_{\{Z\mapsto U\}}\) for any \(n\). Suppose \(U \subseteq^{\forall^V} U'\). Then by the induction hypothesis,

\[\mu^n W \cdot g]_\sigma^{\nu}_{\{Z\mapsto U\}} \subseteq^{\forall^V} \mu^n W \cdot g]_\sigma^{\nu}_{\{Z\mapsto U'\}}\]

for any \(n\). Therefore,

\[\bigsqcup_{n \geq 0} \mu^n W \cdot g]_\sigma^{\nu}_{\{Z\mapsto U\}} \subseteq^{\forall^V} \bigsqcup_{n \geq 0} \mu^n W \cdot g]_\sigma^{\nu}_{\{Z\mapsto U'\}}\]

for any \(n\). So

\[\bigsqcup_{n \geq 0} [\mu^n W \cdot g]_\sigma^{\nu}_{\{Z\mapsto U\}} \subseteq^{\forall^V} \bigsqcup_{n \geq 0} [\mu^n W \cdot g]_\sigma^{\nu}_{\{Z\mapsto U'\}}\]

as required.

**Case** \(f = Q \rightarrow g \mid h\) or \(g(u := Q)\) By the induction hypothesis, abstract simulation of the sub-formulas \(g\) and \(h\) is monotonic. Therefore by Lemmas A.1.1, and A.1.2, respectively, abstract simulation of \(f\) is also monotonic.
Appendix B

Grammar for Assertion Programs

This appendix presents a grammar for assertion programs, using the following BNF-style conventions:

- Non-terminals are in italics and all other symbols are terminals, except:
  
- \{ x \} denotes zero or more occurrences of x.
  
- x | y means one of either x or y.

The syntax takes the form:

\[
\begin{align*}
\text{literal} & ::= \text{true} \mid \text{false} \\
& \quad \mid \text{integer literal} \\
\text{type} & ::= \text{identifier} \\
& \quad \mid \text{bool} \\
& \quad \mid \text{int} ( \text{integer literal} ) \\
& \quad \mid \text{type} \{ [ \text{type} ] \} \\
\text{const decl} & ::= \text{type identifier} = \text{type} \\
& \quad \mid \text{const identifier} = \text{literal} \\
\text{model decl} & ::= \text{var identifier : type} \\
\text{interface decl} & ::= \text{node identifier} \\
& \quad \mid \text{node identifier} [ \text{integer literal : integer literal} ] \\
\text{lexpr} & ::= \text{identifier} \{ [ \text{expr} ] \}
\end{align*}
\]
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\[
\text{infix\_operator} ::= \land \mid \lor \mid = \mid + \mid - \mid < \mid \leq \mid > \mid \geq
\]

\[
\text{args} ::= \text{expr} \{ , \text{expr} \}
\]

\[
\text{expr} ::= \text{literal}
\quad \mid \text{lexpr} \{ [ \text{integer\_literal} : \text{integer\_literal} ] \}
\quad \mid \neg \text{expr}
\quad \mid \text{last} \ ( \text{expr} )
\quad \mid \text{expr} \ \text{infix\_operator} \ \text{expr}
\quad \mid \text{expr} \ \rightarrow \ \text{expr} \ ' \ ' \text{expr}
\quad \mid \text{forall} \ \text{identifier} : \text{type} . \ \text{expr}
\quad \mid \text{exists} \ \text{identifier} : \text{type} . \ \text{expr}
\quad \mid \text{expr} [ \ \text{expr} \ ]
\quad \mid \ \text{identifier} ( \ \text{args} )
\]

\[
\text{stmt} ::= \text{skip}
\quad \mid \ \text{identifier} ::= \ \text{expr}
\quad \mid \ \text{stmt} \ || \ \text{stmt}
\quad \mid \ \text{if} \ \text{expr} \ \text{then} \ \text{stmt} \ \text{else} \ \text{stmt}
\quad \mid \ \text{for} \ \text{identifier} : \text{type} \ \text{do} \ \text{stmt}
\quad \mid \ ' \ ' \ \text{stmt} \ ' \ ' \ ' \ ')
\]

\[
\text{assertion} ::= \ \text{expr} \ \Rightarrow \ \text{expr}
\quad \mid \ \text{forall} \ \text{identifier} : \text{type} . \ \text{assertion}
\]

\[
\text{program} ::= \ \text{const\_decls}
\quad \text{model}
\quad \{ \ \text{model\_decls} \}
\quad \text{stmt}
\quad \text{interface}
\quad \{ \ \text{interface\_decls} \}
\quad \text{stmt}
\quad \text{assert}
\quad \{ \ \text{assertion} \}
\]
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