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Data Protection at a Discount: Investigating the UX of Data
Protection from User, Designer, and Business Leader
Perspectives

GEORGE CHALHOUB and IVAN FLECHAIS, University of Oxford, UK

Smart homes are dangerous – a sentiment arising from prior research exploring the user experience (UX)
of data protection for smart home devices. While this research has explored data protection shortcomings
for users, UX is a designed encounter reconciling development, economic, compliance and strategic business
priorities. And so, in addition to studying user perspectives, there is a gap in understanding how designers
and business leaders influence the UX of data protection. To address this gap, we study smart home users,
designers and business leaders, exploring how they experience data protection interactions, regulation, and
processes. Our findings confirm that users have poor data protection interactions (e.g., consent and data access
requests). We also find that business leaders and designers experience difficulties in identifying, applying, and
tailoring suitable processes and practices for data protection for which some have developed “discount data
protection”: shortcuts, heuristics, and common sense practices to overcome these challenges.
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1 INTRODUCTION
The allure of the smart home is powerful: simple voice commands can raise window shades, change
home temperatures, and turn on the coffee maker. Smart homes can save time, increase personal
productivity, and provide a level of convenience for households. And yet the convenience comes at
a cost: more data pertaining to private home spaces is created, processed, and shared outside the
home [187].
To ensure the privacy and protection of this data, regulations (e.g., General Data Protection

Regulation (GDPR), California Consumer Privacy Act (CCPA)) have been introduced and refined. In
spite of the aims of such regulation, its introduction has resulted in a number of negative experiences:
e.g., the introduction of GDPR in 2018 resulted in the malfunction or even discontinuation of
thousands of smart home products [37]. Yeelight, a prominent light bulb manufacturer sent a notice
to its EU customers saying: “According to GDPR, we will not be able to continue to provide this service
to you.” [123]. Moreover, the proliferation of persuasive practices such as dark patterns aimed at
gaining consent over data usage has further made the experience of data protection a confusing
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and unpleasant affair [85, 141, 166, 169]. Dark patterns subversively steer users into consenting to
data collection, making it harder to reject consent by hiding away privacy-friendly options and
pre-ticking boxes [3, 40, 49, 51, 84, 129]. Previous CHI research found dark patterns in 88% of the
top 10,000 websites in the UK [148].

Previous studies have emphasized the need for research to improve the User eXperience (UX) of
data protection in smart home products. The international standard of human-system interaction
(ISO 9241-210) defines UX [65] as “a person’s perceptions and responses that result from the use or
anticipated use of a product, system or service.” Smart homes products collect real-time, contextual
and increasingly detailed data about the lives of home users [16, 53, 154, 187]. Commercial smart
products such as security cameras and baby monitors use consumer data for their own purposes and
disclose sensitive data (e.g., location data, health data, voice recordings) to third parties [38, 78, 156].
Smart homes often have constrained interactions because they often lack interfaces. As a result,
designing user-friendly data protection interactions in smart homes is challenging [48, 116].

There has been an increased focus on data protection user experiences (e.g., consent interactions)
for users [14, 40, 49, 61, 84, 127, 129, 179], however this largely overlooks the importance of both
design challenges and business perspectives in the whole data protection experience. The UX of
data protection is a designed encounter which encompasses contextual, economic, compliance
and strategic business priorities [114, 160, 170]. Despite that, there has been little research into
the UX of data protection for the designer’s perspectives [43], and even less research exploring
how business leaders experience the practicalities and challenges of data protection [127]. This has
created the need to explore bridges between user needs and business goals [137, 170].

To gain a wider understanding into data protection, our research aims to explore data protection
experiences (e.g., consent interactions) for users, designers and business leaders in the context
of smart homes in the UK. Our overarching research question is: RQ: How can we understand
and support the UX of data protection in smart homes from the perspective of users, designers,
and business leaders? We break this down into three further questions: (i) RQ1: How do smart
home users experience and perceive data protection interactions (e.g., consent) in smart homes?
(ii) RQ2: What are the challenges and practices of data protection compliance of smart home
designers and business leaders? Based on this, (iii) RQ3: How can we identify and improve data
protection practices that fit the needs of smart home business leaders and designers, and provide
better solutions for users?

In order to answer these questions, we conducted qualitative semi-structured in-depth interviews
with smart home users (n=7), business leaders (n=6) and designers (n=6). We analyzed the interviews
using Grounded Theory (GT) and provided a detailed account of (i) users experiencing consent
interactions and exercising their legal rights, (ii) business leaders navigating data protection
requirements and, (iii) designers addressing data protection during design stages. We summarize
our key findings about each user group below:

• Smart home users experienced dark patterns when providing consent and exercising their
legal rights. They didn’t know how their data was collected and used, experienced imbalances
in the data-value exchange process and perceived smart home data protection interactions to
be manipulative and meaningless (see Section 4.1).

• Smart home business leaders perceived data protection costs to be unfair to smaller businesses
due to lacking necessary resources and facing unrecognized smart home compliance costs.
As a result, they took ‘necessary shortcuts’ to comply with data protection and outsourced
some of their duties to third parties (see Section 4.2).

• Smart home designers faced obstacles to aligning UX efforts (e.g., advocating user needs) with
business goals, and pressure from rapid smart home development needs. As such, they used
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heuristics (e.g., rules of thumb), best practices and tried-and-tested solutions to navigate data
protection design requirements (see Section 4.3).

The rest of the paper is organized as follows: we discuss related work in Section 2; we describe the
methodology followed in this study in Section 3; in Section 4, we present the findings of our study;
we discuss the findings in Section 5; we conclude the paper and distill design recommendations in
Section 6.

2 LITERATURE REVIEW

2.1 User Studies in Data Protection
Before GDPR was implemented, studies of privacy policies and seeking user consent to data
processing have been ongoing for nearly two decades [161]. A substantial body of research has
explored the experiences of privacy policies and notices (e.g., [18, 54, 72, 99]), novel privacy
notification tools (e.g., [55, 105, 106]), and technical means to support privacy notice interfaces
(e.g., [2, 117]). The increasing adoption of wearable devices and smart home products has resulted
in interactions that are constrained (e.g., lack of interfaces). As such, finding user-friendly privacy
notices for wearable and smart home products is difficult [48, 116].
Research suggests that consent interactions and privacy notices generally don’t function well:

users tend to ignore impactful privacy notices [87, 183], perceive them as a privacy threat [111]
and are accustomed to “clicking away” consent interactions [39]. To improve consent interactions,
researchers looked into improving mobile application notification permission requests. They found
that nearly half of permission requests can be automated which resulted in decreased user attention
[70]. Machuletz and Böhme [127] suggested that GDPR-compliant consent permissions requests can
similarly be automated. However, research into automating GDPR privacy notices is under-explored.

Since GDPR came into effect, many studies have investigated its impact on smart home users and
devices [13, 21, 45, 57, 59, 73, 81, 94, 97, 103, 121, 177, 178]. More research emerged into facilitating
GDPR-compliant consent notices. Ulbricht and Pallas [176] presented a privacy preference language,
called YaPP, which complies with GDPR consent requirements in smart homes. Utz et al. [179]
explored GDPR consent notices and found that ‘nudging’ practices were widespread and strongly
influenced user choices. They recommended that data protection regulation should explicitly state
(e.g., clearer requirements and guidance) how consent has to be obtained. Mangini [128] conducted
a survey study with users and organizations on the impact of GDPR’s right to erasure (‘right to be
forgotten’) on privacy. They reported that companies found GDPR costly and difficult to implement
while users strongly mistrusted the companies.

Other research has addressed the impact of GDPR on web interfaces. Anderson and von Seek
[14] found that after GDPR, websites were collecting fewer cookies and users had the ability to
inform themselves about data processing. However, GDPR did not result in more web transparency
because policies were too long and complex. Machuletz and Bohme conducted an experiment with
150 university students in two countries and found that consent decisions were highly affected by
highlighted buttons and the number of options offered [127]. Degeling et al. [61] measured the 500
most popular websites in the EU and found that websites were more transparent after GDPR, but
there was a lack of user-centric tools to support users in consenting or denying access to their data.

Moreover, dark patterns used to steer or nudge users into consenting to data collection have been
recently explored [179]. A dark pattern is defined as a “user interface that has been carefully crafted
with an understanding of human psychology to trick users into doing things they did not intend to.”
Dark patterns for privacy notices have been previously reported in the literature [40, 49, 84, 129],
protection organizations [51], whitepapers [3], and press articles [167]. For instance, Nouwens et al.
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[148] analyzed the most 10,000 websites visited in the UK and found that only 12% of the websites
were free of dark patterns.

Dark patterns techniques reported in the literature include hiding away privacy-friendly choices,
hiding advanced settings, preselecting checkboxes, requiring more effort to reject consent, and
take-it-or-leave-it choices [51, 129]. The infamy of dark patterns has led California to outlaw them
under the CCPA [184] and EU data protection officers to explicitly cite dark patterns examples in
their advisory documents [148].

2.2 User Experience of Smart Home Security and Privacy
Smart homes presented new opportunities for manufacturers and businesses to collect real-time,
contextual and increasingly detailed data about the habits, lives, and activities of smart home users
[16, 53, 154, 187]. As such, many commercial smart home products (e.g., thermostats, baby monitors,
and security cameras) use consumer data for their own purposes and disclose sensitive data (e.g.,
location data, health data, voice recordings) to third parties [38, 78, 156]. As a result, there has been
an increased focus on user-centered smart home security and privacy [7, 15, 20, 77, 91, 92, 149, 190–
194, 196], however there has been little research into the wider aspects of UX of security and
privacy for smart home devices, and little work exploring how designers factor the UX of security
and privacy for these smart home devices [11, 195]. Shortfalls have been identified in UX design of
security and privacy in smart cameras [43].

The UX of smart home products extends beyond the use of day-to-day services into the experi-
ence of security and privacy. Research has uncovered a number of negative security and privacy
experiences: powerlessness, confusion, frustration, disappointment and annoyance [194]. Prior
research on the UX of smart home technology has been conducted in laboratories [95, 109], or with
prototypes in experimental settings [89, 120]. Smart home security and privacy interactions have
been studied using surveys (e.g., [140]), in-situ design evaluation (e.g., [194]), focus groups and
interviews (e.g., [52, 193]). More recent work researched ‘in the wild’ security and privacy user
experiences in contextual real-life home settings (e.g., [98, 133]).

The literature suggests that security and privacy design may pose UX challenges for smart home
product teams. Oh and Lee [151] analyzed reviews of quantified self applications and found that
privacy was a key problem affecting both UX and security and privacy design processes. This
was later confirmed by Bergman et al. [31], where they explored how 11 smart home companies
captured UX requirements and found that security and privacy posed a UX challenge for designers.
Rowland et al. [158] found that designers often faced tensions between UX and security in smart
homes.

2.3 Economics of Personal Data
Personal data has been consistently described as the new “oil” of the internet [152, 180]. Bauer et al.
describe personal data as “one of the world’s most valuable commodities” [22]. Tech giants such as
Facebook and Google have based their business models on collecting and analyzing user data (e.g.,
Google [68]). While large companies were capitalizing on consumer data and demands for privacy,
personal data markets (e.g., PFP (Paying For Privacy) and PDE (personal data economy) [68]) have
been growing. Studies investigating and anticipating personal data markets [62, 102, 118, 163, 180]
date back to the 1990s. Personal data markets refer to an online destination where customers
were compensated for their use of their data [122]. Personal data markets are often regarded as
GDPR-compliant as they allow users to completely prevent their personal data from being used
(compared to the “right to erasure”). However, since personal data use is highly regulated, existing
personal data markets must navigate gray areas of law or operate within regulatory restrictions
(e.g., enforcement gaps, cross-jurisdiction arbitrage) [171].
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Moreover, legislators and researchers have strongly advocated for enforcing property right
(data ownership) regimes for personal data [157, 172] where data is treated as property. However,
researchers argue that data property rights would not be effective in protecting user privacy.
Data property rights would reduce privacy to a commodity, rely heavily on consumer choice, and
are notoriously difficult to implement [126]. Furthermore, the current notice-and-choice models
(e.g., users clicking past privacy notices) system are already failing because users are unable to
understand the potential uses of data, how it will be used, and the accompanying privacy risks [10].
Data property rights would face the same challenges of existing consent models because they rely
entirely on individual control [107]. Other researchers argue that data property rights may result
in scarcity of personal data and make business models entirely obsolete (e.g., [82]) which might
hinder an economy’s potential to innovate (e.g., disruption to businesses, hardware supply chains
and software development) [171].

Furthermore, measuring and estimating the monetary value of personal data has been a key focus
to many researchers; different approaches include: examining market capitalization, examining rev-
enues or net income per user, assessing the cost of data breaches and running economic experiments
and surveys [150]. However, estimating the value of personal data has been previously reported
to be difficult because personal data is highly context-dependent and lacks harmonization and
measurable impacts over time [9, 10, 33, 150]. Previous studies that have attempted to explore price
tags for personal data [86, 100, 119] were unsuccessful because user privacy choices were affected
by heuristics and biases (e.g., users’ own valuations of their personal data) [8, 9]. Furthermore, the
monetary values of personal data cannot cover the full economic and social benefits [150].
Lastly, studies exploring privacy interactions from the perspectives of users and designers

rarely consider the economic interests of product manufacturers or business leaders [127]. To
our knowledge, previous smart home studies have not explored how the strategic interests of
the business leaders conflict with the personal interests of the users. To address this gap, we
systematically study the combined data protection experiences of users, designers and business
leaders in one study.

2.4 Summary
Data protection user experiences (e.g., consent interactions) have been widely studied in the
literature. However, the user experience of data protection is a designed encounter, the modalities
of which arise out of a process that encompasses contextual, economic, compliance and strategic
business priorities. As a result, our research aims to expand the consideration of data protection
user experience to encompass the perspectives of designers and business leaders to gain a wider
understanding of the complexities and nuances. To understand and address the challenges of data
protection compliance, our research qualitatively investigates smart home experiences by bridging
the perspectives of smart home users (n=7), designers (n=6) and business leaders (n=6).

3 METHODS
We designed and conducted a qualitative user study of smart home users, designers and busi-
ness leaders following similar approaches used in previous qualitative studies [36, 134, 135]. We
interviewed 19 participants in the United Kingdom, focusing on understanding smart home data
protection experiences and practices from the perspectives of users (n=7), designers (n=6), and
business leaders (n=6). We concentrated on smart home products because they (i) have a growing
adoption rate [142] and (ii) are seen as particularly invasive by end-users [75, 79].
A trained researcher conducted qualitative semi-structured interviews in the UK in English

between October 2020 and June 2021. Our institution’s ethics committee approved this study.
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3.1 Recruitment
3.1.1 Recruitment of Users. To recruit our user participants, we posted flyers and distributed leaflets
in the UK, and advertised the study on online platforms (e.g., Twitter, LinkedIn). We asked interested
participants to complete an online screening questionnaire, which about 30 completed. We aimed
to recruit a demographically-diverse sample of participants. Hence, we included a number of
demographic questions about gender, age, educational level, occupation and work field. In addition,
we asked participants to specify the smart home devices they use and whether they share them with
other users. We aimed to recruit smart home users that (i) were in favor of technology adoption
[60], (ii) had previous experiences in data protection (e.g., consent or right of access), and (iii) were
technically competent. We defined different levels of technical competence (novice, competence,
proficiency, expertise, and mastery) using Dreyfus’ model of skill acquisition [66]. Dreyfus’ model
has been widely used to define levels for assessing one’s competence.

3.1.2 Recruitment of Designers and Business Leaders. To recruit designers and business leaders, we
also advertised the study in the UK. However, we experienced difficulties finding designers and
business leaders willing to share their experiences with data protection. Data protection in many
organizations is considered a strictly confidential [30, 104, 175], sensitive and/or ‘taboo’ topic [181].
In addition, many potential participants could not participate due to being bound by non-disclosure
and confidentiality obligations.
To address this limitation, we used the snowball sampling method [83], which is commonly

used when investigating hard-to-reach groups [17, 69, 159]. We also recruited a smart home
consultant advisor who had wider access to smart home designers and business leaders working
in a professional capacity in the United Kingdom. The consultant facilitated referrals to around
25 smart home designers and 25 smart home business leaders contacts. We reached out to all
referred participants by email to arrange interviews, and interested participants were asked to fill a
screening questionnaire.

All designers and business leaders were working at different companies, and were not connected
to each other in anyway. In total, we recruited six designers and six business leaders that represented
twelve different companies.

3.2 Participant Demographics
The demographics of our user participants (see Table 1) consisted of seven participants from seven
households. Participants were composed of five male and two female participants. Two reported
having an undergraduate degree, and five a graduate degree. Three were expert smart home users
and four were proficient. As for business leaders (see Table 2), all were male (n=6) and leading small
and medium-sized enterprises (SMEs). Four came from a technical background while two came from
an arts and communication background. Their SMEs sold a wide range of smart home products
such as smart locks, smart doorbells and smart vacuum cleaners. Our designer participants (see
Table 3) consisted of three male and three female participants, all working in different companies.
Four worked as UX designers and two as UX consultants. Three participants worked in a flexible
team structure, two worked in cross-functional teams, and one in a centralized team.

3.3 Interview Procedure
3.3.1 Interview Process. To address our research questions, we conducted semi-structured inter-
views with 19 smart home participants: users (n=7), designers (n=6) and business leaders (n=6)
between October 2020 and June 2021. We conducted all our interviews remotely using Skype, Zoom
and Microsoft Teams. We also audio-recorded the interviews and took notes to document noticeable
events. No participant was compensated for the interviews.
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Table 1. Demographics of Users

P# Gender Age (Degree) Field Occupation Competence Sharing Devices Devices Used

U01 Male 35-49 (M.Sc.) Commercial Insurance Commercial Finance
Analyst Expert Multiple Users Amazon Echo Dot, Hue

Smart Light

U02 Male 25-34 (B.Eng.) Railway Transport Senior Mechanical
Engineer Expert Single User Google Home, Nest

Audio, Nest Hub

U03 Female 35-49 (M.Sc.) Information Technology Senior Engineering
Manager Proficient Single User Google Home Mini,

Echo Show 5

U04 Male 25-34 (M.Sc.) Information Technology Database
Administrator Proficient Multiple Users Google Home Hub, Hue

Smart Light

U05 Male 18-24 (P.h.D) Computer Security Doctoral Researcher Expert Multiple Users Amazon Echo, Google
Home

U06 Male 35-49 (B.Sc.) Education Leadership Academic
Administrator Proficient Single User Nest Thermostat, Nest

Hub Max

U07 Female 35-49 (M.Sc.) Professional Services Chief Financial
Officer Proficient Multiple Users Ring Doorbell, Nest

Thermostat

Table 2. Demographics of Business Leaders

P# Gender Age (Degree) Background Executive Role Team Size Company Type Devices Sold

B01 Male 25-34 (B.A.) Graphic and Media Design CTO & Founder 18 SME smart baby monitors, smart
alarms, smart trackers

B02 Male 45-54 (M.Sc.) Computer Science & Digital
Electronics Technology Lead 5 SME smart cups, smart food

containers, smart mugs

B03 Male 35-44 (B.Sc.) Mechanical Engineering CTO & Founder 3 SME smart robots, smart vacuum
cleaners, smart mops

B04 Male 35-44 (P.h.D) Electrical & Electronic
Engineering Co-Founder 25 SME smart adult toys, smart vibrators,

remote vibrators

B05 Male 45-54 (M.A.) Virtual Communication CEO & Founder 11 SME smart doorbells, smart door
chimes, smart cameras

B06 Male 45-54 (M.Sc.) Electronic & Hardware Security CEO & Founder 7 SME smart locks, smart digital door
locks, smart padlocks

Table 3. Demographics of Designers

P# Gender Age (Degree) Team Structure Occupation Experience Company Size Devices Worked On

D01 Female 35-44 (B.Sc.) Flexible UX Consultant 7 years 50-100 activity trackers, smart cameras,
smart speakers

D02 Female 45-54 (B.Des.) Centralized UX Designer 5 years 01-50 smart thermometer, smart grill
thermometer

D03 Male 25-34 (M.Des.) Cross-Functional
(Embedded) UX Designer 4 years 100-500 smart locks, smart security sensors,

smart alarms

D04 Male 45-54 (M.Sc.) Flexible UX Consultant 6 years 50-100 smart speakers, smart displays,
baby monitors

D05 Female 35-44 (M.Arch.) Flexible UX Designer 8 years 100-500 smart intelligent sensors, smart
home automation,

D06 Male 45-54 (M.Sc.) Cross-Functional
(Embedded) UX Designer 10 years 500-1000 smart indoor/outdoor cameras,

smart doorbells,

We allowed participants to elaborate, share their thoughts, and ask any clarification questions.
We also asked follow-up questions and probed participants when appropriate. This is a common
practice in semi-structured interviews, in which the interviewer primarily uses a list of questions,
but has the discretion to ask follow-ups or skip questions that have already been covered. The value
of conducting qualitative research lies in providing a holistic understanding of the phenomenon
under inquiry using predominantly subjective qualitative data, which can be supplemented by
observational and other quantitative data [112].
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We refer to ‘users’ as end-users who ultimately use or intend to ultimately use a smart home
product (e.g., device purchaser, device administrator, and device user in the house). We refer to
‘designers’ as people who create tangible or intangible smart home objects, products, processes,
services or experiences (e.g., UX designer, UX consultant). We refer to ‘business leaders’ as corporate
leaders and executives in charge of managing a smart home product company or organization (e.g.,
CEO, CTO).

3.3.2 User Interviews. We started with general questions asking users to describe the smart home
devices they own, how they use them, and what apps or automation they have installed. We also
asked them to describe any previous experiences dealing with or understanding data protection
regulation (e.g., exercising their online rights, experiencing consent interactions). In addition, we
asked participants to describe their understanding of their data use by smart home companies. To
avoid participant response bias [23, 63], we began by querying more general questions that could
elicit security or privacy concerns but did not explicitly mention them.

3.3.3 Designer Interviews. We started with general questions characterizing the designers’ role at
the company (e.g., responsibilities, duration of employment), the type of products they designed or
developed, and their experiences with UX and data protection regulation. We then asked questions
related to requirements gathering and specification in the design phase, as well as questions about
how UX was factored into the design process (e.g., data protection design decisions, UX design
methods, techniques, and artifacts). Our designer participants referred to different groups of people
(e.g., device purchaser, device administrator, and device user in the house) as ‘users’ without
distinction.

3.3.4 Business Leader Interviews. With business leaders, we started asking general questions
regarding their executive role, their leadership approach, and how they attain business goals and
objectives. We also asked them about the products they sold and marketed, their plans for expansion,
their customer base, their markets, and innovative industry developments and standards. In addition,
we asked business leaders about their experience with GDPR data protection compliance, which
included questions regarding their role in implementing a data protection strategy or program,
strategic experience in guiding the organization through a process of continuous compliance, and
their internal organizational challenges and mismatches with data protection law.

3.4 Pilot Study
We conducted a pilot study of three semi-structured interviews to check that the questions for all
stakeholders could be understood and identify any potential problems in the script (e.g., cost, time,
adverse events) in advance, so that the methodology could be fine-tuned before launching into
the main study. We used the common practice of convenience sampling [32] by selecting three
employees (with a background relevant to each user group) in our organization for the pilot study.
In addition to the three sessions, we asked two researchers to review the study. No considerable
changes were made to the study.

3.5 Data Analysis
We professionally transcribed and then analyzed all 19 semi-structured interviews using Grounded
Theory, following Strauss and Corbin’s procedure [174]. We chose Grounded Theory over other
approaches (e.g., thematic analysis) because we wanted to (i) develop a substantive theory, (ii)
explore data protection interactions and processes in depth, and (iii) derive recommendations
grounded in the problem domain [43]. Grounded Theory enables the examination of topics and
situations from many different angles, leading to comprehensive and deep explanations. It can
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uncover beliefs and meanings behind behaviors and events, through examining both rational and
irrational aspects of behaviors [173].
Four researchers in total analyzed the transcripts. Author 1 (the primary researcher who con-

ducted all the interviews) and author 2 (the principal investigator of the study) independently
completed the initial coding of all interview transcripts. Throughout the coding process, author
2 was able to ask for clarifications and additional insights while author 1 annotated the study
data to provide additional context. To verify the credibility of the initial codes, a third researcher
cross-checked the codes against the interview transcripts. At the same time, a fourth researcher
(external to the study) reviewed the initial codes and supporting quotes. Any differences and/or
issues arising from the initial coding were discussed and resolved among the four researchers.
A codebook consisting of 210 codes emerged from the initial coding (see Table 4). These codes
were then applied across other interviews through constant comparison, while new codes were
added as they emerged and were deemed necessary. The researchers then grouped the codes into
themes (axial coding) and categories (selective coding), based on the properties and dimensions
of each theme. These codes were applied across other interviews through constant comparison.
Axial coding allowed us to group different perspectives and experiences from all of our user groups:
users, designers, and business leaders. Regular coding meetings were held to discuss any emerging
codes and to group the codes into families.
To make our consolidated analysis feasible, we derived a core set of questions linking all in-

terviews together. However, we observed data saturation separately for all our three participant
groups. We observed data saturation [50, 88, 164] between the 6th and the 7th interview for users,
the 5th and the 6th interview for business leaders , and the 5th and the 6th interview for designers.
Data saturation has attained widespread acceptance as a methodological principle in qualitative
research. It is commonly taken to indicate, on the basis of the data that has been collected and
analyzed, that further data collection and analysis are unnecessary.
After creating the final codebook, we tested for inter-rater reliability for each user group. The

average Cohen’s kappa coefficient (𝜅) is 0.86 for users, 0.80 for business leaders, and 0.83 for
designers. Cohen’s kappa values over 0.80 indicate almost perfect agreement [132].

In total, the analyzed material interviews consisted of 10 hours and 28 minutes for users (average
of 1 hour and 29 minutes per interview), 10 hours and 18 minutes for business leaders (average of 1
hour and 43 minutes per interview) and 8 hours and 19 minutes (average of 1 hour and 23 minutes
per interview) for designers.

3.6 Research Ethics
Our study was thoroughly reviewed and approved by our organization’s ethics committee. Before
each interview, we asked participants to read an information sheet that explained the high-level
purpose of the study and outlined our data-protection practices. We also asked participants to
sign a consent form that presented all the information required in Article 14 of the EU General
Data Protection Regulation (GDPR). We emphasized that all data collected was treated as strictly
confidential and handled in accordance with the provisions of the UK Data Protection Act 1998
(registration no.: Z6364106/2015/08/61).

Due to the sensitivity of our interviews (e.g., privacy, security, compliance), we asked participants
not to name specific people or sites so that the interviews will already be anonymous to some
degree. All interviews were AES 256 encrypted and stored in a physical safe in our organization.
Participants had the option to withdraw at any point during the study without providing an
explanation. We explained to them that in such a case, none of their data would be used in the
analysis. No participant withdrew.
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3.7 Limitations
Our study has a number of limitations common to all qualitative research studies. First, research
quality depends on the researchers’ individual skills and might be influenced by their personal
biases. Inexperienced interviewers may not be able to ask prompt questions or probe into situations
that would result in missing gathering relevant data [110]. For instance, the depth of data collected
is dependent on the interviewer’s skill [101] and the quality of the questions asked [34]. To address
this limitation, one researcher, who was trained to conduct the interviews consistently and ask
questions in an open and neutral way in order not to influence participants, conducted all 19
interviews.
Second, self-reporting bias is common in interview studies [1]. Some participants might have

not responded accurately to our questions because they did not remember specific details. Other
participants could have been concerned about the interviewer’s perception of them and, therefore
could have changed their answers in line with how they like to be perceived. For instance, social
factors such as ethnicity may influence the answers that different social groups are willing to give
[41]. To maximize validity and minimize self-reporting bias, we avoided leading questions and
relied on open-ended questions, inviting participants to provide in-depth answers in their own
words. Some of our participant answers were less detailed, however, we prompted participants to
give full answers to all questions.
Third, as we note in our recruitment section, finding designers and business leaders willing to

share their experiences in data protection (e.g., GDPR) is challenging due to legal matters being
sensitive and confidential. As a result, despite numerous efforts, we were unable to recruit any
business leaders from large companies. As such, our qualitative work is limited by the size and
diversity of our sample. Following recommendations from prior work to interview between 12
and 20 participants [44], we interviewed users, designers and business leaders until new codes
stopped emerging.
Fourth, security, privacy, and regulatory matters are sensitive issues in organizations. Our

participants’ corporate responsibilities, as well as their company’s reputation, might have biased
their responses. Some participants (e.g., business leaders) were not able to share sensitive and
confidential information, and could have stripped essential and valuable research data. To mitigate
this, we briefed our participants about our security and privacy measures, focusing on how we
will encrypt their data and process it in accordance with the General Data Protection Regulation
(GDPR).

Fifth, we note that ours is a qualitative study. We do not attempt to quantify our findings or draw
conclusions or generalizable findings about a larger or a wider population of users, business leaders
and designers. The focus of our qualitative work is about the richness of understanding rather
than the generalizability to a population. Since our methodology was qualitative and exploratory
in nature, the hypotheses we formulated based on our findings, emerging themes and discussion
coming from the grounded-theoretic analysis, would need to be tested in a follow-up confirmatory
study to assess their broader applicability and generalizability.

4 RESULTS
In this section, we present our findings. We discuss our key themes: the experience of users (Section
4.1), the experience of business leaders (Section 4.2) and the experience of UX designers (Section
4.3).
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4.1 Experience of Users
Users experienced dark patterns when consenting to personal data processing (e.g., tracking) or
giving access to device permissions (e.g., location services). In addition, they experienced dark
patterns when exercising their data protection rights (e.g., right of data access). As a result, they
perceived the data-value exchange with smart home companies to be imbalanced, confusing, and
untrustworthy.

4.1.1 Dark Patterns when Providing Consent. Smart home users (n=4) reported experiencing dark
patterns when consenting to providing access to their audio recordings, web cookies and device
permissions. They experienced four categories of dark patterns: intrusive privacy defaults, difficulty
rejecting consent, unexpected detriment and punishment, and forced interactions.

4.1.1.1 Obscured and hidden privacy-intrusive selected defaults: User participants (n=3) experi-
enced hidden privacy defaults that felt intrusive while setting up and using smart home products.
U05 reportedly found pre-selected defaults enabled on their Amazon Echo after checking their
‘Alexa Privacy’ settings. U05 expressed disappointment after finding the “use of voice recordings’’
feature activated by default. The feature allowed Amazon Alexa to use customer voice recordings
to develop new features as well as enable contractors to manually review the voice recordings.
Similarly, U03 said they were shocked after discovering a privacy-invasive feature enabled by
default on their Echo Show 5 called ‘Amazon Hunches’. The feature allows Alexa to observe users’
interactions with connected smart home devices like locks, lights and electricity outlets. In turn,
Alexa would detect regular patterns and proactively offer to complete tasks around the house, such
as turning off lights, based on habits and frequent requests. U03 said they found it ‘creepy’ and
‘disturbing’ that their detailed home activities were being analyzed and turned into patterns.

4.1.1.2 Frustration and difficulty in rejecting consent: Users (n=3) experienced difficulty while
attempting to reject or withhold consent from cookies and device permissions. As a result, privacy-
preserving options were more cumbersome. For instance, U02 reported that their Google Home
constantly nudged them to give Bluetooth permissions to be able to easily set up the device.
Similarly, U04 couldn’t set up their Google Home Hub because it required consent to ‘location
services’.

4.1.1.3 Facing unexpected detriment and punishment: Users (n=2) have reportedly experienced
unexpected detriment from refusing to consent to specific permissions and services. Users facing
privacy-invasive permissions said that permissions they attempted to reject turned into roadblocks
(e.g., inability to set up the device). Those permissions are known as ‘do-or-die’ or ‘take-it-or-leave-
it’ permissions, but do not always make it clear they are necessary. For instance, U04 could not play
music on their Google Home Hub without consenting to ‘Web and Tracking’ activity monitoring.
U04 explained: ‘I don’t understand why it needs my Google browsing history to play music.’.

4.1.1.4 Pressured consent interactions and limited timing: User participants (n=3) experienced
consent interactions that pressured them to make consent decisions before using smart home
products. Those interactions prohibited users from postponing their choices, giving impressions that
users would be blocked from using the service. For instance U03, who was setting up their Google
HomeMini, was presentedwith privacy preferences (e.g., location, activity tracking, personalisation)
before proceeding with the installation of the Google Home. U03 said they were in a hurry and did
not see a clear option to postpone their choices to a more convenient time. This added unnecessary
urgency gave little time for U03 to reflect on the choices provided.
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4.1.2 Dark Patterns when Exercising Legal Rights. Smart home users (n=2) experienced dark patterns
when exercising their data protection rights (e.g., right of access). They found the process to
be confusing, frustrating and couldn’t easily authenticate or prove their identity. As such, they
expressed a preference for automated data subject requests.

4.1.2.1 Frustration when making data subject access requests: Some users (n=2) who made data
subject access requests found the process to be confusing or frustrating. They were not given any
specific instructions for how to exercise their data access rights. U01 reported sending data subject
access requests in the past made use of letter templates found online to facilitate the process. U01
said that the process of submitting and receiving data access requests was frustrating as they had
to wait for weeks to receive an answer. Similarly, U05 who wanted to send data subject access
requests found it difficult to get the contact details of the data protection officer. U05 said: “It would
be nice if organizations, for example, had the equivalent of a robots.txt file on their websites that would
just list the data protection officer and their email address.”

4.1.2.2 Preference for automated data subject access requests. Users who exercised their data
right of access reported a strong preference for using automated data subject access requests. Users
reported a positive experience over using automated platforms that made the experience smooth
and efficient. For example, U05 found Google’s data subject access request smooth. U05 explained:
“Google’s right of access process is really smooth. I can press a single button and execute my right of
access request whenever I want.” Similarly, U01 who wanted to exercise their data access rights for
Alexa and Echo devices described Amazon’s automated ‘Request My Data’ web page as ‘convenient’
and ‘easy to use’.

4.1.2.3 Difficulty authenticating when making data access requests: Users who reported making
data access requests experienced difficulty. For example, U05 who sent different data access requests
in the past described their difficulties in authenticating. U05 expressed frustration over having to
create new accounts with third parties to exercise their data access requests. They explained: “I
found that often I have to create a special account on a proprietary or a contracted out GDPR access
type system to make requests [...], or I’d have to share documents with some third-party document
server in order to prove my identity. There were often a lot of steps in the actual process from wanting
to make a request to executing the request and then getting an answer.”

4.1.3 Poor Data-Value Exchange.
Users experienced an imbalance in the perceived data-value exchange with smart home companies.
They did not know which data was collected about them, how it was used or how much it was
worth. As a result, they were not comfortable with sharing data and did not trust the exchange
process.

4.1.3.1 Not knowing what data is collected and why: Smart home users (n=3) did not know what
data was being collected about them; others (n=2) did not know why some data was collected. For
instance, U06 stated that they wanted to know what data is collected by their Nest thermostat but
they were unable to find out how to get that information. U06 said that there is no easy way to find
out which data is collected and the only available information was Google’s Privacy Policy which
applies to Google’s connected home devices and services. Moreover, some users who were worried
about their privacy struggled to find concise, transparent, intelligible and accessible information.
U01 explained that they were concerned about how audio interactions were being stored on their
Amazon Echo. U01 visited Amazon’s FAQ to find more details but they found the information
vague. U01 said: ‘Their FAQ only told me how to review recordings Alexa has about me and delete
them. But nothing shows me how and if the data is stored on my own device and how long it is stored
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for.’ Similarly, U07 expressed concerns over the lack of knowledge of motion data collected by Ring
doorbells. In particular, they were unsure what kind of metadata is collected with every motion
and what kind of interactions with the camera are recorded.

4.1.3.2 Not understanding how their data is being used: Interviewees (n=2) said that they don’t
understand how their data and information was being used by smart home companies. U07 who
experienced annoyance over what happens with their Amazon Echo data stated that the company
has been unhelpful in providing any type of personal information. Similarly, U07 said they don’t
understand how Google Assistant is using their location and making predictions. U07 said: “I’d
really like to know how Google is able to use my location, calendar or whatever to tell me when I should
leave the house and which route I should take.” Users experienced dissatisfaction in understanding
how algorithmic decision-making works. It was difficult for them to understand where data comes
from, how it is used by algorithms powering smart homes, and where algorithms send data. For
instance, U05 experienced frustration over their device ‘waking up’ without them saying the wake
word which caused serious concerns. U05 wanted to access more information about how Amazon
detects and processes wake words but they couldn’t find any helpful information through official
documentation.

4.1.3.3 Not knowing how much their data is actually worth: Interviewees (n=2) said that they
aren’t aware of the true value of their personal data, but they believed it was worth more than what
they are getting in exchange. Specifically, data that is not used to improve smart products is seen as
offering a poor value exchange. For instance, U02 who shares their video footage, audio recordings
and home environment sensor readings with Google said they would be curious to know how much
their data is worth. U02 also said that they don’t receive enough benefits for providing sensitive
data which could be used for home personalization. Similarly, U06 who shared video footage with
third-party apps and services within existing Google Home devices said they wanted to know the
true value of their video footage to Google. U03 described receiving ‘minimal value’ from their
products and expressed the need for visualizations that can summarize all the data collected and
how much Google is profiting out of it.

4.1.3.4 Lack of trust in the exchange process: Interviewees (n=4) reported a lack of trust for
major smart home product manufacturers (e.g., Google, Amazon). U01 referred to Amazon as
untrustworthy and said they were not sure whether they could fully trust whether Amazon Alexa
would be collecting more data than agreed. Similarly, U07 who uses a Ring camera said they don’t
trust the company not to sell their personal data to third parties. U07 explained: “I’ve always been
wary of our Ring camera. It is quite funny. Going through their privacy page they clearly say they
don’t sell my personal data to third parties, I don’t believe them.”

4.2 Experience of Business Leaders
Business leaders found the costs of data protection to be unfair to smaller businesses and they
lacked the necessary resources (e.g., labor) to address compliance needs. They were also confused
due to a lack of consistency and clarity in data protection compliance. As such, they took ‘necessary
shortcuts’ to comply with data protection.

4.2.1 Unfair Data Protection Costs.
Business leaders found the costs of data protection to be unfair to small businesses due to: lacking
resources such as time and labor, perceiving fines and penalties to be unfairly distributed, and
experiencing an unrecognized cost of compliance.
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4.2.1.1 Data protection ‘fundamentally unfair’ to small businesses due to lack of resources: Partici-
pants (n=3) argued that data protection regulation is ‘fundamentally unfair’ to their businesses
(e.g., small, mid-size) because larger companies have significantly more resources (e.g., time, labor
and wealth) to address of data protection regulation challenges. For instance, B04 said that their
lack of resources makes it challenging to overhaul their compliance processes and invest in appro-
priate long-term solutions. Other participants argued that data protection fines are unfair towards
businesses because larger companies can afford fines whereas smaller ones would go bankrupt. For
instance, B02 said: “Companies just get away with way too much and there’s no disincentive. [...] And
I think that is why you need absolutely huge fines, but you need them to actually be used, because
otherwise the companies will just treat it as the cost of doing business.” B05 said that going through
GDPR requirements was difficult for them because they’re a small company with limited resources.
He said: “We went through this and the requirements and so on. It is quite difficult for a very, very
small company to understand it and understand what the requirements are actually, but we did make
an effort to go through that and to try and make sure we complied.”

4.2.1.2 Fines and penalties applied unfairly across different sized businesses: Some participants
state that data protection fines (e.g., GDPR) are unfair towards smaller businesses. In particular,
fines projected against bigger companies tend to be too low. Technology lead B02 who runs a small
company expressed disappointment over small fines imposed against big companies. He said: “I
think the enforcement in the UK is poor. The ICO is just pathetic. They just announced their Marriott
Fine today. Marriott lost 340 million people’s records. The ICO said they were going to charge them
£100,000,000 and they’ve finally come through today and said they were actually only charging them
£18,000,000. That’s 5p per person. So then you can just kind of see the Marriott people going: ‘Hey, it
only cost us 5p to just do what the hell we like with people’s data. That’s fine, cost of doing business.’ ”
Moreover, business lead B01 claimed that his company can be fined as high as £20,000,000 which
he described as ‘nonsensical’.

4.2.1.3 The cost of data protection compliance is unrecognized: Participants (n=3) stressed that
the focus has been on the cost of fines and penalties; leaving little focus on the cost of compliance.
The cost of compliance is reported as being prohibitive and unfair: while fines and penalties are
proportional to the company turnover, the cost of compliance is not. Unrecognized compliance costs
were reported originating from: educating staff, personal data mapping, reviewing data protection
documentation, appointing a data protection officer (DPO), creating privacy notices, and facilitating
data access requests and procedures. For instance, B01 expressed dissatisfaction over the high cost
of compliance associated with complying with the ‘right of access’. B01 invested in tools to comply
with data access requests described high costs associated with authenticating users, reviewing the
legitimacy of requests, gathering data securely and communicating to users.

4.2.2 Compliance Practices.
Business leaders found data protection inconsistent across countries, and lacked information over
the implications of non-compliance. They were also confused whether compliance was needed
in some cases. As a result, they took ‘necessary shortcuts’ to comply with data protection and
outsourced responsibilities to third party vendors.

4.2.2.1 Lack of consistency in data protection regulation across countries: Our participants noted
the lack of consistency in data protection regulation across different countries, and more specifically
across Europe. B02 who sells smart cup technology in the UK and US described difficulties navigating
data protection compliance in both countries citing inconsistencies between CCPA and GDPR.
Specifically, B02 said that GDPR limits their capability from processing personal data when there
is a legal ground (e.g., consent, contractual obligation), unlike CCPA, which requires consent
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only when there is a ‘financial incentive’ out of personal data. Moreover, the ‘right to opt out’ in
CCPA is an absolute right which means B02 cannot reject an opt-out request on the basis of their
compelling legitimate grounds; unlike GDPR where legitimate grounds can be used to continue
processing information. This finding is in line with Future of Privacy forum’s [74] report which
reports numerous inconsistencies amongst CCPA and GDPR.

4.2.2.2 Lack of clarity over legal implications of non-compliance: Participants (n=2) reported
a lack of knowledge over the implication of non-compliance (e.g., amount of fines and type of
penalties). For instance, B05 said while GDPR requirements are generally clear, the implications
of breaching these regulations aren’t. B05 explains: “I also had the opportunity to read through the
DSGVO, which was the German Data Protection Law before the GDPR. In general, it’s very clear. The
actors in the system, what their responsibilities and roles are, and what you need to do offering a
product or service. I think what’s not clear is the legal implications. That’s still being sorted out in the
courts and in the various jurisdictions.”

4.2.2.3 Confusion whether data protection compliance is needed: Some participants (n=2) were
unsure whether they are liable for GDPR compliance because they were not collecting personal
data. For instance, B06, a business leader of a smart lock manufacturer in the UK, explained that
GDPR compliance wasn’t too relevant since his company did not collect or store personal data.
B06 said: “From a GDPR perspective, we don’t gather personally identifiable information. We don’t
store any of that information that is recognizable to the individual. From that perspective, while we do
comply with all of the regulations that are in place, they are less relevant to us because of the way that
we don’t actually gather data in the first place.”

4.2.2.4 Taking ‘necessary shortcuts’ to comply with data protection: Some participants (n=3)
struggled to find suitable processes and practices to address data protection. As a result, they
reported taking ‘necessary shortcuts’ and cutting corners to comply with data protection. For
example, B03 complied with data protection through his own judgment and reasoning instead of
going through the official documentation. He explained: “Probably complying with them is the easy
part actually. The difficult part is almost certainly just reading and wading through the regulations
and working out exactly what you have to do. Once you’ve done that, doing it is probably easy. We’ve
decided that we’d shortcut our process and do what seems reasonable, which is not selling anyone’s
data, to keep it secure, to keep the minimum amount of data that we need to do the job.”

4.2.2.5 Using third parties to comply with GDPR:. Participants (n=6) engaged with third-party
suppliers to process or access personal data on their behalf which made their experience of dealing
with GDPR easier. For instance, B04 reportedly chose to use Shopify to sell smart products in the UK
citing GDPR-compliant features are built into Shopify’s platform. B04 explained: “Now, everything
which is standard, for example, with Shopify, mail platforms, Amazon web services, everything complies.
As long as you’re using the standard builds of a lot of functions, and you have a very good legal counsel
in-house, it is quite easy to comply with GDPR.”

4.3 Experience of Designers
Designers managed data protection requirements through balancing user needs with business goals.
However, they experienced challenges achieving that balance due to poor communication with
business leaders. To manage the challenge of data protection design, they developed heuristics (i.e.,
rules of thumb) to navigate the complexity and constraints of data protection design. Moreover,
they recommended that users should be better educated on business models.

Proc. ACM Hum.-Comput. Interact., Vol. 6, No. CSCW2, Article 436. Publication date: November 2022.



436:16 Chalhoub and Flechais

4.3.1 Balancing User and Business Needs.
Designers balanced user needs with business goals to address data protection designs needs.
However, they faced challenges due to difficulties aligning UX efforts with business goals and
communicating to business leaders privacy issues and UX needs.

4.3.1.1 Obstacle in sensitizing business representatives towards privacy issues: UX Designers (n=3)
faced obstacles communicating the security and privacy impacts of smart homes to business leaders.
D05 said that they tend to research and provide summaries of privacy issues that might occur from
the design of some features. D06, who worked in smart home product teams, said that privacy and
security conversations are often “sailed away with one privacy or security expert”. As such, security
and privacy topics are not part of the regular conversations. D06 said that they make an effort to
inform all stakeholders (specifically to business leaders) on possible security and privacy issues
they are aware of.

4.3.1.2 Difficulty in explicitly aligning UX efforts with business goals: UX designers (n=2) said
that business leaders often do not see the value of some investments in UX. In addition, explicitly
translating the benefits of UX designs with business requirements (e.g., user retention, increased
sales, conversation, and reduced costs) is not straightforward. For instance, UX designer D06 faced
challenges in getting prototypes for a smart camera application approved by business executives.
As such, they often identify selective design issues in their prototype that, if fixed, would help
business executives better improve business goals (e.g., users purchasing a cloud storage solution
for the video recordings). D06 said: “The reality is that if you work as part of a large product team
and your prototype does not move the needle, it will likely be thrown away.” This finding adds more
context to Lallemand et al.’s survey [114] which found that UX experts consider UX goals to extend
beyond ones typically held by business leaders.

4.3.1.3 Frustration when involving business leaders in UX:. UX Designers (n=4) stressed that
involving business and product stakeholders in UX is critical to balancing user and business goals.
However, this can be a laborious and frustrating task. D01 explained that connecting business
stakeholders into UX research and design is not always possible. This would lead to less commitment
within teams and result in uncreative ideas. D01 said: “The worst thing is people building stuff and
designing stuff in isolation.” Similarly, D04 said that enabling business leaders to experience the
customer and to facilitate that cross-functional conversation about that experience is difficult. D04
strongly encourages product teams and business leaders within a team to learn and be involved in
UX. D04 explains: “UX is not exclusively a UX designers’ job. Everyone is responsible for learning and
connecting from customers, including CEOs and ultimate decision-makers. They should experience the
customer and really have a sense of how they are interacting with the product.”

4.3.2 Managing Challenges.
To manage the challenges and complexity of data protection regulation, designers used heuristics
(e.g., rules of thumb, tried-and-tested solutions, learning in production) to find a cheap and fast way
to achieve data protection compliance. In addition, they balanced different stakeholder interests
(e.g., through visualizations, arranging meetings) to reduce problems and maximize benefits.

4.3.2.1 Using rules of thumb to overcome data protection design challenges: UX designers (n=3)
reported using rules of thumb to address data protection design challenges. The rules of thumb
aided designers with ‘mental shortcuts’ when faced with time pressure or complex conditions. For
instance, D06 introduced ‘just-in-time’ privacy notices, a rule of thumb from an online UX practice
guide for GDPR compliance, into a number of interactions (e.g., the registration page of a smart
camera product). Similarly, D02 used two rules of thumb (clearly separating terms and conditions
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from consent requests, allowing users to separately consent for different types of data collection)
to introduce GDPR-compliant privacy notices for a smart heating mobile application. This allowed
D02 to introduce a new privacy design without the need to conduct user testing and research.

4.3.2.2 Representing and visualizing business and user viewpoints: UX Designers (n=2) stressed
that representing and visualizing user and business viewpoints can be crucial in finding a balanced
solution experience, while being aligned with project constraints and business goals. D01 uses
their visualization skills to sketch and paint an image that can help business leaders see different
users’ viewpoints within a project. Similarly, D02 said they regularly spend time representing
and understanding different business goals and perspectives within a project. They stressed that
business goals that help grow the company size and revenue improve the product experience for
users in the long run. This finding confirms Schaffer and Lahiri’s argument [160] that UX teams
participate in practices of organizations developing new products or business ideas.

4.3.2.3 Relying on tried-and-tested techniques to move past strong opinions: UX Designers (n=3)
relied on tried-and-tested techniques (e.g., usability testing) to move past subjective and conflicting
opinions. These solutions reportedly raised awareness of user needs as they focus on gathering
empirical user data instead of subjective opinions. When faced with strong and conflicting opinions,
D01 raised the awareness of user needs through usability testing with the whole project team
as observers. Similarly, D05 stated that they tend to demonstrate usability videos to business
leaders when faced with opposition. Tried-and-tested solutions used in security design have been
previously reported by Chalhoub et al. [43].

4.3.2.4 Balancing stakeholder interests to minimize problems and maximize benefits: UX designers
(n=5) said that competing interests in a project can arise where stakeholders are not on the same
page on data protection regulation or have disagreements over its implementation. As such, they
resolve conflicts through ‘satisficing’ (aiming for a satisfactory result, rather than an optimal
solution) or balancing the conflicting opinions of stakeholders. This would lead to a design approach
that is pragmatic and rather than maximizing the benefits and minimizing the drawbacks for all
stakeholders, aims to provide a good enough solution. For example, D06 held structured meetings
to address disagreements occurring due to lack of consensus during the product design phase. D06
described organizingmeetings with key stakeholders (e.g., business, development, regulatory) where
they discussed their conflicts. Similarly, D03 explained that they feel responsible in participating
in prioritization discussions where they bring their skills and offer a ‘balanced perspective’ that
factors different stakeholder perspectives.

4.3.2.5 Continuous improvement of smart products (learning in production): UX designers (n=3)
adopted an on-going design approach where they continuously measure, learn and improve from
smart products that are released in production. In particular, UX designers are involved in continuous
integration, deployment and improvement of smart home products. Designers set up feedback
loops in production where they established a dialog with users and extracted insights and improved
understanding of users. In return, they shared their insights with other stakeholders. As such,
designers improve and change product features, and introduce new deliverables consistently over
time. For instance, D04 who follows a ‘continuous design’ approach when designing smart home
products ensures that released smart products are over-provisioned to allow for features to be
introduced in the future. He explained: “You have this propensity to over-provision these initial
hardware devices. That may mean additional sensors, that may mean additional processing power,
additional things like microphones, things like that. Even if you’re not using them in the beginning
because it’s much more expensive to do an exchange of those devices than it is to just put those things
on the initial device and not use them.”
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4.3.3 Educating Users. Designers reported that educating users about the value proposition and
business models (e.g., through conversational interfaces) is crucial in smart homes. However, this
can be challenging due to the inability of some users to understand how technology works.

4.3.3.1 Users should be taught data monetization business models: UX designers stressed that
users should have a clear understanding over business models and how their data is monetized,
especially when the service is free. D01 explains that understanding business models is part of
a user’s experience: “This might not necessarily be user experience designer’s job, but the fairness
or otherwise of the business model, and how well users understand it, and how they perceive value
exchange is part of a person’s experience of that product or service. If someone’s monetizing your data
for other things, it might allow them to charge you less as a customer. But then your data is being used
in ways that you may not really have any control over.”

4.3.3.2 Users should be educated through more conversational interfaces: Instead of communicat-
ing to users through text, UX designers (n=2) suggested that making smart home interfaces more
conversational is likely to improve users’ understanding of data use. D01 explains: “This is off the
top of my head, but let’s say: ‘It looks like you’re out, but you haven’t set the burglar alarm.’ or ‘It
looks like you’re out, maybe we should put the security cameras into motion detection mode. We can
do that with your electricity data, but are you happy for us to use your electricity data to infer when
you’re at home or not?’ ”

4.3.3.3 Difficulty for users to understand how technology works: Users who are unable to under-
stand how technology works in general might struggle to understand how their data is processed.
As a result, it is difficult to know if users are paying for a well-designed system or not. D05 explained:
“I came from an architectural background, and for me programming is secondary, my second life that
I’ve come to be in contact with. One of the things that I could empathize very well is the fact that if you
don’t know technology yourself, it seems like a huge barrier to mentally understand what lies beyond
the surface of it.” Moreover, D06 stated that users who purchase smart speakers might not be aware
that they might not work without a cloud back-end. He explained: “If you buy an Amazon Echo, it’s
a peripheral for a piece of software running in a data center really, isn’t it? I don’t think people (a),
realize that; then (b), realize they have an object in their home. They don’t realize how connected it is to
the servers and what data is being transmitted backwards and forwards.” Furthermore, D04 explained
that some users might be unable to assess whether the price they are paying is fair and represents
good value. D04 explained: “I think the issue here is that there’s no way for an end consumer to know
if I am considering purchasing or using a well-designed system? Or is this the cheapest possible thing
that could be brought to the market?”

5 DISCUSSION

In this section, we first discuss how our findings relate to the wider context of ethics, in particular
how dark patterns evolved to fill a gap in regulation, and the role of honesty as a means of building
trust in the relationship between users and companies. We then focus on UX data protection
practices, exploring the principles behind discount data protection among designers and business
leaders, and discussing the wider applicability of this concept. Finally, we discuss how our findings
can lead to new implications for the design of data protection experiences.

5.1 Implications for Ethics and Data Protection
5.1.1 Dark Patterns arise from Conflicts of Interest: Users experienced a wide range of dark patterns
(e.g., magnified sense of urgency and scarcity, manipulation to trick users into action, toying with
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emotions). As a result, users reported wanting companies to demonstrate more accountability and
transparency (e.g., U02 wanted to knowwhat data they are giving away). In addition to experiencing
dark patterns, users wanting to exercise their data rights online found the process to be frustrating
(e.g., data rights requiring time and effort). Data protection regulation lacks explicit instructions
over how easy it should be for users to exercise data rights online: while the exercise of legal rights
is protected, the ease with which they can be exercised should be seen as an ethical choice by the
business and UX designer.

Dark patterns can be seen as an instance of unethical design practice that has become extremely
commonplace since data protection regulation took effect. In addition to employing persuasive
design techniques to make it easy for users to agree and difficult for them to object, there are some
instances of companies that refuse to offer their services unless the user consents to all data uses.
For companies that choose to employ them, the appeal of dark patterns is to minimize the number
of users who choose to partially consent to data uses, which can in turn lead to a reduction in
data monetisation, but also lead to reduced functionality or worse user experiences. The prevailing
perception of dark patterns is that they are objectionable and this has driven further regulation, e.g.
California has legislated to outlaw their use under CCPA [148, 184].
Dark patterns are not accidental – they are deliberate acts of manipulative design. They have

been described as ‘willfully dishonest design’ [12], ‘asshole design’ [115], ‘diabolical’ [29], ‘deceptive’
[113], ‘unethical’ [90, 155], and ‘manipulative user interfaces’ [58, 186]. We note that dark patterns
arise out of a conflict of interest where the business in charge of designing and implementing the
consent exchange has a material interest (e.g. data monetisation) in one particular outcome. As
a result, the appeal of dark patterns is to facilitate the preservation of business imperatives and
interests (e.g., collecting and using more data) at the detriment of user needs (e.g., respecting the
data rights of users). Our results show that dark patterns are only one example of what can happen
when business needs aren’t aligned with data protection requirements, where the responsibility for
implementation of data protection can lead to conflicts of interest, and where the incentives for
respecting users’ needs are insufficient when matched against business drivers not to.
The design community of smart homes could respond to the rise of dark patterns through

crowdsourcing from users of what they perceive to be deceptive design patterns. This will help
privacy advocates, policymakers, and agency enforcers hold businesses accountable for dishonest
and harmful practices. For example, the Electronic Frontier Foundation released the Dark Patterns
Tip Line1, which is an online platform hosted by Consumer Reports that allows users to submit
and highlight deceptive design patterns and dark patterns they experience in products, services
and websites2.

5.1.2 Honesty: Previous research in smart home security and privacy strongly advocates for
building ‘trusting relationships’ with users [19, 80, 124, 189, 196]. However many smart tech
companies have regularly failed to adequately gain the trust of users [42]. When Facebook released
an AI-powered Smart Camera, Mozilla Foundation released a report stating ‘given Facebook’s terrible
track record on privacy, we’re worried a lot.’ [138] Research that has explored the impact of long-term
customer-company relationships reported a ‘trust crisis’ that costs companies $2.5 Trillion per year
[64, 153].

Our user interviewees who consented to providing data perceived smart home interactions to be
dishonest, poor and lacking transparency. Dishonest and non-transparent practices are harmful to
a healthy and trusting relationship between users and service providers. In order for smart home
companies to gain consumer trust and build affinity, they will need to consistently demonstrate
1https://darkpatternstipline.org/
2https://www.eff.org/deeplinks/2021/05/help-bring-dark-patterns-light
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their social responsibility and develop core values such as honesty and trustworthiness. Designing
honest and transparent smart home interactions is critical as honesty is a precursor to building
trust, which cannot be designed or bought.

Our interviews with business leaders reveal that smart home manufacturers have little incentive
to go beyond the bare minimum to comply with data protection regulation. Our participants
described data protection regulation as a ‘checklist’ and a ‘box ticking exercise’ describing an evident
lack of care and prioritization. For instance, B06 said: “I think what it only does is it leads to a tick
box exercise, because ultimately, what you want to show as an organization is that your software is
complying with particular GDPR requirements, but does it actually lead to an improvement in privacy
practices in software?” We argue that smart home manufacturers should align more explicitly with
transparent and demonstrably honest practices when complying with data protection. This would
motivate all stakeholders to go beyond the minimum to develop honest interactions around data
protection.

5.1.3 Value Exchange: With personal data being described as the “new oil” over the past decade
(e.g., [93, 152]), we are entering an economy where personal information is the new currency (e.g.,
[47, 76]), however the value of this currency is not understood by many users [8, 9].
Our results show that smart home users do not perceive the data-value exchange in the same

way that businesses do. Users expect smart home products that are respectful of their security,
privacy and safety. Business leaders conversely are expected to find new opportunities to collect
customer data and to monetize it.

In addition, our results reveal that users do not have a detailed understanding of the value of their
personal information. Our participants had minimal information over the value of their personal
data and frequently interacted with products that failed to explain what data they were giving
away. The only real source of information about the value of personal data comes from mass media
(e.g., news stories about data breaches). For instance, our Amazon Echo participants had to pay
separately for the price of the device, audio-book plans and music services. However, they had no
clue how much personal data is shared with Amazon, how valuable it is, and precisely what they
are getting in exchange.
While some experts advocate for the use of personal data marketplaces to address value ex-

change imbalances (e.g., [102, 163]), these might not be suitable for smart homes users. While data
marketplaces are helpful in business-to-business relations, business-to-customer relations aren’t
best framed as a financial exchange. Instead, they could be better framed as an ethical positioning
(e.g., companies being trustworthy and acting honestly), and framed according to the value that
the personal data of users can have for the wider society or the public good.
Future technologies with business models that aim to collect, manage, and monetize personal

data should explicitly demonstrate how user data is being monetized. For instance, companies can
redesign consent interactions to clearly demonstrate to users how much their data is worth and
what value they are getting – instead of simply requesting consent to data use. This would allow
users to learn the value of their customer data and make more mindful decisions about data use.
Another option in this space could include moving away from individual consent interactions and
towards standard data usage models that represent transparently negotiated and ethical data usage
practices. Although this could be seen as undermining individual choice and agency, there are
arguably advantages to this for communal spaces such as smart homes where individual data use
decisions may affect bystanders or other users.
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5.2 Implications for UX practices of Data Protection
5.2.1 Discount Data Protection Practices. We found that discount data protection practices cut across
all stakeholders. Our results confirm that all stakeholders (e.g., users, designers, business leaders)
developed processes and practices to address the challenges of data protection regulation and had
a strong preference for approaches that have a good cost-benefit value. The propensity for users to
take shortcuts and apply heuristics for dealing with security and privacy is already known, and our
findings confirm that users are indeed behaving in a similar manner for data protection choices, e.g.,
users were confused about how consent notices function, and perceived them to be manipulative
and meaningless. As a result, they deployed coping strategies to address them: they ‘clicked away’
privacy notices or regularly ignored them. In addition to this, our findings also highlight that taking
shortcuts and using heuristics also extends to other stakeholder groups: designers and business
leaders.

Business leaders of SMEs found the costs of data protection to be strategically limiting and lacked
proper resources to address the data protection demands. As such, they took ‘necessary shortcuts’
(e.g., workarounds, common sense interpretations, cutting corners) and outsourced data protection
duties to third-parties. UX designers also faced challenges in balancing user needs with business
goals and conducting formal extensive processes to keep up with the need for speedy development
in smart homes. They used rules of thumb and relied on tried-and-tested techniques to navigate the
complexity of data protection design needs (see Section 4.3.2). We build on this to discuss the wider
concept of discount data protection and how this relates to the needs of designers and business
leaders:

5.2.1.1 Discount Data Protection Practices for Designers: Discount usability principles [146] have
previously shown to provide a strong value proposition for usability designers. This allows them to
perform quick, iterative, and cheap usability testing rather than full-on, expensive, or one-off user
tests.

Our results demonstrate that the problems that inspired discount usability (e.g., lengthy, untimely,
and expensive usability testing processes) are similar to the problems reported by our design
participants dealing with data protection. As such, we argue that the principles that inspired
discount usability can be used to frame discount data protection.
Discount usability design methods are highly compatible with Agile development principles

[146]. For instance, the “discount usability engineering” movement has demonstrated that discount
usability methods are the best way to increase UX because they are cheap and fast; and as a result
designers can use them frequently [143]. Given that all our design participants followed an agile
product development process during the design of smart home products, data protection techniques
that fit into an iterative, fast, and agile context are highly desirable.
Discount usability methods have a strong emphasis on techniques that are cost effective, and

can outperform more expensive (or deluxe) usability by focussing on early and rapid iteration with
frequent usability input [145]. For example, narrowed-down prototypes, such as paper low-fidelity
prototyping, can give a faster way for smart home designers to simulate a holistic user experience
(e.g., testing very early, iterating through many rounds of design) [165]. Our findings suggest that
designers also favor solutions that demonstrate a clear value to their UX efforts (e.g., by helping
resolve conflicts, either through usability testing or satisficing rather than optimizing different
stakeholder needs). As a result, data protection techniques that demonstrate a strong value to the
designer, helping them to resolve problems or to align their UX efforts to business needs are very
desirable.
Based on this, our view of discount data protection encompasses pragmatic solutions that help

designers to apply, evaluate, and iterate through different UX designs for data protection in an
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agile manner. While the benefits of early discount usability have become apparent, we believe that
the benefits of early discount data protection will result in solutions that better suit the needs of
different stakeholders and result in better data protection experiences.

To illustrate this, we propose the following example of a discount data protection method, which
is inspired by the discount usability practice of using heuristic evaluation to assess user interface
designs, instead of testing interfaces with users [144]. Heuristic evaluation allows designers to
determine whether interfaces and interactions follow usability principles and achieves a high
level of quality by combining the views of several designers to arrive at a consensus. This allows
designers to gather early, quick and relatively inexpensive feedback to input into the design process
[147]. We believe that a similar approach can be applied to the design of data protection experiences,
and we propose the idea of a heuristic evaluation of data protection experiences. This technique
would require several designers to reach a consensus in evaluating a data protection experience
according to user, regulatory, and business perspectives. To do so, they would employ principles
and apply heuristics to consider usability, honesty, fair data exchanges, and business alignment.

5.2.1.2 Discount Data Protection Practices in Business Leaders: Reports and studies have demon-
strated that bigger companies provide better data rights exercising experiences [71, 108, 162, 168].
While larger companies (e.g., Google, Facebook) can afford to invest more into improving the
experience of exercising data rights (e.g., enhanced privacy settings, increasing transparency with
YouTube videos), small businesses leaders have reported lacking resources (e.g., labor, skills, budget)
to facilitate the implementation of GDPR. With a clear emphasis on cost-effectiveness, discount
data protection practices should help to introduce more tools and business-friendly solutions to
facilitate the implementation of data protection by small businesses.
While a focus on suitability, efficiency and effectiveness are core to ensuring that techniques

suit the budgets of all businesses, another facet offered by the concept of discount data protection
lies in the possibility of using discounts to incentivise change. The current approach to data
protection incentives is framed around using regulatory fines to punish breaches, however a more
comprehensive approach could make use of discounts on the cost of compliance either to incentivise
specific practices, or to address issues arising from the fixed overheads associated with compliance
being too significant for small businesses. While the specifics of how such a funding model could
be devised are beyond the scope of this paper, given that data protection costs are usually not borne
by those who benefit from data protection improvements, we believe that this could prove to be a
fruitful area of future work.
Finally, our results have highlighted that smaller businesses are keen to outsource as a means

of complying with data protection regulation. As a result, discount data protection should also
be aiming to be consistent with third party services and offerings. Such solutions can potentially
reduce overheads (e.g. costs of tooling, training, hiring, etc.), provide industry standard solutions
to common data protection needs, or be embedded and provide added value to other services. We
discuss more detailed issues of outsourcing data protection in Section 5.2.2.
Overall, the concept of discount data protection aims to support business and designers in

addressing the data protection problems that matter most. We have described how designers and
business leader perspectives can be taken into account, and outlined a series of recommendations
aimed at supporting those stakeholders.

5.2.2 Outsourcing in Data Protection. As a common form of outsourcing, many product manufac-
turers use third-party Consent Management Platforms (CMP) to solicit consent to tracking cookies.
Nouwens et al. [148] reported that 75% of top 10,000 websites in the UK outsource their cookie
consent processes to use third-party CMPs. However, they found that the vast majority of websites
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outsourcing consent notifications through CMPs (e.g., QuantCast, OneTrust and Cookiebot) de-
ployed dark patterns (e.g., rejecting all tracking was “substantially more difficult than accepting
it”). Researchers noted that popular CMP implementation wizards allow their clients to configure
consent preferences, which indicates that dark patterns configurations could have been created by
business owners [125].
Data protection best practices are frequently reported and adopted by thousands of small busi-

nesses [5]. Data protection best practices often consist of checklists (e.g., [4, 67]), guides (e.g.,
[35, 46]), and frameworks (e.g., [188]). While best practices provide efficient or prudent courses of
action, they are not universally applicable. Best practices tend to come from top performers in an
industry, which prompts smaller companies to follow them [182]. Regulatory experts are skeptical
over ‘best practices’ adopted as a law practice (e.g., data protection) [185]. Data protection best
practices that have worked for certain companies wouldn’t necessarily work for all companies.
As a result, we argue that business leaders should develop a very critical eye of whether best
practices are appropriate beyond the fact they’re already in use [139]. Business leaders should avoid
benchmarking and instead routinely test their best practices to check that they hold over time and
address any problems that arise.

Our results reveal that many of our business leaders have outsourced aspects of data protection
compliance. Reports show businesses are increasingly dependent on third parties to comply with
data protection [130]. Outsourcing has been proven to be beneficial and sometimes essential for
small business leaders. For instance, the appointment of a new employee to act as a Data Protection
Officer (DPO) has been reported to be an unrealistic burden for small businesses. Business leaders
with owner-operated businesses or small teams who act as their own DPO may not be effective in
ensuring GDPR compliance due to “conflict of interest with possible other tasks and duties.” [6]. As
such, outsourcing the role of DPO to third-parties would be beneficial for small business leaders.

However, outsourcing data protection duties to third parties should be addressed very carefully.
Third party compliance vendors tend to market their products as a way to avoid GDPR compliance
entirely [56]. However, data protection mandates that business leaders are responsible for their
third-party vendors’ GDPR compliance and could be liable for third-party breaches. Moreover, they
should define areas and activities in which the GDPR is in scope, and have third-party vendors
agree and provide signed contractual assurances [96]. In the UK, the ICO mandates that third-party
vendors cross-handling data with outsourcing businesses would find themselves equally liable for
data breaches [131]. Some argue business leaders delegating data protection duties to third parties
are in a more vulnerable position, as they are paying to outsource, as opposed to training their own
staff [131].
The effectiveness of data protection practices is a critical aspect in successfully navigating the

complex space of regulation and protection. While ‘best practices’ aim to help identify the most
effective solutions, in reality they largely document the most common solutions, and moreover
these tend to be contributed by companies that may not be representative of the wider industry. To
help improve how business leaders gauge effectiveness, we argue (i) that data protection solutions
need to clearly document their source and target industry, and that (ii) the scope of outsourced
solutions and their relevance to data protection requirements needs to be clearer and designed to
help with comparison. While these need more research, both these proposals arise from existing
problems in judging effectiveness: (i) in evaluating the relevance of proposed solutions, and (ii) in
comparing different offerings.

5.2.3 Code of Practice for Data Protection. At the current moment, it is difficult to distinguish
companies that have effective (e.g., ethical, useful) data protection practices from those that merely
claim to. Moreover, given the desire to rely on third parties for data protection, there is a question
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mark over whether a subcontracted interaction that seems unethical to a user (e.g., a dark pattern)
is perceived as an indication of unethical data protection practices in the original company. As a
result of the difficulty in identifying truly effective (e.g., ethical, useful) data protection practices,
there is a disincentive for companies to embrace these without further ways of signaling their
authenticity.

We suggest that a voluntary code of practice for data protection could be developed. For instance,
data protection organizations could provide certification schemes or indicators which can demon-
strate that companies are behaving reasonably (e.g., ethically, responsibly) with consumer privacy
and regulatory needs. Such schemes would be more challenging in smart home contexts due to
various sectors of ecosystems, suppliers, manufacturers and third parties. However, they would
improve practices of transparency, freedom of information and honesty in smart home companies.

Moreover, such a code of practice could help to address the issues arising where companies are
in a conflict between the best interests of users and the best interests of the business. Having well-
founded trust in data protection practices is necessary to ensure that users engage and businesses
thrive, and having a code of practice which enshrines the importance of ethical behavior could
provide a foundation from which data protection professionals would serve as guarantors of honest
data protection practices – much in the same way that chartered professionals are trusted to deliver
competence and ethical standards.
Finally, a code of practice for data protection could bolster designer responsibility and prompt

designers to incorporate ethical design as part of their code of conduct (e.g., moral principles). We
argue that ethical design would have many benefits, both short and long-term, that can improve
smart home brands, products, and the wider sector. Moreover, this could inform the wider interest
and consideration for Ethical Design more generally: we note that there has been a significant
rise in interest in defining Ethical UX and Ethical Data Protection as seen in panel and audience
questions at the ICO’s Data Protection Practitioners’ Conference 20193 and the Nielsen Norman
Virtual UX Conference of December 20204.

5.2.4 Summary and Conclusion on UX of Data Protection . Our findings strongly support the
suitability of UX expertise and practices in tackling the challenges we face in data protection, such
as trust and honesty, alignment with business and regulatory goals, and the necessity of integrating
data protection into established development processes. From this we have proposed a number of
recommendations: discount data protection as a collection of techniques and practices aimed at
pragmatic, cost-effective solutions; formulating a code of practice to help build a solid foundation
of trust in the data relationships between users and businesses; and working towards economically
viable solutions that fit the business realities and budgets of enterprises of all sizes.

We believe that these recommendations offer several key benefits over existing approaches:

(1) By putting the combination of user, regulatory and business needs into the hands of UX
designers, we provide an opportunity to address the conflicts of interest which drive solutions
that favor businesses over the needs of users (e.g., dark patterns).

(2) While UX designers can still be pressured to prioritize business interests, we argue that the
ethical aspects of data protection could be made part of a code of conduct for data protection
professionals, similar to how chartered professionals have ethical standards to which they are
expected to adhere to. This would have the additional benefit of providing a new mechanism
for building trust between users and businesses;

3https://www.youtube.com/watch?v=q6PWdR4zBUk
4https://www.youtube.com/watch?v=avhyz187Ypo
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(3) By placing a strong emphasis on cost effectiveness and pragmatic solutions, discount data
protection techniques will help UX designers in identifying and resolving potential conflicts
early and effectively;

(4) By aligning to agile principles, discount data protection will provide appropriate techniques
to support designers in crafting better experiences of data protection in ways that fit their
existing ways of working.

(5) Finally, by working to offer competitive, cost-effective, or even subsidized solutions to fit the
budgets of even the smallest companies, we can start to address the issue of large overheads
associated with data protection compliance.

5.3 Implications for Design
Our results demonstrate a desire for data protection to be more friendly and honest for users, easier
to navigate for designers, and cheaper and fairer for smaller business leaders. As such, we argue for
the identification and adoption of future data protection practices that are safe, efficient and ethical.
Such practices need to embody informed and valid consent from users without killing business
models. Moreover, valid discount practices need to have manageable costs for business leaders and
introduce solutions that can be safely outsourced to third parties.
Many industries with potential to cause harm (e.g., environmental harm) have a regulatory or

voluntary code of conduct for the field. Just like the Medical Code of Ethics, we argue that the
smart home industry should develop an ethical code of conduct with honesty, respect, and privacy
as the core values. These values should be reflected in any data protection practices, project goals,
and product features. Framing this ethical code of conduct would also be very useful for designers
during all phases of UX design (e.g., research, analysis, design and testing). Similarly, it would be
useful for business leaders making executive or strategic decisions.

Our designer interviews demonstrated that designers experienced challenges in finding the right
balance between user needs and business goals. Limited resources and competing objectives in
organizations were previously reported by Becker et al. [24–28]. UX designers act as the user’s
advocate in the design space. As a result, while they have to fulfill the business objectives, they are
also empowered to maximize user needs (e.g., respect, satisfaction, positive ethical engagement),
and act as a focal point for interventions in this space. UX designers often come across tight
deadlines and limited resources to complete projects.

They are sometimes pressured to design interactions that are not compliant with their own values
or practices. Having a clearly framed ethical code of conduct can liberate UX designers to challenge
situations where business imperatives are unfairly disadvantageous to the user’s best interests. We
argue that UX designers are key to building a trusting relationship with users: they are able to
reflect ethical and honest user values that are consistent with business goals and requirements.
Just like business leaders, designers need tools and support to help navigate data protection

requirements. For instance, D01 and D02 hoped for more concrete UX guidelines for addressing
GDPR requirements. Business lead B02 expressed the need to make GDPR easier for designers: “We
also need to make it easier for designers and developers to really implement the provisions of GDPR
within software, rather than just making it a tick box exercise.” Tools and solutions could be in the
form of best practices, common APIs, third party solutions, visualizations and automation tools.
Such tools should allow designers the means to respect the ethical dimensions of data protection
and value exchange perspectives. For instance, our results showed that users favored automated
data subject access experiences. UX-friendly tools that are able to guarantee repeatable, scalable (to
small businesses), secure, and positive UX data access interactions are likely to be helpful for UX
designers.
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Any tools to assist with the design of data protection interactions will likely require underlying
data models to allow their use to work as intended. For instance, automated data subject access
tools could be enabled through machine learning models that can identify the right information
without risking leakage of wrong information.

Rapid product life cycles in smart home products create challenges for designers – especially
when navigating data protection requirements. UX designers have to balance user and business
needs, and design data protection solutions in an iterative rapid development process. More tools
and guidelines should be developed to assist UX designers to comply with data protection regulation
in ways that enhance the user experience and facilitate ethical business practices.
Finally, users expressed a preference for automation as it allowed them to easily exercise their

data protection rights. Automation is also likely to reduce data protection costs for business leaders.
A report by McKinsey & Company stated that automated data protection solutions would result in
reduced costs in the long run [136]. As such, we argue that automation should be further explored
as it is easier for users, a market differentiator for the business leaders.

6 CONCLUSION
Smart homes carry significant security and privacy risks for home users and all inhabitants. Past
work in smart homes often omits the interests of business leaders and the challenges of designing
solutions in this space. To address this gap, we conducted a qualitative study with 7 users, 6
designers and 6 business leaders to investigate how they experience data protection from their
perspectives. We found that business leaders and designers experienced significant difficulties
in navigating data protection requirements and proposed the idea of discount data protection to
address them. We conclude with the following recommendations:

6.1 Reframe data privacy as an ethical business dimension
Our business leader interviewees framed consent as a purely regulatory obligation. We recommend
that smart home businesses reframe data practices as an ethical business dimension, instead of a
regulatory overhead. For instance, data consent interactions can be approached from an ethical
standpoint in addition to being a business and a regulatory one. Moreover, both designers and
business leaders adopt discount practices (e.g., creating heuristics, taking shortcuts) to navigate
the complexity of data protection regulation. Designers and business leaders should ensure that
discount practices abide by ethical values (e.g., honesty, respect) that don’t negatively affect users.

6.2 Improve the value proposition of data protection regulation
Our results showed that the value proposition of data protection could be more closely aligned with
the needs of users, designers and business leaders. Data protection should provide a solid value
proposition for all stakeholders: users, designers, and business leaders. Data protection practices
should clearly explain to users the value of their personal information, be compatible with the
strategic needs (e.g., reasonable cost) and resources (e.g., labor) of business leaders and incorporate
discount usability principles (e.g., using low-fidelity prototyping) for designers.

6.3 Ensure that data protection best practices are effective
Our designer and business leader participants used best practices to address data protection require-
ments. Best practices tend to be contributed by larger companies, and may not be representative
of e.g., the wider smart home industry. The practice of documenting and communicating best
practices should be improved with more information about the provenance and applicability of
the recommendations, to help designers and business leaders to critically evaluate and routinely
examine the latest trends. Moreover, given the significant interest in outsourcing data protection
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functions, greater efforts should be placed in providing sufficient information to allow comparison
between different offerings.

6.4 Provide support for discount data protection practices
The practices reported by designers and business leaders reflect an appetite for cheaper, more cost
effective solutions for data protection. While there is a perception among data protection experts
that good data protection comes at a cost, our data suggests that business leaders and designers of
smart home products perceive a gap in the current market for data protection solutions which offer
effective options that are better suited to their budgets, timescales, and constraints. More support
should be provided for discount data protection practices that fit the needs of business leaders and
designers.

6.5 Support UX designers in balancing competing needs
Our UX Design interviewees balanced two different needs: business needs and user needs. UX
designers are key to building a trusting relationship with users: they are able to reflect ethical
values that are consistent with user and business needs. All our designers also worked in an agile
manner, and needed appropriate practices and tools to represent the ethical dimension of data
protection in a fair, open, and honest way.
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GROUNDED THEORY CODEBOOK

Users Designers Business Leaders
automated data access requests agile product development amount of fines of non-compliance
awareness of company practices arranging structured meetings appointing a data protection officer
awareness of data collection practices communicating UX benefits automated decision
becoming more aware of data rights communicating user behaviors automatically authenticating users
blurring privacy communicating user needs collecting personal data
comprehension of requested permissions communicating user privacy concerns communicating to users
consumer privacy preferences communicating with stakeholders compliance overhead
cumbersome privacy options conducting heuristic evaluation cost of compliance is high
data breach concerns conducting user research cost of compliance is manageable
data privacy concerns conducting design workshops cost of compliance is unknown
device installation conducting user interviews cost of compliance is unrecognized
difficulty authenticating recruiting users creating privacy notices
difficulty rejecting consent prototyping products cutting corners
distrust of data collection practices testing products data protection by design
distrust of data processing practices safeguarding individual rights data protection compliance
distrust of smart home manufacturers understanding technical limitations data protection inconsistent between EU countries
erosion of trust understanding organizational limitations data protection inconsistent between UK and US
excessive permission requests continuously improving smart products data protection not applicable
exercising data rights continuously conducting user research data protection not relevant
experiencing dark patterns improving user trust data protection practices
experiencing detriment improve consent interactions data protection requirements
experiencing forced interactions improve transparency data protection roles
experiencing ‘creepy’ interactions data protection compliance data protection tools
fearing personal data will be sold data protection features educating staff
fear over collected personal data data protection by design facilitating data access procedures
feeling confused data protection requirements facilitating data access requests
feeling disappointed privacy requirements fines and penalties
feeling frustrated privacy settings gathering data securely
feeling overwhelmed privacy threats good judgment
feeling tricked data protection responsibilities hiring regulatory staff
hidden privacy defaults determining a product’s usability implications of non-compliance
inaccessible privacy information difficulty communicating with business leaders in-house legal counsel
intrusive privacy defaults difficulty balancing user needs and business requirements lacking expertise
lack of awareness difficulty conducting extensive UX processes lacking funding
lack of awareness of worth of personal data communicating UX efforts lacking human labor
lack of concise privacy policies communicating with business stakeholders lacking knowledge
lack of transparent practices educating users about business models lacking resources
lack of transparent privacy policies educating users about data monetization lacking time
lack of trust educating users about technology manually authenticating users
learning about data rights educating users about privacy need for clear guidelines
making informed decisions educating users about data protection need for cost-effectiveness
managing consent end-user compliance need for government support
managing device permissions experiencing complex conditions not collecting personal data
manual data access requests experiencing time pressure outsourcing
need for anonymized data collection experiencing work pressure personal data mapping
need for brevity feedback loops in production prohibitive fines
need for personal data control learning in production purchasing services
need for transparency learning about data protection guidance regulatory fines
need for visualizalized privacy policies making devices more conversational responding to requests
not knowing how personal data was stored on-going design approach reviewing documentation
not understanding how smart homes work over-provisioning devices reviewing the legitimacy of requests
perceived ease of use overcoming design challenges right of access
perceived intrusion raising awareness of user needs right to be informed
perceived surveillance raising awareness of privacy concerns right to data portability
perceived usability raising awareness of data protection requirements right to erasure
perceived usefulness representing and visualizing business viewpoints right to object
perceived utility representing and visualizing user viewpoints right to rectification
positive experiences researching data protection requirements right to restrict processing
pressured consent interactions researching privacy concerns smaller businesses
privacy roadblocks researching security concerns strategic limitations
providing access to personal information researching user pain points taking necessary shortcuts
providing consent satisficing conflicting opinions tooling costs
security roadblocks using design rules of thumb training staff
unhelpful company responses using heuristics type of penalties non-compliance
unintelligible privacy information using mental shortcuts understanding requirements
unreliable smart home devices using discount practices unfair fines
using templates for data access requests using best practices using best practices
using third parties for data access requests using tried-and-tested techniques using common sense interpretations
vulnerable smart home devices using usability testing using own reasoning
withdrawing consent using visualizations and graphs using third parties

Table 4. Codebook (Grounded Theory).
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